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Preface 

Supported by the National Renewable Energy Laboratory (NREL) under subcontract REP No. RCX-7-
16469, North Carolina A&T State University initiated a 3-year research project in the field of renewable 
energy on July 10, 1997. Under the umbrella of this project are three subprojects that were coordinated 
by Song, Bikdash and Schulz, respectively. This report presents the accomplishments achieved by the 
PIs during the period from July 10, 1997 to approximately July 10, 2000. The report consists of three 
parts: 

  

Part 1  Variable Speed Control of Wind Turbines ( Song) 
Part 2  Furling Analysis of Wind Turbines (Bikdash) 
Part 3  Health Monitoring of Wind Turbines ( Schulz) 
 

We would like to take this opportunity to express our sincere thanks to our technical monitors at the 
NREL, Mike Robinson and Alan Laxson, for their technical support and guidance throughout this 
project. 
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Executive Summary 

 
This document reports our accomplishments on variable speed control, furling analysis and health monitoring 
of wind turbines. It consists of three parts prepared by Song, Bikdash and Schulz, respectively. Publications 
related to these topics are listed at the end of each part of the report. 
 
In the first part of the report, variable speed control of wind turbines is discussed in detail. The main 
contributions in this area can be summarized as follows. First we explored a memory-based method for wind 
speed prediction and wind turbine control. This method is based on observing and generalizing past system 
responses and control experience. It does not demand detailed information about the system dynamics. Second, 
we developed a nonlinear excitation control method based on the rotor dynamics and the excitation dynamics. 
This method achieved smooth and asymptotic rotor speed tracking, and was verified  by both analysis and 
computer simulation. Our third major contribution lies in the derivation of nonlinear pitch control algorithms 
for variable speed operation of wind turbines. In this method the rotor speed is regulated via a pitch servo-
mechanism. Because the pitch angle cannot be adjusted directly and instantly, actuator dynamics were 
explicitly considered. Three types of pitch actuator dynamics were examined and integrated into the pitch 
control scheme. We found that with the derived control algorithms, smooth and asymptotic rotor speed tracking 
is ensured. Most of the results in this report have been published in international journals or presented at 
international conferences or both. We have also successfully organized a special session on wind turbine 
control at an international conference1 and edited a special issue on wind turbine modeling, control, and health 
monitoring in an international journal2.  Furthermore, this project has encouraged several students to study 
renewable energy and related technologies at the master level.  
 
The second part addresses the yaw dynamics of wind turbines. This work falls into three general 
areas: Modeling, Analysis, and Control. The first major contribution of the modeling effort was in 
learning neuro-fuzzy models of the aerodynamics from extensive aerodynamic simulation data 
provided by the computational fluid dynamics code YawDyn. The experimental data can be used for 
learning, and we modeled the aerodynamics of the rotors and nacelle using simple expressions for the 
coefficients of power and thrust.  These fuzzy implementations are used to alleviate the complexity of 
real-time simulations. Our second major contribution in modeling was to derive an analytical model 
for the furling mechanism. We have also developed a methodology for a more systematic 
multidisciplinary modeling based on Lagrangian differential algebraic equations that will enable us to 
build a complete model of the turbine from the aerodynamics to the electrical load. We use 
differential algebraic equations for modeling the dynamics of wind turbines because they allow 
accurate modeling of the complex dynamics without the need to eliminate the constraint equations 
which can lead to approximations and is error prone. We have also developed a procedure to design 
bounded control laws that are applicable because of the limited actuation authority of the proposed 
actuators.    
 
In the third part of the report, new analytical techniques were developed and tested to detect initial 
damage to prevent failures of wind turbine rotor blades. The techniques consider the particular 
requirements for developing a practical wind turbine monitoring system, in terms of cost, materials, 
size, and life expectancy. Different sensor types were also modeled and tested, including 
accelerometers, piezoceramic patches, and a scanning laser doppler vibrometer. We performed 
modeling and simulation of wave propagation in fiberglass plates and evaluated different 

                                                           
1 American Control Conference, June 1998, Organized by Dr. Y. D. Song (NC A&T) and Dr. M. Robinson 
(NREL) 
2 Journal of Wind Engineering and Industrial Aerodynamics, Vol. 85, No. 3, April 2000, Organized by Dr. 
Y. D. Song (NC A&T) and Dr. M. Robinson (NREL). 
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configurations of passive piezoceramic sensor systems capable of measuring propagating strain waves 
and identifying damage. We also carried out a preliminary experiment to determine the damage 
detection capability of piezoceramic sensors and actuators during a static test of a full size wind 
turbine blade at the National Wind Technology Center, a laboratory of the National Renewable 
Energy Laboratory in Golden, Colorado. In the experiment, we monitored the stress wave 
propagation characteristics of the blade while increasing the load level on the monitored blade until 
blade failure occurred. This experiment indicated that the technique can detect evolving damage in 
composite wind turbine blades. The effects of the blade stress and curvature on wave propagation 
were found to be important parameters that need further study to allow us to more accurately predict  
buckling failure of the blade. The work in this project has also led to a patent application for a new 
sensor array system for structural health monitoring, and we have developed the initial design of an 
analogic synthetic bionic system and neural composite material that will give wind turbine blades a 
human-like sensitivity to pain represented as damage to the material.  
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Summary of Technical Results 
 

Automatic control is essential for efficient and reliable operation of wind power conversion systems. The 
major objective of this work is to design, analyze, and test new control algorithms for wind turbines. The 
main contributions in this area can be summarized as follows. First we explored a memory-based method for 
wind speed prediction and wind turbine control. This method is based on observing and generalizing past 
system responses and control experience. It does not demand detailed information about the system 
dynamics. Second, we developed a nonlinear excitation control method using both rotor dynamics and 
excitation dynamics. This method was shown to achieve smooth and asymptotic rotor speed tracking, as 
justified by both analysis and computer simulation. 
 
The third major technical result is the derivation of nonlinear pitch control algorithms for variable speed 
operation of wind turbines. In this method the rotor speed is regulated via a pitch servo-mechanism. Because 
pitch angle cannot be adjusted directly and instantly, actuator dynamics need to be explicitly considered. We 
examined three types of pitch actuator dynamics and integrated them into the pitch control scheme. We 
showed that the derived control algorithms ensured smooth and asymptotic rotor speed tracking. 

 

Technical Description and Discussion 
Memory-Based Pitch Control of Wind Turbines 
Introduction 
 
Control design for wind power generation systems represents an interesting yet challenging research topic. 
In contrast to conventional power generation where input energy can be scheduled and regulated, wind 
energy is not a controllable resource, because of its intermittent and stochastic nature. Most wind turbines 
operate at fixed rotational speeds. However, fixed-speed operation means that the maximum coefficient 
of performance is available only at a particular wind speed. A low coefficient of performance is 
observed for all other wind speeds, which reduces the energy output below what might be expected 
from variable speed operation. Apparently, if the turbine speed could be adjusted in relation to the wind 
speed, a higher power output could be realized. Therefore, variable speed control of wind turbines is of 
practical interest.  
 
The main objective of this work is to develop a memory-based method for variable speed control of wind 
turbines. Memory-based approaches to solving engineering problems have a long history and having 
been applied to pattern classification, weather prediction, speech recognition, medical diagnosis, and 
protein structure prediction among others [1−11]. In this work we focus on the development of short-
term (low-order) memory-based control algorithms that allow variable speed operation of wind turbine 
systems. The proposed control consisted of two parts: one for preliminary compensation and one for 
memory-based compensation. Analysis and simulation showed that the proposed control method is 
effective in dealing with system nonlinearities and uncertainties. Several operating conditions with 
varying wind speeds were tested with satisfactory results. It is worth mentioning that the controller 
does not require wind speed to be measured or estimated.        
      
System Description 
The ability of a wind turbine to extract power from varying wind is a function of three main 
factors: the wind power available, the power curve of the machine, and the ability of the 
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machine to respond to wind fluctuations. It is well known that the power produced by a wind 
turbine is proportional to the cube of the wind speed; that is, 

32
p ),(

2
1 uRCP ρπβλ= ,       (Eq. 1-1) 

where ρ is the air density, R is the radius of rotor, β  is the pitch angle, u represents wind 
speed, Cp is the power coefficient of the wind turbine calculated from aerodynamic data, 
and λ denotes the tip-wind speed ratio defined by 

u
Rωλ = ,                                                  (Eq.1-2) 

where ω is the rotor speed. Note that Cp is a nonlinear function of factors such as blade radius, 
and pitch angle as well as tip-speed ratio. Typically the power coefficient Cp bears the shape 
as shown in Figure 1-1 [12,13]. Two important observations can be made from this figure: 

• If the wind speed is constant, any deviation of rotor speed (due to, for instance, load 
change) leads to the variation of power efficiency. For instance, consider a wind turbine 
operating at some “optimal point.”  If the rotor speed ω increases, λ increases and Cp 
deviates from the “optimal value”. 

• If the rotor speed is kept constant, any change in wind speed leads to a change in tip-
speed ratio (λ), causing the change in power generation efficiency. 
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Figure 1-1. Power coefficient versus tip-speed ratio  
  

The important indication of these observations is that variable rotor speed control is essential to 
achieving maximum power extraction from the potential wind power. Although automatic controls 
have long been known to increase power quality and reliability, most existing controls are restricted to 
classical/linear model-based methods which exhibit only limited capability in dealing with varying 
operational points and external disturbances inherent in such systems. 
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Memory-Based Control Algorithms for Wind Turbines 
In this section we explore the application of memory-based concepts to variable speed control of wind 
turbine systems (WTS). We begin with the discussion of dynamic modeling of WTS. 
 
Wind Turbine Dynamics.  Driven by an effective torque rτ , the wind turbine speed is governed by 
[12−14] 

srJ ττω −=& ,                                               (Eq.1-3a) 

where J denotes the moment of inertia of the turbine-transmission-generator (all referred to the turbine 
shaft), and sτ represents the generalized shaft torque necessary to turn the generator and to balance the 
driving torque [14]      

 
ω
ρπ

τ
325.0 uRCp

r = .                                   (Eq.1-3b) 

Expressed at a particular operational point (OP), the above nonlinear model can be approximated by  

     βγωαω 000 duJ ++=& ,                            (Eq.1-4) 

where 00 , γα , and 0d  are system parameters depending on the OP. Such a linear approximation 
model has been widely used in practice [12−15]. 

However, note that if the wind turbine operates at varying speed, the system parameters are no longer 
constants. Furthermore, the linear approximation error may become significant as the operational point 
changes. Therefore, in this work we consider the following modified model 

),,()()()( 00 βωγβωααω uuddJ ℵ++∆++∆+=&                      (Eq.1-5a) 
                     cV=β ,                             

(Eq.1-5b) 
where ),,( βωℵ u accounts for the effect of  linear approximation, V denotes the control voltage and c 
is a constant.  

For simplicity, the pitch angle is assumed to be proportional to the applied voltage (the more general 
relationship between the pitch angle and the applied voltage will be addressed in a forthcoming paper). 
Note that both c and J do not vary with operational point. The modified model as shown in Equation 1-
5 seems to be more effective in describing the dynamic behavior of the system. For the purpose of 
control design, we express Equation 1-5 as: 

),,,(00 βωγωαω uLcVdJ ++=& ,                         (Eq.1-6a) 

with   

        ),,()((.) βωγαω uudcVL ℵ++∆+∆= ,           (Eq.1-6b) 

where L(.) represents the lumped uncertainty of the system that results from  varying OP. The precise 
expression for L(.) is generally unavailable. However, for a practical wind turbine system, such 
lumped uncertainty does not change abruptly. Hence we assume that  

∞<≤
≥

0
0

(.)
max c

dt
dL

t
,                                 (Eq.1-7) 
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implying that the variation rate of L(.) is finite, as is usually the case in most practical wind power 
systems. 
 
Operational Modes. To effectively extract wind power while maintaining safe operation, the wind 
turbine should be driven according to the following three fundamental modes depending on the wind 
speed, maximum allowable rotor speed and the rated power:   

Mode 1 - variable speed/optimum tip-speed ratio                 

       BC uuu ≤≤  

Mode 2 - constant speed/variable tip-speed ratio           

         u u uB R≤ ≤  

Mode 3 - variable speed/constant power 

                u u uR F≤ ≤ . 
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Figure 1-2. The three operation modes of WTS 

These three modes are illustrated in Figure 1-2, where uC  is the cut-in wind speed, uB denotes the wind 
speed at which the maximum allowable rotor speed is reached, uR  is the wind speed that leads to rated 
power and uF  is the furling wind speed at which the turbine needs to be shut down for protection. 

In this work, pitch control is used to adjust the rotor speed so as to match the three operational modes 
in Figure 1-2. More specifically, the control problem considered here is: 
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Design a control voltage (V) so that the rotor speed (ω ) of the wind turbine closely tracks the desired 
speed ( *ω ), which is specified according to the above three operational modes.  
 

 

Memory-Based Pitch Control. The control signal consists of two parts:   
mc VVV += ,                                      (Eq.1-8a) 

where cV denotes preliminary compensation and mV  represents memory-based compensation. We 
construct the first part by using the existing information about the system: 

   )( *
0

0

0
ωωα &+−−= ek

cd
JV J

c ,                  (Eq.1-8b) 

where 00 >k is the design parameter and *ωω −=e is the rotor speed tracking error.  
The second part - memory-based control - is of the following form, 

12110 −− ++= kk
m

k
m

k ewewVwV ,                           (Eq.1-8c) 

where m
kV 1−  stands for the previous control experience recorded at the time instant t = kT, 

*
111 −−− −= kkke ωω  is the previous tracking error and  10 , ww  and 2w  are the memory coefficients to 

be determined. Equation 1-8c is referred to as memory-based compensation because it is built on 
memorized information. To completely specify mV , let us examine the closed-loop system. Upon 
substituting Equations 1-8a and 1-8b into Equation 1-6, we have:  

mcVdLJekeJ 00 (.) ++−=& ;                  (Eq.1-9) 
that is 

m
J

cd VLeke 0
0 (.)~ ++−=& ,                     (Eq.1-10) 

where (.)~ 1 LL J= . To incorporate the memorized information, we consider the digital version of 
Equation 1-10,  

)~()1( 0
01

m
kJ

cd
kkk VLTeTke ++−=+ ,           (Eq.1-11) 

which is obtained by the Euler method as described in [16]. To make use of previous control 
experience, we shift backward in time one step in Equation 1-11 to obtain:  

)~()1( 1
0

110
m

kJ
cd

kkk VLTeTke −−− ++−= .          (Eq.1-12) 

Subtracting Equation 1-12 from Equation 1-11 gives 

][)~~( )1()2( 1
0

11001
m

k
m

kJ
cd

kkkkk VVTLLTeTkeTke −−−+ −+−+−+−= .         (Eq.1-13) 

Inspecting Equations 1-8c and 1-13 reveals that if the memory coefficients 10 , ww , and 2w are 
specified as  
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 then the memory-based control Equation 1-8c reduces Equation 1-13 to  

)~~( 11 −+ −= kkk LLTe .                               (Eq.1-14) 

In view of Equation 1-7, it follows that [16] 
  

;
~
)~~(||

0
22

11

max
0

cT
dt
LdT

LLTe

t

kkk

≤≤

−=

≥

−+

                            (Eq.1-15)                       

that is, bonded stable tracking is ensured with the memory-based control method. Note that with T 
denoting the sampling period, fairly good tracking precision can be achieved by choosing T properly. 
It should be mentioned that there is no need to estimate c0 as defined in Equation 1-7. We only need to 
use the fact that such a constant exists. Also note that the measurement of wind is not needed, for its 
effect has been treated as part of external disturbance. 

In the implementation, the magnitude of applied voltage needs to be constrained. This can be done by 
using the following function: 

0,
1
12),( >









+
−

= −

−

σ
σ

κσφ σ

σ

z

z

e
ez ,                (Eq.1-16) 

where κ and σ are constants to be chosen by the designer. Regarding Equation 1-16, we note that  

zzi κσφ
σ

→
→

),(lim)
0

 

and 

,2),(           )
σ

κσφ ≤zii  

meaning that (.)φ  approaches to a linear function as σ  tends to a small number and that the 
magnitude of the control signal can be adjusted by choosing a proper value forσ and κ. The overall 
control scheme is depicted in Figure 1-3. 
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Figure 1-3. Memory-based pitch control 
 
 

The proposed memory-based control exhibits attractive features that can be summarized as follows: 

• The controller is purely built on the past control experience, along with current and most 
recent system responses. No ad hoc design process is involved.  

• The control scheme assumes little prior information about the system - it does not involve 
estimating specific parameters, repetitive actions, infinite switching frequencies, or 
discontinuous control. 

• The novelty of the proposed method also lies in its flexibility in that the structure of the 
controller remains unchanged for varying operational conditions. Furthermore, the memory 
size does not grow with time, which facilitates real-time implementation. 

 

Simulation. To verify the effectiveness of the proposed control method, we performed a series of test 
with different OPs. The nominal parameters of the wind turbine operating at the OP (uOP = 7.5 m/s, 
ωOP =11 rad/s, βOP = 9 deg) are   

2/1270 mkgJ =                

sN .9.3030 =α  

deg/.9.1510 mNd −=    

and 

Vc deg/8.6= . 

In the simulation, the term that results from wind speed variation is treated as part of the disturbance. 
The parameters α  and d are given by 
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                                          ddd ∆+=∆+= 00 ,ααα  

in which the perturbation of α and d caused by the OP variation is shown in Table 1-1. 

 

Table 1-1. Parameter Variation Resulting from Varying OPs 

Operational  Point Variation of α Variation of d 

OP(I) 01 %10 αα =∆  01 %10 dd =∆  

OP(II) 02 %20 αα =∆  02 %20 dd =∆  

OP(III) 03 %30 αα =∆  03 %30 dd =∆  

 
The variations of the parameters α  and d that result from the change in operating conditions are 
illustrated in Figures 1-4 and 1-5. Observe that variations in both magnitude and rate are involved in 
these parameters. The design parameters used for simulation are: 

5(sec),1.0,1.0,1 0 ==== kTσκ . 

The tracking performance in terms of tracking error for the three OPs is depicted in Figure 1-6. Figure 
1-6(a) is a two-dimension profile and Figure 1-6(b) is a three-dimension profile. Although significant 
uncertainty is involved because of the varying OPs, we observed that the proposed control method 
achieved satisfactory tracking performance over all the operating conditions. 

 
Figure 1-4. Variation of α resulting from varying OPs  
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Figure 1-5. Variation of d resulting from varying OPs 

 
Figure 1-6(a).  Rotor speed tracking error  (two-dimension profile)    
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Figure 1-6(b). Rotor speed tracking error  (three-dimension profile)    
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Figure 1-7(a). Applied control voltage (two-dimension profile) 
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Figure 1-7(b). Applied control voltage (three-dimension profile) 

 

Nonlinear Excitation Control of Wind Turbines 

Overview 
 
There has been considerable interest in using wind power to produce electricity [20−29]. Figure 1-8 below 
represents a schematic wind power generation system (WPGS), where the electric power eP  is produced 
from the wind power windP  ( )mP  via the wind turbine.  
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Figure 1-8. A schematic wind power system 
  
 

In this work we explored a nonlinear method for variable speed control of wind turbines. The objective 
was to make the rotor speed track the desired speed that is specified according to the three fundamental 
operating modes described earlier.  This is achieved by the corresponding control of regulation in the 
excitation winding voltage. Such a control scheme leads to more energy output without adding 
mechanical complexity to the system. It is worth mentioning that the controller does not require the 
measurement or estimation of wind speed. We simulated the proposed method based on a two-bladed 
horizontal axis wind turbine similar to DOE MOD-0 [12]. 
 
For the purpose of control design, we combine Equations 1-1 and 1-2 to obtain 

 
3

1)( ωω kPm =                      (Eq.1-17) 

where 

   3

5

1 2
1

λ
ρπ RCk p= . 

In the next section, we derive the dynamic model that governs the behavior of the wind turbine. 

Modeling of the System 
For a typical wind power generation system, the simplified block diagram shown in Figure 1-9 can be used 
to illustrate the fundamental work principle. Note that the rotor speed and generator speed are not the same in 
general, because of the use of the gearbox. The following equations are established to characterize the 
behavior of the system: 

   θωω mmmm KBJTT ++=− &                             (Eq.1-18) 
and 
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   eeeeeeep KBJTT θωω ++=− & ,                  (Eq.1-19) 

where mT and eT denote the shaft torque at the turbine end and generator end, respectively, T is the 
shaft torque before the gearbox; pT is the shaft torque delivered by the gearbox; mJ and eJ denote the 
moment of inertia of the turbine and the generator; ω and eω represent rotor speed of the turbine and 
the generator; and mB , eB , mK , and eK are friction-related constants. By defining the gear ratio γ as 

             
ω
ωγ e= ,                                                            (Eq.1-20) 

and using the relation 

              ωω TT ep =  ,            (Eq.1-21) 

we obtain from Equations 1-18 and 1-19  

            em TTKBJ γθωω −=++& ,                                    (Eq.1-22) 

where   

          ememem KKKBBBJJJ 222 ,, γγγ +=+=+= . 

In terms of power, Equation 1-22 can be rewritten as  

θωω KBJ ++& =
e

em PP
ω

γ
ω

− ,                   (Eq.1-23) 

where mP  represents the wind power as defined in Equation 1-17 and eP  is the electrical power given by  

δ
ω

sin
g

lg
e x

Vk
P = )( fIc ,                                (Eq.1-24) 

where gk is a machine related constant, lV  is the phase voltage, gx is equivalent reactance, δ denotes the 

rotor angle of the generator, and  )( fIc  denotes the field flux.  

 

mT 
   m J 

 
Gearbox

ω 

e T 

e ω 

T pT 

   eJ 

 

Figure 1-9.  A simplified diagram of WPGS 
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In this work, the nonlinear relation )( fIc=φ  between the flux (φ ) and the field current ( fI ) is assumed to 

account for the magnetic saturation property. Substituting for em PP  and  in Equation 1-23 yields 

θωω KBJ ++& = )( )sin( 2
11 fg

g

l Ick
x
V

k δγω − ,        (Eq.1-25) 

which can be further expressed as   

 )( )()( fIcA δωϕω −=& ,                              (Eq.1-26a) 

where 

    
J

KBk θωωωϕ −−
=

2
1)( ,      (Eq.1-26b) 

and 

    )sin()( δγδ
g

lg

Jx
Vk

A = .                (Eq.1-26c) 
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Figure 1-10. Wind Power System with Field Excitation 

For a wind power generation system with field excitation as shown in Figure 1-10, the current to the field 
winding of the synchronous generator is supplied by an exciter with the following dynamics: 
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                ffff VRIIL =+& ,                                           (Eq.1-27) 

where L is the inductance of the exciter circuit, fI  is the field current, fR is the resistance of the rotor field, 
and  fV denotes the field voltage. To achieve rotor speed tracking, the control design will be based on the 
mechanic dynamics Equation 1-26 and the excitation dynamics Equation 1-27, as detailed in the next 
section. 

 

Nonlinear Control Scheme  
The rotor speed of the wind turbine is controlled by adjusting the excitation winding voltage. The main idea 
behind this method is to control the reaction torque (power) of the generator by changing the winding voltage 
so that the rotor speed is correspondingly adjusted. As such, the control problem can be stated as follows.  

Design a control voltage ( fV ) such that the rotor speed (ω ) of the wind turbine closely tracks the desired 

speed ( *ω ), which is pre-specified according to the three operation modes. 

As the first step of controller design, let us define the rotor tracking error as   

   *ωωε −=         (Eq.1-28) 

and rewrite Equation 1-26 in terms of the tracking error ( ε ) to obtain 

,   
)()()( *

Vk
IcA f

+−=

−−=

ε

ωδωϕε

ω

&&
                (Eq.1-29) 

where  
*)()()( ωδωϕεω &−−+= fIcAkV                 (Eq.1-30) 

and 0>ωk is a design constant. Before presenting our control algorithms, we need the following 
result. 
 
Theorem 1 

 Consider the dynamic system described by 
 
   Vk +−= εε

ε
&  

 If 0>εk  and 0→V  as ∞→t , then 0→ε  as ∞→t . 
 
Proof 

Upon integrating, we have 
 

    tk
tk

e
tet
ε

ε µεε )()0()( += − , 

where 
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    ∫=
t

k Vdet
0

)( τµ τε . 

 
Now let us consider two cases: (1) tconstan→µ  as ∞→t  and (2) ∞→µ  as ∞→t . 
For case 1, we readily have 0→ε  as ∞→t . For case 2, on using L'Hopital's rule, we have 
 

  

.0  as  0lim                

)(
lim)(lim

→→=

=

∞→

∞→∞→

V
k
V  

ek

t
dt
d

e
t

t

tkttkt

ε

ε
εε

µµ
 

Thus for either case, 0→ε  as ∞→t  if 0>εk  and 0→V  as ∞→t , which completes the proof.  

It is interesting to note that because ωk  is a positive constant that the user chooses, we can ensure that 
the tracking error tends to zero asymptotically if 0→V  as ∞→t . Therefore, the following 
development is focused on making V tend to zero as ∞→t . To this end, we differentiate Equation 1-
30 to obtain 
 

         )( fIcAkV δ
δ

ω
ω
ϕ

εω
&&&

∂
∂

−
∂
∂

+= *)( ωδ &&& −
∂
∂

− f
f

I
I
cA .  

Upon substituting for ω&  from Equation 1-28, fI&  from Equation 1-27 and ε&  from Equation 1-29 in 
the above equation we arrive at 

         fbVFV +=& ,                                (Eq.1-31) 

where 

  )( ))()()(( *
ff IcAIcAkF δ

δ
ωδωϕω

&&
∂
∂

−−−=  

   f
f

f
f I

L
R

I
cAIcA

∂
∂

+−−
∂
∂

+ )())()()(( * δωδωϕ
ω
ϕ

&&              (Eq.1-32a) 

 
and 

 

LI
cAb
f

1)(
∂
∂

−= δ                   (Eq.1-32b) 

Because we need to have 0→V  as ∞→t , we choose fV such that 

  )(1 VkF
b

V vf −−= ,                                    (Eq.1-33) 
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where F and b are defined as in Equation 1-32 and 0>vk is a design constant chosen by the designer.  
Consequently, such a control leads to 

VkV v−=& ,                               (Eq.1-34) 

implying that  0→V  as ∞→t . To summarize, we have the following theorem. 
 
Theorem 2 

Consider the wind power generation system represented by equations Equation 1-26 and Equation 1-
27. If the field voltage fV is adjusted according to Equation 1-33, then rotor speed of the wind turbine 

(ω ) follows the desired speed )( *ω  exponentially. 
 
Proof 

The result can be justified by considering the Lyapunov function candidate 
 
   22 5.05.0 VeL += , 
which leads to 
      

       

.),(

),(
0

1
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2

min

Lkk
V

kk
Vk
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V
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v

v
v
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Regarding the control scheme, the following convergence result can be established.  

 

Theorem 3 
The convergent rate of the tracking error with the proposed control can be found as tke 0− , where 

).,min(0 vkkk ω=   

 

Proof 

In fact, from Equations 1-29 and 1-34, we have 

            ττεε ωωω dVeeet t tktktk )()0()( 0∫+= −−  
and 
            tkveVtV −= )0()( . 
 
Therefore, it can be verified that  
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implying the convergent rate of the tracking error is at least 0k . 

 

Remarks 

 

• The design and implementation of the proposed control turns out to be fairly simple because it 
involves only two straightforward steps: choosing vkk ,ω and generating fV as in Equation 1-33.  

 
• The idea is to control fV , so that fI  is controlled. This, in turn, leads to the change of the flux 

φ . Thus, the rotor speed is correspondingly adjusted. 

 

 
Table 1-2. Wind Turbine Specifications 

 
Allowable rotor speed 

Generator output power 

Optimal coefficient of performance maxpC  

Cut-in wind speed cu  

Rated wind speed  ru  

Furling wind speed  fu  

Rotor diameter  

Hub height 

Coning angle 

Effective swept area 

Weight of blades 

Generator voltage 

40 r/m  

100 kW 

0.375 

4.3 m/s 

7.7 m/s 

17.9 m/s 

37.5 m 

30 m 

7° 

1072 m2 

2090 kg 

480 V 
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Simulation Study 

We performed the simulation study to verify the proposed control strategy. A two-bladed horizontal-
axis wind turbine similar to DOE MOD-0 [12] as shown in Figure 1-11 was considered. Figure 1-12 
illustrates the detail structure inside the wind turbine. System parameters used for simulation are:  

  Ω==Ω= 4.0 ,001.0 ,02.0 gf xHLR  

and 
  8,16 ,440 2 === PKgmJVVl , 5

2 105 ,60 −×== kHzf . 

The specifications of the wind turbine are given in Table 1-2. 
 

 

 
Figure 1-11. General view of MOD-0 wind turbine 
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Figure 1-12. Superstructure and equipment of MOD-0 
 

The control parameters were chosen as 

. 60 ,150 == vkkω  

The first case considered is the tracking of rotor speed to a sine wave. With the proposed control 
scheme, we saw the tracking performance illustrated by Figure 1-13. The control voltage is shown in 
Figure 1-14.  
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Figure 1-13a. Tracking process 
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Figure 1-13b. Tracking error  
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Figure 1-14. Applied control voltage 

 
 

The next simulation considers a more practical desired rotor speed trajectory motivated by the three 
operational modes described earlier. Namely, the rotor speed (ω ) is to be adjusted to follow the 
desired trajectory given below 
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where 
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      m/s 3.21=su  
and 
     rad/s 1.4 =mX . 
 
Note that (rad/s) mX  is specified according to the allowable rotor speed ( r/m)  of the wind turbine. 

The values for    and , , frc uuu are given in Table 1-1 and su was chosen so as to give a smooth shut-
down profile. The same system control parameters and control parameters were used in the simulation. 
The tracking process is shown in Figure 1-15 and the rotor speed tracking error is presented in Figure 
1-16. As seen the simulation results show the proposed control gives a fairly good control performance 
over all the operation modes. Also note that the control signal, shown in Figure 1-17, is bounded and 
smooth everywhere. The controller was tested for different system and control parameters and similar 
results were obtained (not shown here because of space constraints). 
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Figure 1-15. Rotor speed tracking 
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Figure 1-16. Rotor speed tracking error 
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Figure 1-17. Applied control voltage 

 

 
Nonlinear Pitch Control of Wind Turbines 

 
Introduction 
The main objective here is to develop a nonlinear pitch control method for variable speed operation of wind 
turbines. In this method, the rotor speed was adjusted by controlling the turbine's pitch angle. Note that, 
however, pitch angle cannot be adjusted directly and instantly. To address this issue, we explicitly considered 
the pitch servo dynamics in the wind turbine model. The actuator dynamics are important in controller 
designing. We studied three types of pitch actuator dynamics. Control algorithms were derived using the 
back-stepping method. The advantages of the proposed pitch control as compared to traditional pitch control 
can be summarized as follows: The proposed pitch control algorithms are based on the nonlinear model 
instead of the commonly used linear or linear plus perturbation model. Also, we considered the actuator 
dynamics in our design. This consideration is motivated by the fact that the pitch angle cannot be controlled 
directly. Consequently new pitch control algorithms were derived that were shown to be insensitive to 
operating points. The detail design, analysis, and test are presented in what follows. 

 

Modeling and Problem Statement 

Figure 1-18 shows a typical wind energy conversion system. The turbine dynamics can be described by  

erJ ττω −=& ,                                                                                                       (Eq.1-36a) 

where J denotes the moment of inertia of the turbine transmission-generator (all referred to the turbine shaft), 
rτ  represents the aerodynamic torque at the turbine end necessary to the turbine, and eτ is the electrical shaft 

torque at the generator end to balance the system. Note that the torque resulting from the wind is modeled by 
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)(),( ωφγβτ ω CKr =        (Eq.1-36b) 

with 

wV
Rωγ = ,       (Eq. 1-36c) 

where ωK  is a constant determined by the rotor radius R , the rotor disk area A , the air density ρ , and 
others; ),( γβC  is a nonlinear function (named torque coefficient in the literature) depending on pitch 

angle β  and tip-speed ratio γ ; and 2)( ωωφ =  is a nonlinear function. 
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Figure 1-18.  Wind turbine model 

Note that ),( γβC  is a turbine specific nonlinear function that describes how efficiently the turbine converts 
wind energy into mechanical energy at some pitch angle β  and some tip-speed ratio γ . An example of 
how ),( γβC  varies with β  and γ  for the wind turbine is shown by the surface plot in Figure 1-19. The 
figure shows only the region where the value of ),( γβC  is positive, reassigning all negative values to zero.  
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Figure 1-19.  ),( γβC  versus  tip-speed ratio γ  and pitch angle β  

  

For later development, we combine Equations 1-3ba and 1-36b to obtain  

eCKJ τωφγβω ω −= )(),(& .                                                                                 (Eq.1-37) 

As mentioned earlier, pitch angle cannot be adjusted directly and instantly because of the actuator dynamics. 
To address this issue, we considered the following three cases associated with pitch actuator dynamics. 

 

Case I 

fdV=β                                                            (Eq.1-38) 

Case II 

fdVa =+ ββ&                               (Eq.1-39) 

Case III 

fdVba =++ βββ &&&                                               (Eq.1-40) 
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where a , b , and d  are system parameters depending on the operating point; β  is the pitch angle; and fV  
denotes the control voltage.  

Case I represents the most commonly assumed actuation in the literature, where the pitch angle is assumed to 
be adjustable directly by a control variable ( fV ). Cases II and III, however, are more effective in accounting 
for the actuator dynamics in the pitch servo-mechanism. Control algorithms based on the above three cases 
are derived in the next. 

Development of Pitch Control Algorithms 
The rotor speed of the wind turbine is controlled by adjusting pitch angle of the blade. The control problem 
can be stated as follows. 

Design an actuator voltage fV  such that the rotor speed ω  of the wind turbine closely tracks the desired 

speed *ω  given according to the operational modes of wind turbines. It is assumed that *ω , *ω& , *ω&&  are 
bounded. 

As the first step of the design procedure, we express Equation 1-37 as follows: 

(.)),((.) fCg += γβω& ,                                                                                       (Eq.1-41) 

where 

J
f eτ

−=(.)                                                                                                          (Eq.1-42) 

and 

J
K

g
)(

(.)
ωφω= .                                                                                                  (Eq.1-43) 

 The rotor tracking control design is based on Theorem 1, which is repeated here for convenience. 

Observation 
Consider the error dynamic system 

reke +−= 0& ,                                                                                                      (Eq.1-44) 

with 00 >k . If 0→r  as ∞→t , then 0→e  as ∞→t . 

Because the proof of the result is simple, we have omitted it here. The important implication of this 
observation is that the rotor-tracking problem can be addressed by making r converge. As the first step of 
control design, we define the rotor speed tracking error as 

*ωω −=e ,                                                                                        (Eq.1-45) 
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where *ω  is the desired speed. Taking the derivative of e  with respect to time and using Equation 1-7, we 
obtain the following equation:                    

*),((.)(.) ωγβ && −+= Cgfe .                                                                                (Eq.1-46)        

The control objective is to design fV  so that 0→e  as ∞→t . Note that the pitch angel β  is controlled 

by fV  through three different models as discussed previously. Consequently, three different control 
algorithms are needed. We will address this issue in the following subsection.                     

 
Control Algorithm for Case I. In this case, Equations 1-37 and 1-38 determine the system 
dynamics.  We need to design fV  to control β , so that 0→e  as ∞→t . To this end, we rewrite 
Equation 1-46 as: 

*),( ωγβ && −+= gCfe  

                   rek +−= 0 ,                                                                                                (Eq.1-47) 

where 00 >k  is a design constant and 

*
0 ),( ωγβ &−++= gCfekr .                                                                               (Eq.1-48) 

Taking the derivative of r with respect to time gives 

*
0 ωγβωω γβωω &&&&&&&& −++++= gCgCCgfekr  ,                                                    (Eq.1-49) 

where 

ωω ∂
∂

=
ff ,    

ωω ∂
∂

=
gg ,   

ββ ∂
∂

=
CC  and 

γγ ∂
∂

=
CC .                                                               

Meanwhile, according to Equation 1-38, we have 

fVd && =β .                                                                                                            (Eq.1-50) 

Also from the definition of γ , we have 

2
W

W

W V
RV

V
R ωωγ

&&
& −= .                                                                                               (Eq.1-51) 

Substituting Equations 1-41, 1-50 and 1-51 into Equation 1-49 gives 

            fVBAr && += ,                                                                                                     (Eq.1-52) 

where 
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        2
**

00 ))((
W

W

W V
RV

gCkgCf
V
RgCCgfkA

ω
ωω γγωω

&
&&& −−−++++=                (Eq.1-53)  

and 

βgdCB = .                                     (Eq.1-54) 

If we design fV  so that 

∫ −−=
t

f dtBArkV
0 1 }/){( ,        (Eq.1-55) 

where 01 >k  is a designed constant, we obtain 

rkr 1−=& ,          (Eq.1-56) 

which implies that 0→r  as ∞→t . Then by the observation as made in Equation 1-44, we conclude from 
Equation 1-56 that 0→e  as ∞→t . This can be summarized as in Theorem 4. 

Theorem 4               

Consider the dynamic model of wind turbines given by Equations 1-37 and 1-38. If  fV  is adjusted 

according to Equation 1-55, then the rotor speeds ω  tracks the desired speed *ω  asymptotically. 

 
Control Algorithm for Case II.  In this case, the rotor dynamics are governed by Equations 1-37 
and 1-39, First we rewrite Equation 1-41 as 

,
)),((

0

*
00

rek
gCfekeke

+−=
−+++−= ωγβ &&

                 (Eq.1-57) 

where  

*
0 ),( ωγβ &−++= gCfekr .                                                (Eq.1-58)                       

According to the observation, we need only focus on making r tend to zero as t tends to infinite. To this end, 
we differentiate Equation 1-58 to obtain: 

2
**

0 )(
W

W

V
RV

gCgCfkr
ω

ωω γ

&
&&&& −−−+= .)( βω βγωω

&& gC
V
RgCCgf
W

++++          (Eq.1-59)  

Substituting Equations 1-37 and 1-41 into Equation 1-58 gives 

nmVr f +=& ,                                                                                                     (Eq.1-60) 

where 
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dgCm β=                                               (Eq.1-61) 

and 

.))(()( 2
**

0
W

W

W V
RVgCagCgCf

V
RgCCgfgCfkn ωβωω γβγωω

&
&&& −−++++−−+=    (Eq.1-62) 

To make 0→r  as ∞→t , fV  is designed so that 

mnrkV f /)( 1 −−= ,                           (Eq.1-63) 

where 01 >k  is a design constant. It is apparent that such a controller leads to 

rkr 1−=& .                                         (Eq.1-64) 

According to the observation we conclude that 0→e  and 0→e&  as ∞→t . 

 

Theorem 5 

Consider the rotor dynamics given by Equations 1-37 and 1-39. If  fV  is designed as Equation 1-63, the 

rotor speed ω  tracks the desired speed *ω  asymptotically. 

Control Algorithm for Case III. In this case, the system dynamics are given by Equations 1-37 
and 1-40. The situation in this case is complicated. To simplify the discussion, we assume that the 
torque coefficient is only a nonlinear function of pitch angle .β  Again, we write Equation 1-40 as: 

,
)(

0

*
00

rek
gCfekeke

+−=
−+++−= ω&&

                                                                    (Eq.1-65) 

where   *
0 ω&−++= gCfekr . The derivative of r  is 

))(()( **
0 gCfCgfgCfkr +++−−+= ωωωω &&&& )( ββ adVgC f −+ .             (Eq.1-66)                         

Using the same derivation method, we can obtain r&&  as                   

ββ
&&&& gCrrrr +++= 321 ,                 (Eq.1-67) 

with 

))((01 gCfCgfkr ++= ωω
**

00 ωωββ &&&&&& −−+ kgCk ,                             (Eq.1-68) 
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2
2 ))(( gCfCgfr ++= ωωωω )()( 2 gCfCgf +++ ωω ,     (Eq.1-69) 

ββωω
&gCCgfr )(3 += 2)(2 ββ βββω

&& gCCggCf +++ ,                             (Eq.1-70) 

and     
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=
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=
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β
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ββ ∂

∂
=

C
C .                    (Eq.1-71) 

Upon substituting Equation 1-37 into Equation 1-67, we obtain 

)(321 βββ bagCrrrr −−+++= &&& fdVgCβ+ .                                      (Eq.1-72) 

Because we need to have r  tend to zero, we choose fV as 

d
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1))(( 2121321  ,                              (Eq.1-73)                       

which leads to the augmented system                

rkkrkkr 2121 )( −+−= &&& .               (Eq.1-74) 

Now we have the augmented system 
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It is easily verified that this augmented system has the following characteristic equation 

))()(()( 210 kkkC +++= λλλλ , 

which bears the eigenvalues of 210 and,, kkk −−− . Therefore, we have 0→e , 0→r , 0→r&  
as ∞→t . 

We can also use Lyapunov stability theory to verify the tracking stability by considering the following 
Lyapunov function candidate: 
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where 0  and0,0 321 >>> qqq are constant real. It can be verified that 
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Theorem 6 

Consider the wind power generation systems represented by Equations 1-37 and 1-40. If the voltage 
fV is adjusted according to Equation 1-73, then rotor speed of the wind turbines follows the desired 

speed asymptotically. 
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Figure 1-20.  Schematic diagram of nonlinear pitch control 
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Figure 1-20 is the schematic diagram of the nonlinear pitch control scheme presented in this part of 
report. If pitch angle is adjusted according to the proposed strategies, stable rotor-speed tracking is 
ensured. The main contribution of this work is the design of controllers using nonlinear analysis. The 
system model is based on the hybrid dynamic model which contains both rotor dynamics and actuator 
dynamics. The controllers are derived by the backstepping method. 
 
 
Simulation Results 
 

The simulation studies were performed to verify the effectiveness of the proposed control strategy. We 
applied the controller designed in three situations. The following system parameters, which were based 
on a two-bladed horizontal axis wind turbine similar to DOE MOD-0, were considered. 

  

 216 mKgJ −= ,  

and 

Ω= 02.0fR . 

The torque coefficient of the following form that is similar the one used in [38] was considered. 

γβγγβ ∗−∗−−∗= 17.02 )6.5*022.0(5.0),( eC  

The control parameters chosen were 100 =k , 1=pk , and 9.7=mk .  

Simulation on a Sine Wave Trajectory. Simulation was conducted for the desired sine wave 
trajectory given as 

)sin(2* t+=ω (rad/s).           (Eq.1-75) 

Three cases of actuator dynamics were considered separately. Simulation was conducted for the desired 
trajectory given in Equation 1-75 using the actuator dynamic Equations 1-38, 1-39 and 1-40. Figure 1-21 
illustrates the tracking process and the pitch angle for the three cases. 

Simulation under a Practical Situation. The second simulation was based on a more practical 
situation, where the desired rotor speed trajectory is given as in Equation 1-35. The pitch control 
algorithms based on the three types of actuator dynamics were tested and the results are shown in 
Figure 1-22. As can be seen, the proposed pitch control algorithms are able to achieve smooth and 
effective speed tracking in this case as well.   
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Figure 1-21. Simulation of Algorithm I for since wave- rotor speed tracking 
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Figure 1-22. Simulation of Algorithm I for since wave – pitch angle 
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Figure 1-23. Simulation of Algorithm II for since wave- rotor speed tracking 
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Figure 1-24. Simulation of Algorithm II for since wave – pitch angle 
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Figure 1-25. Simulation of Algorithm III for since wave- rotor speed tracking 
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Figure 1-26. Simulation of Algorithm III for since wave – pitch angle 
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Figure 1-27. Simulation of Algorithm I for a practice situation- rotor speed tracking 
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Figure 1-28. Simulation of Algorithm I for a practice situation- pitch angle 
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Figure 1-29. Simulation of Algorithm II for a practice situation- rotor speed tracking 
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Figure 1-30. Simulation of Algorithm II for a practice situation- pitch angle 
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Figure 1-31. Simulation of Algorithm III for a practice situation- rotor speed tracking 
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           Figure 1-32. Simulation of Algorithm III for a practice situation- pitch angle 
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Conclusions 
 

With the myriad environmental impacts that result from burning fossil fuels, renewable sources of electrical 
power generation continue to hold great promise and potential. Significant advancements have been made in 
several technologies, with wind power generation emerging as the most likely candidate for extensive near-
term deployment.  Yet even with this maturing technology, many basic issues have yet to be resolved 
[30−38]. 
 
The objective of this subtask was to develop new control algorithms for wind turbines. Three methods 
for variable speed control of wind turbines were investigated. The first method makes use of a 
memory-based concept to build pitch control algorithm. This method is based on observing and 
generalizing past system responses and control experience. It does not demand detailed information 
about the system dynamics. The method is verified via a numerical example. It is worth mentioning 
that although memory-based approaches for solving engineering problems have a long history, 
applying this method to wind turbine control is new. Our initial investigation indicated that this 
method is able to achieve rotor-speed tracking with a reasonably good accuracy without wind speed 
measurement. The second method is based on the regulation of excitation winding voltage of the 
generator. Based on both mechanical and electrical dynamics, nonlinear control algorithms are 
derived. Analysis and simulation showed that the proposed method is able to achieve smooth and 
satisfactory rotor-speed tracking.  The third method uses nonlinear pitch control. In this method the 
rotor speed is regulated via a pitch servo-mechanism. Because pitch angle cannot be adjusted directly 
and instantly, actuator dynamics need to be explicitly considered. In this project we examined three 
types of pitch actuator dynamics and integrated them into the pitch control scheme. We demonstrated 
that with the derived control algorithms, smooth and asymptotic rotor speed tracking is ensured. 
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Executive Summary 

Wind Energy has been recognized as a very viable source of sustainable energy [1].  Most small 
wind turbines use an upwind rotor configuration with a hinged tail vane for passive yaw control 
mechanism, which is known as furling or autofurling [2].  At higher wind speeds, the generated 
power of the wind turbines can go above the design limits of the generator or turbine.  Furling 
uses a combination of aerodynamic and gravity forces to turn the rotor out of the wind resulting 
in the shedding of aerodynamic power.  This reduces rotor rpm, which in turn provides 
overspeed protection.   

Unfortunately, this totally passive mechanism to protect wind turbines from overspeeding and 
failure is not well understood and can perhaps be improved through careful analysis and 
redesign.  For instance, energy loss results from the furling hysteresis in which the wind speed 
must drop considerably below the rated wind speed before the rotor unfurls and resumes 
efficient operation.   

Our study is modeled after the Bergey Excel 10-kW turbine, which operates in the boundary 
layer of the earth and is therefore subject to considerable turbulence.  A rapid response to wind 
gusts is important to avoid overspeeding the rotor. This mechanism is entirely passive, fail safe, 
robust, simple to construct and to maintain, and is therefore in complete agreement with the 
design philosophy for small wind turbines. In operation, the turbine begins to furl out of the 
wind at a wind speed of about 33 mph. Because of turbulence – even in the smoothest of winds 
– it furls in and out over a range of speeds between about 30 mph and 40 mph. This “hunting” 
behavior, although consistent with the protection function, is not desirable.  Above 40 mph, the 
turbine remains furled with a o70 -angle between the rotor and the tail and a considerable 
reduction in rpm.   

In this task, we seek to model using mathematics and software the autofurling mechanism, to 
analyze and understand it, and to design an active yaw mechanism that supplements it.  
Improvement can result from modifying the geometrical characteristics of the turbine based on 
careful analysis of the mechanism.  Alternatively, including an active yaw actuator such as a 
linear motor to supplement the passive autofurling mechanism by supplying a yaw moment can 
improve the turbine performance in high winds and strengthen the protection function.   

In this report we summarize our work during the three years of the project.  This work falls into 
three general areas:  Modeling, analysis, and control.   

The first major contribution of the modeling effort was in learning neuro-fuzzy models of the 
aerodynamics from extensive aerodynamic simulation data provided by a wind engineering 
code Yawdyn [3].  In principle, experimental data can be used for learning if available.  These 
fuzzy implementations are used to alleviate the complexity of real-time simulation.   

Our second major contribution in modeling was to derive an analytical model for the furling 
mechanism [4].  We have developed a methodology for a more systematic multidisciplinary 
modeling based on Lagrangian differential algebraic equations [5] that will enable us to build a 
complete model of the turbine from the aerodynamics to the electrical load.   
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In the area of analysis, a procedure to characterize the onset of furling was derived, and a 
linearized model for the furling mechanism was obtained.  A procedure to obtain a linearized 
version of the aerodynamic model was developed and outlined but has not been fully applied 
yet to the turbine aerodynamics.   

In the area of control, a feedforward gain scheduling control was derived based on the model.  It 
will extend the operability of the wind turbine past the onset of furling.  This control can be 
applied using a yaw motor, a motor at the tail, or a linear motor connecting the tail to the body 
of the turbine.  The feedforward control design procedure was shown to be applicable for each 
of these actuator models.  We have also developed a procedure to design bounded control laws 
that are applicable because of the limited actuation authority of the proposed actuators.   

Summary of Achievements 

Modeling of the Aerodynamics 

We have contacted Bergey Power, Inc., and conducted a site visit to the company’s site.  As a 
result, we obtained realistic descriptions of their 10-kW wind turbine as well as preliminary data 
on the 40-kW turbine.   

We have installed Yawdyn [3] and used it to compute the power, thrust, yaw moment, and 
lateral forces as function of wind speed, wind direction relative to the rotor axis, and rotor 
angular speed. We contacted Dr. C. Hansen, a consultant for Bergey Power Inc., who provided 
us with a realistic profile of the blades.   

Our simulations showed that the moment produced by the lateral hub forces (in the plane of the 
blades) is not negligible and must be accurately accounted for in the furling analysis [4].  

Fuzzy modeling techniques were then used to learn, in a least-squares sense, a fuzzy Sugeno 
model [6] of the aerodynamic forces and moments as a function of the wind data and rpm [7,8].  
Overall, the approximation was quite good. The approximation can be improved by increasing 
the complexity of the fuzzy model, but we deemed this to be unnecessary. The fuzzy model 
code can be substituted for Yawdyn in real-time simulations of the behavior of the turbine, 
resulting in an increase of efficiency by about two orders of magnitude.   

Many alternative fuzzy models of the aerodynamics of a Bergey-type wind turbine were 
developed [7,8]. Some are constellations of fuzzy inference engines. In particular, we developed 
a master fuzzy engine that fuses together three fuzzy engines; one is for low tip-speed ratios and 
does not depend on wind direction; the others are for medium and high tip-speed ratios and 
depend on the wind direction.   

We developed the theory of fuzzy modeling to incorporate and compute derivative information 
[7,9] more clearly. Because the required fuzzy inference engine has high dimensions there is the 
issue of whether the consequents are interpretable in terms of aerodynamic coefficients. 
Another advantage of the developed fuzzy model derives from our recent work to give the fuzzy 
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coefficients a high level of interpretability. In particular we have developed a highly 
interpretable form of the Sugeno approximator that incorporates cubic splines [10]. As a result 
the aerodynamic data generated by Yawdyn can be used to estimate aerodynamic sensitivity 
derivatives as a function of wind speed and rpm. These derivatives are generally useful for 
analysis and design [9].  In addition, we developed a “calculus” of interpretable fuzzy 
approximators. This will allow us to combine systematically many fuzzy engines representing 
different parts of the turbine dynamics and aerodynamics [9]. 

We developed local learning algorithms for interpretable Sugeno approximators [8,9].  This will 
allow a more effective learning of fuzzy aerodynamical models from experimental and/or a 
computational fluid dynamics simulation data.  

We are currently investigating the use and modification of an unsteady aerodynamic code based 
on the vortex-lattice concept [11].  In this approach, the body (e.g., the tower and hub, etc.) and 
lifting surfaces are represented by lattices of discrete-vortex line segments. The circulations 
around these segments are determined by no penetration conditions, by vorticity shedding from 
the lifting surface into the wake, and by moving the wake so that it remains force-free (i.e., has 
continuous pressure). Bernoulli's equation is used to determine the pressure distribution over the 
body, which can then be used by any suitable structural analysis code to study fluid-structure 
interaction for the purposes of control.   

Modeling of Wind Turbine 

The equations of motion describing the yaw dynamics of a 40-kW Bergey-type wind turbine 
have been developed [4,12,13].  

We developed and continue to test a simulation software of the autofurling action of the wind 
turbine based on the derived equations of motion.  In particular, we have noticed that the 
Runge-Kutta simulation code of MATLAB is having some numerical problems in simulating 
the whole dynamics of the autofurling Bergey-type wind turbine. One problem is that the 
equations are stiff in the sense that the dynamics of the electrical side after the generator occur 
on a much faster time scale than the dynamics of the mechanical/aerodynamic side [4,12]. 

Because of the complexity of the dynamics and aerodynamics involved, and the difficulty of 
conducting a bifurcation analysis to explain the hunting behavior, we are considering a more 
systematic modeling approach based on Lagrangian Differential Algebraic Equations (LDAE) 
[5,14,15].  This will also form the basis of future control designs that incorporate Lyapunov-
based passivity.   

We developed an LDAE descriptor-based linearization procedure. This will prove helpful in 
developing linear models of the furling mechanism about an operating point  [16].   
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Control and Actuation 

We revised and assessed the control objectives of the autofurling action.  One emphasis is to 
avoid using, measuring, or predicting wind speed in control design and to rely heavily on 
measurements of the rotor rpm  [17].   

We conducted a parametric study of the equilibrium conditions at and after the onset of furling. 
In particular, we developed “furling curves” that show at what wind speed, rotor rpm, and yaw 
angle the furling occurs given a generator characteristic torque-rpm curve or given a specified 
power generation level. This latter case can be assumed if power electronics are used to 
maintain a constant power generation level [17].   

We studied the sensitivity of the above curves with respect to the parameters of the wind 
turbine. These parameters, which include the yaw axis offset and the length of the tail, can be 
modified in the design process [17].   

A model of a Bergey-type furling wind turbine is used to determine a yaw control schedule 
designed as a feedforward control that maintains high power generation in moderately high 
winds. We also considered the possibility of using the furling mechanism as a method to 
achieve maximum power generation efficiency under high winds [17,18].    

We have acquired experience in designing nonlinear speed control algorithms that combine the 
sliding-mode control methodology, nonlinear Smith prediction, mechanical disturbance 
rejection, and the so-called “sensorless” observers (those that avoid mechanical sensors [19].)  
The application was motor speed control of a DC motor with nonlinearity resulting from a 
nonlinear fan load (i.e., a reverse turbine) and from magnetization saturation.  

Because the yaw control authority may be limited, we have further developed our earlier work 
on bounded control. In this approach, the physical limitations on the size of the actuator can be 
taken explicitly into account when designing the control. Also the work yields a qualitative 
understanding of the trade-off between fast response and the amount of control authority [20].   

We developed energy-based Lyapunov functions to be used in developing stable and robust 
control algorithms [20].  These functions are developed in the context of LDAEs because this 
framework is more systematic and capable of dealing with the complexity of the dynamics and 
aerodynamics involved.   

Modeling an Autofurling Wind Turbine 

The overall model is shown in Figure 2-1.  The aerodynamic, mechanical, electromagnetic, and 
electrical components are reasonably tightly coupled. For example, changing the electrical load 
will change the torque needed by the generator, which in turn will change the rpm of the 
turbine, thus changing the power generated as well as the aerodynamic forces relevant to the 
yaw motion. This is actually the concept of soft-stall introduced by Muljadi [2]. 
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Our approach to modeling can be summarized as follows:   

• Approximate the rotor aerodynamics using codes such as Yawdyn.  A fuzzy-logic 
interpolation scheme is then used to approximate the yaw moments in terms of the three 
inputs (the wind speed and direction and the rotor rpm) is then used to achieve faster 
simulations.  This will replace part of the aerodynamics block in Figure 2-1.  See the section 
entitled “Modeling the aerodynamics”.   

• Model the dynamics of the furling dynamics as follows   
− Assume the system is conservative and find expressions for the kinetic co-energy and 

the potential energy in terms of the generalized coordinates. Then use the Lagrangian 
method to derive the basic equations of motion [4].  

− Use simple expressions of the tail aerodynamic forces appearing as generalized forces.   
− Effects of friction, control yaw, and mechanical stops are then added.   

We have also included equations describing the generator and the electrical load.    
 

Modeling the Aerodynamics 

The Use of Yawdyn Code 

Models for the power production of a wind turbine have been previously developed [1,21,24,].  
The basic model assumes that the amount of power produced by a wind turbine can be 
expressed as:   
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Figure 2-1. Overall model of a furling wind turbine  
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  P = 1
2

ρC A Vp B

3 ,                                             (Eq. 2-1) 

 

 

where P  is the power generated by the turbine, Cp  is the power coefficient, ρ  is the specific 
density of the air, AB  is the swept area of the blades, V  is the effective wind speed based on the 
component of wind velocity in the direction of the rotor, and ω  is the angular velocity of the 
rotor. Note that Cp  is mainly a function of the tip speed ratio (TSR)   

 λ ω=
V
RB ,                                                    (Eq. 2-2) 

where RB  is the radius of the turbine.  Conceivably, however, Cp  can also depend on the angle 
between the wind direction and the rotor axis θ∆ .  For an autofurling wind turbine, the wind 
thrust on the turbine provides the furling action when the wind speed is high.  The thrust can be 

approximated by 2

2
1 VACF Bthth ρ= , where thC  is the wind thrust coefficient. This coefficient 

is also dependent on the rpm and hence on the electric load.  It may also depend significantly on 
V  and θ∆ .   

A typical relationship between Cp  and TSR is shown in Figure 2-2.  There is a value of TSR 

for which Cp  is maximized, and which maximizes the power generated by the wind turbine for 
a given wind speed.  Obviously, at any wind speed, the generated aerodynamic power is 
dependent on the rpm of the turbine because Cp  depends on TSR.   

Figure 2-2.  Power and thrust coefficients as functions of TSR (after [2]) 
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Note that changing the electric load will change the rpm of the turbine and hence the amount of 
power generated.  The thrust coefficient continuously increases as the TSR increases and that 
the power coefficient reaches maximum value ( Cpm =0.4) at a TSR of 6.5 while the coefficient 
of thrust continues to increase. It is preferable [2] that the wind turbine be operated about a TSR 
between 4.0 and 6.5.  If θ∆ denotes the angle between the wind velocity vector and the rotor 
axis, the effective wind speed in Eq. 2-1 can be thought of as given by: θ∆= coswindVV .  
Clearly, this is only a first-order approximation, and θ∆  may have additional influences as 
reflected in the coefficient of thrust, power, and other factors.   

In our work, the aerodynamic forces and moments are computed using the software package 
Yawdyn, which was developed by C. Hansen and his colleagues at the University of Utah (see 
[3,25-27]).   

We show in Figures 2-3 and 2-4 the variations of the generated power and aerodynamic forces 
and moment relevant to the furling motions as obtained using Yawdyn for a 40-kW Bergey-type 
wind turbine.  Figure 2-5 shows the variations of the generated power and aerodynamic forces 
and moment relevant to the furling motions.  We use this software to generate aerodynamic 
moments and forces as functions of wind parameters and rotor rpm.   

These data include:   

• The torque at the hub (and hence the generated power) 
• The yaw moment on the body of the nacelle 
• The thrust force in the direction of the rotor 
• The lateral hub force (in the plane of blade rotation). 

 
For the calculations presented here, we used the fuzzy-logic approximator introduced in [7] to 
approximate the yaw moments in terms of the three inputs to the aerodynamics block in Figure 
2-1; namely, the wind speed V , the wind direction wθ , and the rpm ω . The remaining blocks 
are implemented in MATLAB and Simulink.   
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Figure 2-3.   Power curves for a 40-kW wind turbine obtained with Yawdyn when 
the angle between the wind and the rotor is 10 degrees 

 

Figure 2-4.   Aerodynamic data for a 40-kW wind turbine obtained through 
Yawdyn 

 

Approximating Yawdyn through Learning 

Yawdyn is a software package, programmed using FORTRAN, which runs a simulation of 
horizontal axis wind turbines.  It is computationally expensive for real-time simulations, and 
hence can be replaced by a Sugeno Fuzzy Inference System (FIS) [28] that approximates it 
through learning [29].  The different parameters of the turbine are written in a text file–
Yawdyn.ipt–according to a specific format. The wind input to the turbine is also defined in 
another text file–Yawdyn.wnd. The output of the simulation is generated in the file named 
Yawdyn.plt.  Yawdyn is designed for single runs and it comes with YawdynVB, which is a 
Windows graphical user interface programmed using Visual Basic. YawdynVB interfaces with 
the Yawdyn.ipt file, keeping the direct user interactions with the text files to a minimum–the 
user still has to manually edit the Yawdyn.wnd file.   
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Figure 2-5.   Aerodynamic moments for a 40-kW wind turbine obtained through 
Yawdyn.  Note that the moment due to flow over the nacelle is the 
most significant at high wind speed  

 

MATLAB functions to interface with the Yawdyn program were written to allow the gathering 
of data points without human interference. Different architectures of fuzzy approximators were 
proposed and compared.  Figure 2-6 represents the different modules of the software and 
connections between them.   

 

Figure 2-6.   Software interfaces 

 

 

The interface is available from the authors through email (bikdash@ncat.edu) and it includes:   

• Wind.m: Updates Yawdyn.wnd with wind speed, and relative wind angle.   
• RPM.m: Updates Yawdyn.ipt with a new rpm value.   
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• FixOut.m: A MATLAB script that modifies the format of Yawdyn.plt so it can be 
loaded into MATLAB.   

• YawdynVB.m: Calls the above functions and runs Yawdyn.exe.   
 

In its basic form, a linear Sugeno approximator is an FIS that maps a crisp vector 
nT

nxxxx ℜ∈= ],,,[ L21  into ℜ∈y .  The output assigned to y  by the thk  rule, )(xLk  is 
an affine function of the input vector:   
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where kc0 , kc1 , …, k
nc  are the  consequent coefficients of the thk  fuzzy rule.  In Equation 2-3, 

k
iA  specifies which linguistic value or term of the linguistic variable  x i is being tested by rule 

k .  The output ŷ  is obtained by a weighted average of all the ky  contributed by all the rules as 
shown in Equation 2-3.  Each ky  represents the crisp output value recommended by the 
corresponding rule.  Hence  

∑∑ ==

k
k

k
k

k

k
k x

xxyxy
)(

)()(          where          ,)(ˆ
ρ

ρββ .                               (Eq. 2-4) 

In the above, )(xkρ  is the truth value of the antecedent of the thk  rule evaluated with input x  

or )(.)( 2211 n
k
n

kk
k xA)(xA)(xAx L=ρ  where )(xA i

k
i  is the membership function of ix  in its 

attribute tested by the thk  rule.  )(xkβ  is the normalized truth value of the thk  rule.  The 
normalized truth values always possess the addition-to-unity property.  A learning procedure 
based on the least squares solution is used here to learn the coefficients of the Sugeno FIS [6].  
A sufficient number of training sample points must be obtained.  For more details, see for 
instance [28].   

Increasing the number of membership functions (MF) assigned to every input will improve the 
performance but the learning time will increase exponentially.  In general we chose 6 MF. For 
three inputs, this implies that 216 rules would cover all combinations of input attributes.  With 4 
coefficients per rule, this requires 864 coefficients for the approximators. The data used for the 
learning consisted of 9388 Yawdyn simulations, which is reasonably larger than the number of 
coefficients to be learned.   

Approximation Alternatives 

Another consideration is whether pre-processing or post-processing can improve the overall 
approximation.  This will make different configurations of the Sugeno approximators possible.  
We constructed three such FIS as shown in Table 2-1.   
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Table 2-1: Definitions of the Different FIS Implementations 
FIS Name Inputs Outputs MF Coefficients Training Data 

GeneralYaw θω ∆,,V  L,, thrustMP  6 864 9388 
CpvsTSR θλ ∆,  L,, thrustMP  6 108 9388 
CthvsTST θλ ∆,  YC  6 108 9388 

 
One can approximate any output (say power) directly, as is shown in Figure 2-7.  Using a 

randomly generated test data set, the performance is compared to that of Yawdyn.  To test the 
run-time  (RT), the built-in MATLAB function clock was used. The FIS is faster by two orders 
of magnitude. Table 2-2 lists the output and the run time values.  The quality of the 
approximation for each output is shown in Figure 2-8. It is noted that the error does not exceed 
2 %, which is a reasonable value.   

 

Figure 2-7.   A fuzzy inference engine approximating the output of Yawdyn and 
computing the aerodynamic forces and moments in terms of wind 
data and rpm 

 

Table 2-2: YawDyn versus the Sugeno FIS ‘GeneralYaw’ for Random Input 
Samples 

windV  θ∆  Rpm rotorP  
rotorP̂  Yawdyn Run 

Time (sec) 
FIS Run Time 

(sec) 
35 31 35 17.95 18.06 4.306 0.110 
29 50 21 6.744 6.732 3.185 0.130 
17 11 34 9.825 9.848 4.427 0.100 
29 18 61 57.33 57.30 7.361 0.110 
12 41 48 21.80 22.04 7.691 0.110 
23 53 82 83.08 83.37 11.28 0.130 
18 17 45 22.88 23.11 6.209 0.130 
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Figure 2-8.   The quality of the approximations of the Yawdyn output data 
versus the output of the Sugeno FIS named GeneralYaw  

One can also base the approximations on the coefficient of power PC .  The power coefficient 
curves are approximately the same for different values of the rpm when TSR is less than 8. So 
this region can be approximated by a two-input FIS.  For ranges of TSR greater than 8, we have 
to include the rpm as another input.  In both cases, the model will be simpler than the more 
general three-input FIS discussed earlier. This will make the learning process much easier 
because the system has only two inputs–the tip speed ratio and the relative wind angle. The 
number of membership functions assigned to those inputs can be further increased without 

worrying about the RT.   

Clearly it is advantageous to consider a simpler FIS such as the one in Figure 2-9.  Its 
performance is summarized in Table 2-3.  There is a significant increase in speed at the expense 
of a small degradation in performance.   

 

Figure 2-9:   A smaller FIS assuming simplified relations in terms of the TSR 
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Table 2-3: Yawdyn versus the Sugeno FIS ‘CpvsTSR’ for Random Input Samples 
 

θ∆  TSR CP  CP
)

 Yawdyn Run 
Time (sec) 

FIS Run 
Time (sec) 

13 1.2732 0.0123 0.0129 7.400 0.0710 
1 2.7322 0.1196 0.1209 16.35 0.0100 
56 3.2620 0.0924 0.0929 11.71 0.0200 
48 0.7716 0.0051 0.0053 3.485 0.0100 
16 0.9502 0.0062 0.0059 3.905 0.0200 
44 4.8564 0.2233 0.2155 7.351 0.0100 
27 1.0104 0.0076 0.0076 5.398 0.0100 

 

 

A Hierarchical Fuzzy Model 

It is possible to further reduce the complexity of the FIS learning by using fewer inputs, which 
consequently reduces the run-time.  But then, the reduced FIS can only operate in specific 
regions.  An example is an FIS that approximates the coefficient of power as a function of the 
TSR as shown in Figure 2-9. 

Simulations show that a one-input FIS based on TSR would perform best for TSR values less 
than 4, and a two-input performs best for TSR values less than 8. We therefore designed a 
hierarchical model that consists of a master FIS that decides which of the FIS will be invoked 
based on the value of the TSR. Such a system is represented in Figure 2-10. If the TSR was 2 
for example, it would be intuitive to involve FIS1. If the TSR was 4.3 then the output should be 
based on participation from both FIS1 and FIS2.  

Figure 2-10.  The hierarchical architecture of the fuzzy inference system 
modeling the aerodynamics of the wind turbine.  
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The rulebase of the master FIS shown below will organizes the handoff among the lower-level 
FIS: 

• IF TSR is “less than 4” THEN PC  is given by FIS1 

• IF TSR is “between 4 and 8” THEN PC  is given by FIS2 

• IF TSR is “greater than 8” THEN PC  is given by FIS3 

where “less than 4”, “between 4 and 8”, and “greater than 8” are linguistic attributes interpreted 
using the membership functions of Figure 2-11.   
 

 

Figure 2-11.   Membership functions representing the TSR regions of operation  
 
The performance of the master FIS (called MasterFIS) was measured by taking random input 
samples and comparing the corresponding outputs to those obtained from other As expected, the 
MasterFIS yielded better results in the fuzzy area (TSR close to 8 and 4) than did the other two 
FIS.  These results are shown in Table 2-4.  

Table 2-4.  Comparisons among the Different FIS and Yawdyn 

TSR PC MasterFIS  
(percent error) 

FIS2 

(percent error) 

FIS1 

(percent error) 
6.511 0.414 +1.615  +1.640  +1.449  
6.597 0.347 -0.302  -0.565  +1.199  
6.190 0.378 -0.719  -0.806  +1.010  
6.108 0.505 -2.450  -2.475  -1.554  
6.744 0.439 -5.325  -5.058  -6.493  
9.396 0.422 -2.742  -5.464  -2.258  
6.760 0.532 -5.113  -5.843  -2.006  
7.086 0.417 +0.184  -0.276  +1.419  
7.819 0.476 -0.163  -0.216  +0.099  
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Fuzzy Computation of Aerodynamic Derivatives 

Sensitivity and other derivatives of the aerodynamics can be helpful in understanding the 
behavior of the rotor or designing improvements.  More importantly, they can be used to 
determine the linear stability of the autofurling mechanism.   

The Interpretable Sugeno Approximator (ISA) has been recently introduced [9] to bestow a high 
level of interpretability on FIS.  It requires the two concepts of differentiable Orderly Local 
Membership Function Basis (OLMF basis) and rule-centered consequent polynomials.  The 
value at some input vector of a mapping approximated in this form can then be interpreted as a 
convex combination of the truncated Taylor series expansions of the map about the centers of 
the rules immediately adjacent to the input vector.  This form is highly interpretable even when 
the input and output spaces are of high dimensions.  This interpretability comes from that of 
derivatives, which often have a strong physical interpretation and are easier to characterize.   

Other advantages include:  

1. Simplification of training and testing.  For example, if values of the map and its partial 
derivatives are available at the centers of the rules, no training would be necessary.  

2. Training and testing can be conducted locally, meaning with fewer rules at a time.   

3. Meaningful initialization of the consequence coefficients when learning the coefficients.   
 

We illustrate for a scalar input ℜ⊂∈ Dx  having M  attributes Maaa ,,, 21 L .  The MF of the 
thm  attribute is denoted ) is ()( mm axx µµ = .  A well-known example [28] of a “local” 

membership function is the triangular function ),,;( UgLxtriangµ  centered at g  and of support 
],[ UL .  We generalized in [9] these concepts to OLMF which are (1) everywhere smooth; (2) 

local in the sense that each is zero outside some interval; and (3) properly overlapping meaning 
that at most two MF are nonzero at a time.   
A typical construction can be borrowed from the study of cubic splines [10].  Cubic splines are 
easy to evaluate and have many desirable properties. First, we consider the “mother” cubic-
spline function defined over the interval [-1,1]: )()1,0,1;( 3 xQxq =−  where 

32
3 231)( xxxQ +−=  for 10 ≤≤ x  and 32

3 231)( xxxQ −−=  for 01 ≤≤− x , and zero 
otherwise.  From this function we can generate the basis.  Note that 3Q  and 3Q′  vanish at ,1−  0, 
and 1, but that the second derivative 3Q ′′  is discontinuous at the boundaries. For example, 

0)1(3 =−′′ −Q   but 6)1(3 =−′′ +Q .  An OLMF basis for multiple inputs can be formed using outer 
products.   
 
The proposed approximator has two main characteristics:  

1. On the antecedent side, the membership functions form a differentiable OLMF; 
2. On the consequent side, rule-centered consequent affine polynomials are used.  This is the 

form of the Sugeno Approximator that we call the ISA.   
One of the main advantages of the ISA  is its high interpretability, which follows from that of 
the coefficients of the consequent polynomials.  The consequent have the rule-centered form 
shown below   
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where kr  is the rule center.  When lrx = , the center of the thl  rule, the output of the ISA is 

simply the constant coefficient of )(xYl , the consequent polynomial of the thl  rule.  In other 

words, )(0
ll ryb = . Note that if the membership functions were not differentiable at their 

boundaries (as when triangular or trapezoidal functions are used), the term 
p

k

x∂
∂β  will not vanish 

when needed.  Moreover, the derivative 
px

y
∂
∂ˆ

 does not exist there.  This is why the 

differentiability condition on the OLMF basis is needed.   

 
Theorem 1.   Suppose that )(ˆ xy  is a Sugeno approximator such that (a) the antecedent-side of 

the Sugeno-type FIS uses a set of differentiable OLMF basis, and (b) the consequent-side 
affine polynomials are written in the rule-centered form shown in Equation 2-6, then )(xYk  

can be interpreted as a linear Taylor series expansion of )(ˆ xy  about the point krx = , the 

“center” of the thk  rule.  

For example, the function 
2

cos3)( 212
2

2
1

xxxxxy π
++=  has the following general form of 

the consequent polynomial  
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for every rule centered at η  in the grid.   

When using the ISA to learn the aerodynamics, the coefficients of the rule consequents can then 
be interpreted as the derivative of an output (say the coefficient of power) with respect to the 
TSR.  This is illustrated in Figure 2-12. 

Learning through Resampling 

The ISA also allows for one additional benefit: The ability to resample the grid on which the 
approximation is defined using simple-to-implement analytical expressions [8].  Learning 
mechanisms can benefit appreciably.  A typical learning mechanism requires performing a 
number of learning epochs in order to improve the approximation quality. This could be 
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computationally expensive if the initial grid is fine.  The alternative is to start with a coarse grid 
then switch to the finer grid at the later learning epochs.   

Figure 2-12.   Coefficients of the ISA can be interpreted as derivatives of the 
output (here the coefficients of power) with respect to different 
inputs evaluated at the rule centers. In this case, these can now be 
used to compute the aerodynamic sensitivity derivatives.  

 

The idea presented here was tested on a simple function and the results are illustrated [8] in 
Figure 2-13.  In this example, we learn a single input function on a grid consisting of 35 MF. 
The grid is kept fixed while passing through 10 epochs of learning. After each epoch there is a 
slight improvement in the quality of the approximation (the indicator was the root-mean-square 
(RMS) error) till the final epochs where the improvement slows down and the error starts 
converging to a specific value.  

In the second experiment, the same function is learned using a coarse grid consisting of 5 MF. 
As theoretically predicted, the RMS error was much higher than that of the fine grid. 
Resampling to 15 MF was applied which increased the RMS error even more. Another epoch of 
learning was applied in which there was a dramatic improvement of the RMS error. We kept 
switching between learning and resampling till we reached the fine grid of 35 membership 
functions. The results reveal that after each resampling there is a slight increase in the RMS 
error but the learning that follows is characterized by a dramatic decrease of the error. At the 
fourth learning epoch the RMS error reached a value the other fine grid could not come close to 
even after its 10 epochs of learning.   
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Figure 2-13.  Plot of the RMS approximation error versus the learning epoch.  
The ISA leads to a better and faster recursive learning by starting 
the learning on a coarse grid then resampling analytically than 
learning on a coarser grid.   

  

Advanced Aerodynamic Modeling  

A major difficulty in the modeling and analysis of a furling wind turbine arises from the 
uncertainty associated with the aerodynamics.  In the preceding sections, we have illustrated 
how Yawdyn can be used to obtain an aerodynamic model of the flow under many simplifying 
assumptions; for instance assuming steady flow and small yaw angle.  Yawdyn will not give 
correct aero forces for a rotor operating skewed to the wind.  The errors increase with increasing 
skew angles.  The uncertainty precludes effective prediction of the furling behavior.  For 
instance, it seems that even for small yaw angles and yaw rates, the center of pressure in the 
plane of blade rotation at which the thrust is applied is uncertain and may not be centered at the 
rotor.  This has been an assumption used throughout the research reported here as well as in the 
literature.    

Unfortunately, the uncertainties inherent in furling wind turbines will reappear in all advanced 
wind turbine research whether or not furling is used.  For instance, the aerodynamic uncertainty 
of using flexible blades will be similar to the uncertainty discussed above.   

Relatively recent developments in modeling subsonic flow fields around arbitrary lifting and 
non-lifting three-dimensional bodies make it possible to add more realism to the aerodynamic 
analysis of wind-structure-control interactions. One of the most successful general unsteady 
aerodynamic models is based on the vortex-lattice concept [11].  In this approach, the body 
(e.g., the tower, hub, etc.) and lifting surfaces are represented by lattices of discrete-vortex line 
segments. The circulations around these segments are determined by  
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1. Requiring the normal component of the velocity of the wind relative to the structure to be 
zero at a finite number of points on the surface;   

2. Requiring the pressures in the streams coming off the upper and lower sides of the lifting 
surface to be equal along the trailing edges and tips, a step that requires vorticity to be 
shed from the lifting surface into the wake; and   

3. Moving the wake so that it remains force-free (i.e., has continuous pressure) at all times. 
Bernoulli's equation is used to determine the pressure distribution over the body, and then, 
through numerical integration, the aerodynamic forces and moments acting on the body 
are determined.   

Aerodynamic interference among the various components of the configuration (hub/blade, 
blade/blade, and blade/tower) and the influence of the wake (history of the motion) are routinely 
taken into account with this approach.  This approach may offer an improved method of 
estimating the aero effects, but has not been incorporated in this work. The capability of 
unsteady aerodynamics code is illustrated in Figures 2-14 and 2-15.   

 

 

Figure 2-14.   Grid used for the unsteady aerodynamic code  
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Figure 2-15.   Wakes obtained through the unsteady aerodynamic code  
developed in [11]  

 

Modeling the Furling Mechanism 

Notation 

• Inertia Terms. GYJ is the moment of inertia of generator about the yaw axis after 
tilting. OTJ  is the moment of inertia of tail about an axis passing by its center of 
gravity.  GM :  Mass of the generator TM :  Mass of the tail.   

• Geometry (Distances).  1L : Distance between the yaw axis and the rotor axis.  2L : 
Distance along the rotor between the yaw axis and the tail hinge.  3L :  Distance 
between the hinge and the center of gravity of the tail.  4L : Distance between yaw axis 
and the plane of the rotation of the blades.  ACL : Distance between the yaw axis and the 
aerodynamic center of the tail.   

blades
wakes

blades
wakes

Blades
Wakes 
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• Geometry (Angles).  β : Tilt angle between the rotor axis and the horizontal.  α : 
Angle between two vertical planes, one containing the tail and the other containing the 
rotor axis.  γ : Angle of rotation around the rotor of the tail hinge axis measured from a 
vertical plane.   

• Degrees of Freedom.  θ :  Yaw angle from the A frame to a vertical plane containing 
the rotor axis (positive counterclockwise).  wθ : Angle from the A frame to the wind 
direction (positive counterclockwise).  wθθθ −=∆ : Angle from wind to rotor 
(positive counterclockwise). ψ :  Furling angle of the tail about the tail hinge axis. 
ψ =0 means that the tail is perfectly aligned with the rotor (positive clockwise).  

ψθ −∆ :  Angle from the tail to the wind (positive clockwise).   

• Kinematics:  T
Dω
r

: Angular velocity of the tail in the DF  frame.   T
Aω
r

:  Angular 
velocity of the tail in the inertial frame T

Aω
r

.   

 

Description and Coordinates 

The rotor axis of the wind turbine is tilted by an angle β  with respect to the horizontal. 
Assuming β =0 (no tilting), we show a top view of the turbine in the furled position in Figure 
2-16. The tail points more or less always in the direction of the wind.  We define the inertial 
frame ),,( 321 aaaFA

rrr
= , where 3ar  is vertical (upward), and 2ar  is understood to point in the 

average direction of the wind.   

The body of the turbine, including the generator and rotor, is free to rotate (yaw) around a 
vertical axis denoted by point O . Note that this vertical axis is offset from the vertical plane 
containing the rotor axis by a distance 1L .  The wind exerts on the plane of the blades a thrust 
force, which is assumed to be centered along the rotor.  This thrust force has a moment that 
tends to yaw the rotor by an angleθ .  After yawing with an angleθ , the frame 

),,( 321 bbbFB

rrr
=  results, where 3b

r
 is vertical (upward), and 2b

r
 is horizontal and points in the 

direction of the rotor.  This rotation is prevented by the aerodynamic force on the tail, until the 
wind thrust becomes large enough (at high winds) to overcome the action of the tail.   

Figure 2-17 shows the side view of the turbine after tilting the rotor upward by an angle β  with 
respect to the horizontal.  This tilting is introduced to ensure that the blades do not hit the tower 
in high winds as a result of the flexibility of the blades.  Note that when the tail furls, it rises 
vertically because the tail hinge is NOT vertical.  This is illustrated in Figures 2-17 and 18.   
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Figure 2-16.   Top view before tilting 

 

The generator's frame ),,( 321 cccFC
rrr

=  is chosen with 1cr  in the direction of 2b
r

, and 2cr  being 

the generator's axis, and 3cr  being perpendicular to 1cr  and 2cr .   

Figure 2-17.   Side view 
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The frame ),,( 321 dddFD

rrr
=  is also attached to the generator but is aligned with the tail hinge, 

which means that it can be easily used to describe the motion of the tail as shown in Figure 2-
19.  This figure shows a top view along 1d

r
, which is parallel to the hinge axis.  The tail is not 

free to furl completely because of the two padded stops that prevent the tail from swinging more 
than a total of 70 degrees.  Note that 1d

r
 makes an angle γ  with 3d

r
.   

 

 

Figure 2-18:   Front view along rotor 

 

 

Figure 2-19.    Top view along hinge axis 
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Drag and Lift Forces on the Tail 

The magnitudes of the aerodynamic forces acting on the tail are modeled simply as   

,
2
1 2

Dtailwinddrag CAVF ρ=
                                       (Eq. 2-8) 

and   

,
2
1 2

Ltailwindlift CAVF ρ=
                                         (Eq. 2-9) 

where LC  and DC  are the coefficients of lift and drag.  Here, they are assumed to be those of 
the flow over a flat plate under a very small angle of attack.  The angle of attack here is 
essentially the angle between the tail and the wind, and hence is known to be small from 
observation and design.  The direction of the drag is along the wind direction, and the lift 
direction is perpendicular to the drag direction.  Both LC   and DC  are functions of ψθ −∆ .  In 
the AF  frame, the aerodynamic force on the tail is 

21 )sincos()cossin( aFFaFFF wliftwdragwliftwdragtail
rrr

θθθθ +−−= .        (Eq. 2-10) 

Expressions in the }{d
r

 frame can be readily obtained through simple transformations based on 
the geometry.  See [12] for more details.   

Lagrange's Equations of Motion for the Yaw Dynamics 

Lagrange's equations of motion are  

θθθθθ
QDVTT

dt
d

=
∂
∂

+
∂
∂

+
∂
∂

−








∂
∂

&&

**

,                               (Eq. 2-11) 

and 

ψ
ψψψψ

QDVTT
dt
d

=
∂
∂

+
∂
∂

+
∂
∂

−







∂
∂

&&

**

,                             (Eq. 2-12) 

where θQ  and ψQ  represent generalized forces (torques) arising from aerodynamic forces, and 
friction, and other forces not already accounted for explicitly in the co-kinetic and potential 
energies, and in the dissipation functions.  To find the generalized forces, we must express the 
virtual work Wδ  arising from those forces aerodynamics as δψδθδ ψθ QQW += .  
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Energy Expressions 

The position vector from the yaw axis to the center of gravity of the tail is   

33232211 sincos dLdLcLbLrOT

rrrrr ψψ +−−−= .                           (Eq. 2-13) 

The kinetic co-energy of the system excluding the rotor kinetic co-energy is approximately  

2*

2
1.

2
1.

2
1 θωω &rrrr

GY
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T
AOTTTT JJvvMT ++=                                   (Eq. 2-14) 
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12
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2
2

1 JJJ ++= ,                                          (Eq. 2-15) 

where 
dt
rdv OT

T

r
r

= ,  and the angular velocity with respect to the A  frame [23] is 
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OTT JLMJ += 2
32 . 

The system potential energy is   

)cossinsinsincossin(. 3323 βγψβψβ LLLgMbrgMV TOTT −+−==
rr . 

Generalized Forces 

The generalized force ψQ  is obtained by expressing the virtual work done by the tailF
r

 assuming 
0=δθ .  This leads to   

ψψ
ψ ControlTailstop MMMQ ++= , 
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where ψ
controlM  is the control, and stopM  is the force exerted by the stop pads on the tail.  This 

can be expressed as   

( )
,

,7070
7000
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°
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=
ψψ
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if
ifK

M

s

s

stop

 

where sK  is constant.  Moreover ψ
tailM  is the aerodynamic furl moment due to tail, or   

( ) 1 . dFrM Tailhactail

rrr
×=ψ , 

where hacrr  is the distance between the hinge of the tail and the aerodynamic center of the tail; 
that is, 12 sincos dLdLr acachac

rrr ψψ +−= .  It can be shown that  

ψψψ
liftliftdragdragtail LFLFM += , 

where  

]coscossin)cossinsinsin(cos[cos γψθβψγβψθψ ∆+−∆= acdrag LL ,           (Eq. 2-17) 

and 

]coscoscos)sinsincoscos(sin[sin γψθγβψβψθψ ∆+−∆= aclift LL .              (Eq. 2-18) 

Now, under the assumption that 0sinsin ≈βγ  and βγ coscos ≈ , then ψ
tailM  can be 

approximated as   

)]sin()cos([cos
2
1 2 ψθψθβρψ −∆+−∆= DLactailwindtail CCLAVM . 

The other generalized force θQ  is obtained for a constant ψ . It can be expressed as   

( ) θθ
θ ωθ ControltailwindYawdyn MMVMQ ++∆= ,, , 

where θ
ControlM  is a control moment applied at the yaw axis, θ

tailM  is the aerodynamic moment 
resulting from forces on the tail, and ( )ωθ ,,∆windYawdyn VM  is the total aerodynamic moment on 
the nacelle body and the rotating blades (including thrust and lateral force).  Hence  
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( ) LHFnacellethrustwindYawdyn MMMVM ++=∆ ωθ ,,  

where nacelleM  is the yaw moment exerted by the fluid flow on the body of the nacelle, LHFM  is 
the moment exerted by the lateral hub force exerted by the flow at the hub of the blades 
perpendicular to the rotor, and thrustM  is the moment exerted by the thrust of the rotor 
multiplied by the off-center length    

1LstRotor thru ×=thrustM , 

where 1L  is the yaw axis offset (see Figure 2-16.)  Unfortunately, there is an ambiguity as to the 
location of the center of wind pressure.  1L  is the moment arm of the thrust, assuming that the 
center of pressure is on the rotor axis exactly.  Examples of Yawdyn moments were shown in 
Figure 2-5.  See the discussion in the section entitled “Advanced Aerodynamics Modeling”.   

The term θ
tailM  is the moment that results from the aerodynamic forces on the tail.  It can be 

computed as follows.  The vector from some point O  on the yaw axis to the aerodynamic 
center of the tail is given by   

.sincos 322211 dLdLcLbLr acacOac

rrrrr ψψ +−−−=  

The virtual work due to the vertical component of the moment of the tail aerodynamic forces 
about O  for a virtual displacement δθ  arises from the moment   

θθθ
liftliftdragdragtailOactail LFLFbFrM −=×= 3).(

rrr , 

where the moment arms are functions of the geometry and are given by 
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and 

].sincoscossin[sinsin                  

coscoscoscoscossin 21

θγθβγψ

ψθβθβθθ

∆+∆+

∆+∆+∆=

ac

aclift

L

LLLL
                      (Eq. 2-21) 

Now if we assume that 0sinsin ≈βγ , and 1coscos ≈= βγ , then θ
tailM  becomes a function of 

ψθ −∆ , which is the angle of attack on the tail:   
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)sin(sincos 21 ψθθθθ −∆−∆−∆= acdrag LLLL ,                            (Eq. 2-22) 

and 

)cos(cossin 21 ψθθθθ −∆+∆+∆= aclift LLLL .                          (Eq. 2-21) 
 

Yaw Mechanism Dynamics 

The equations of motion of the furling mechanism are   

θθψψψψψθψθψ QbJJJJ =++′++ &&&&&&&&
112

2
1211 )()()(')( ,                 (Eq. 2-24) 

and  

ψθ
ψ

θψψθψψ QbVJJJ =+
∂
∂

++′+ &&&&&&& 212122 )()( ,                  (Eq. 2-25) 

where the  ′  denotes differentiation with respect to the argument (here ψ ), 1b and 2b  are 
friction coefficients, and 1J  and 2J .are moments of inertia which depend on the furling angle 
ψ , θQ  and ψQ  represent generalized forces (torques) arising from aerodynamic forces, and  

( )βγψβψ
ψ

cossincossinsin3 +=
∂
∂

gLM
V

T                   (Eq. 2-26) 

is the derivative of the potential energy due to the tail weight.   

Generator Model 

The mechanical torque supplied to the generator can then be expressed as   

( )
ω

ω PVTT
mm

== L,, ,                                     (Eq. 2-27) 

where P  is the mechanical power generated by the rotor and is computed by Yawdyn.  
The actual mechanical torque supplied to the generator is   

[ ])(),( ttTTT
fma ωδτ=−= ,                                 (Eq. 2-28) 

where 
f

T  is the torque resulting from friction and losses, and δ  and ω  are the angle and 
angular speed of the rotor, respectively.  The model for an M -phase permanent-magnet 
synchronous generator is described by the following model in the continuous time domain [31]:   
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)(t
dt
d ωδ

= ,                                                                      (Eq. 2-29) 

[ ])(),()]([)'( tttKti
dt
d

J R ωδτδ
ω

+−= ,                                   (Eq. 2-30) 

and 

)()]([)()( tvtKttiR
dt
diL s −+−= δω ,                                   (Eq. 2-31) 

where RJ  is the moment of inertia of the rotor/generator assembly around the rotor axis, L  is 
the inductance of a single phase, i  is the M -vector of stator currents, v  is the M -vector of 
stator voltages, and  ′  denotes matrix transposition.   

Several nonlinearities are present, namely the back-electromagnetic force voltage vector 
)]([)( tKt δω , the electrical torque )]([)'( tKti δ , and the turbine supplied torque ),( ωδτ .  The 

periodical airgap field function )(δK  satisfies   











+=

pN
KK πδδ 2][ ,                                          (Eq. 2-32) 

where pN  is the number of pole pairs.  Although )(δK  can be nonsinusoidal, we are using 
sinusoidal field distribution for simplicity.   

Note that the electrical load characteristics relate to the stator voltage and current vectors. For a 
battery-type load, the stator voltage can be modeled as “constant”. Note however that if a 
power-electronics converter separates the generator from the actual electrical load, and if the 
converter is controllable, then )(tv  can be thought of as a control input. This control input 
affects not only the rpm of the rotor but also the furling dynamics.   

More detailed Simulink models are also available [32] and can be incorporated.  

Operating Conditions 

The equations describing the furling mechanism can be readily linearized about an operating 
point to lead to a fourth-order linear system.  The operating condition must satisfy the two 
relations  

θθ ψθωθ controlwindtailwindYawdyn MVMVM +∆+∆= ),,(),,(0 ,            (Eq. 2-33) 

and 
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ψψ ψθψ
ψ controlstopwindtail MMVM
V

++−∆=
∂
∂

),()(
,                                    (Eq. 2-34) 

in addition to the generator torque-speed characteristics.  These are relations between the 
“unknowns” θ∆ , ψ , ω , and stopM , θ

controlM , and ψ
controlM .  Clearly there are more equations 

than unknowns.  Some of these are readily obtained under different scenarios; for example, 
before furling 0=ψ , and after furling .0=stopM  

First we discuss the general procedure to determine the steady-state operating condition at any 
furling angle o700 <<ψ  with .0=stopM   To simplify the discussion, we consider the case 

where no active control is applied:  0== θψ
controlcontrol MM .  Then Equation 2-34 can be solved 

for the furling wind speed as a function of θ∆  and ψ  to obtain ),( 0ψθ∆windV .  Substituting 
this relation into Equation 2-33, we obtain one equation relating θ∆  to ω  and 0ψ .  Solving 
this equation will express ω  as a function of θ∆  to obtain ),( 0ψθω ∆ .  At some specified θ∆ ,  

windV  and ω , the Yawdyn code can be used to determine the rotor shaft torque and power.  
Hence the torque-speed characteristics of the turbine can then be obtained and intersected with 
the generator torque speed characteristics to yield the operating rpm ω  at the specified furling 
angle 0ψ .  Then the relation ),( 0ψθω ∆  can be solved for θ∆ , and ),( 0ψθ∆windV  is obtained.   

When the procedure is repeated for every 0ψ  of interest, the operating condition at every tail or 
furling angle 0ψ  can be obtained.  The whole procedure can then be repeated for different 

values of control moments ψ
controlM  and θ

controlM  and the different relationships noted.  More 
efficient and pointed solution procedures seeking to establish specific conclusions will be 
outlined in the following sections, but essentially they are very similar to the general procedure 
shown here.   

Onset of Furling 

As a first example, we sought to determine the operating conditions at the onset of furling.  This 
is defined by 0=ψ  and 0=stopM .  In the absence of any active control, 0== θψ

controlcontrol MM , 
Equation 2-34 can be solved for the furling wind speed as a function of θ∆  and ψ .  The 
solution is approximately   

)sincos(cos
2
1

cossin
)( 3

θθβρ

βγ
θ

∆+∆
=∆

DLactail

T
furl

CCLA

gLM
V , 

as shown in Figure 2-20a.   
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Substituting this relation into Equation 2-33, we obtain one equation relating θ∆  to ω .  
Solving this equation will express ω  as a function of θ∆ .  The solution )( θω ∆  is shown in 
Figure 2-20b.  With )( θ∆furlV  and )( θω ∆  found, Yawdyn then finds 

)),(),(()( θθωθθ ∆∆∆=∆ furlVPP  as well as the corresponding torque 
)(/)()( θωθθ ∆∆=∆ PT .  These are shown in Figures 2-20c and 2-20d respectively.  

Eliminating the intermediate variable θ∆ , we can plot the torque-speed and the power-speed 
characteristics of the about-to-furl wind turbine as shown in Figures 2-20e and 20f respectively.   

On Figure 2-20e we have also shown a typical torque-speed characteristic of the generator.  The 
intersection of the two characteristics yields the desired operating point at the onset of furling.  
This point is marked by an arrow in each part of Figure 2-20.   

 

Figure 2-20.   Onset of furling in the absence of active control 
 
The torque-speed characteristics of the generator depends on its electrical loading.  A very 
interesting case is when the generator is connected to the utility grid and is assumed to deliver 
constant rated power to the grid at the generator rated speed.  Then the above procedure can be 
modified slightly to yield the furling condition as illustrated in Figure 2-21.  Essentially, the 
turbine torque-speed characteristics and the dependence of delivered power on θ∆  do not 
change.  From Figure 2-21c, one can find θ∆  that corresponds to the rated power.  The 
corresponding furling wind speed can be found from Figure 2-21a to be about 12.7 m/s.   
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 Figure 2-21.  Finding the yaw control moment that allows rated power 
generation at partial furling at a sensed (given) wind speed 

 

Feedforward Control 

One limitation of the furling mechanism is that energy is lost because of the furling hysteresis, 
in which the wind speed must drop considerably below the rated wind speed before the rotor 
unfurls and resumes efficient operation. Although this hysteresis is an indication of conservative 
design, it is generally undesirable because it leads to power loss and to unnecessarily high 
structural stresses in the blade during the furling action.  This is illustrated in Figure 2-22.   

Maintaining Rated Power Generation 

Next we assume a feedforward yaw control θ
controlM  that will modify the yaw angle θ∆  as to 

maintain the rated generated power after the onset of furling.  Here the power delivered to the 
generator is 40kW (rated power) at the rated rpm.  Using Yawdyn output, the relationship   
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becomes a relationship between θ∆  and windV .  Then Equation 2-34 yields a 
relationship between θ∆  and ψ ; for example, )(ψθ∆ .  If this relationship is substituted 
into Equation 2-33, a relationship between ψ  and θ

controlM  is obtained.  Ultimately, all 
quantities can be indexed on windV .  Hence for a given wind speed, the yaw control 
moment needed to maintain rated generated is determined.  All corresponding quantities 
(angles) are also obtained as was illustrated in Figure 2-21.   
 

Figure 2-22:  Typical behavior of Bergey-Type wind turbine  
 

Collecting these results at all wind speeds of interest leads to the scheduled furling curves 
shown in Figure 2-23.  Note that to maintain 40-kW generation as the wind speed increases, 
both the yaw and furling angles increase, but their difference, which is the angle between the 
tail and the wind, decreases.  This is not unexpected.  Curiously, however, the moments 
delivered by the tail aerodynamics decrease only slightly and are essentially constant.  The slack 
is picked up by the control moment θ

controlM , which increases rather linearly.  This shows that 
keeping a tail is beneficial in reducing the required control authority as well as providing a fail-
safe mechanism for dealing with actuator failure. 

Allowing Some Overspeed 

The control yaw moments can be reduced if some overspeed can be tolerated.  The above 
procedure is repeated with   
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The resulting scheduling control is shown in Figure 2-24 when a 10% overspeed is allowed at 
19 m/s wind speed while maintaining constant rated generated power.  This results in a 27% 

reduction of the required control authority.  

Figure 2-23.   Yaw feed-forward control that maintains rated power generation 
beyond furling  
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Figure 2-24.  Scheduling the yaw torque as to achieved a desired power 
generation profile.  The curve denoted “-Tail” represents the 
negative of the torque provided by the tail.  Similary for the cuve 
denoted “-Control”. 

 

Scheduling for a Linear Motor Actuator 

An actuator implementation of interest consists of a linear motor attached as shown in Figure 2-
25.  Note that DCPDBPDCBD ×+=× )( DCBP ×=  and DCAD × DCQDAQ ×+= )(  

DCAQ ×= .  Hence, the moment of a linear motor force F  about point A  is  

DC
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DC

DCBD
FBPFM control

×
==ψ , 

and hence   

DCBD

DCAD

M

M

control

control

×

×
=

ψ

θ

 

 
is a function of ψ  only. 

 

Figure 2-25: Linear Motor Proposed Configuration 
 

Therefore this is a special case of a class of actuators where ( ) θψ ψρ controlcontrol MM = .  Then the 
equilibrium conditions in Equations 2-33 and 2-34 can be rewritten as   

θθ ψθωθ controlwindtailwindYawdyn MVMVM +∆+∆= ),,(),,(0 ,               (Eq. 2-33) 

and 

( ) θψ ψρψθψ
ψ controlstopwindtail MMVM
V

++−∆=
∂

∂
),()( .                            (Eq. 2-34) 

The solution procedures follow as shown above.   

A: The yaw axis

B: The tail hinge

D

F
P Q

C

A: The yaw axis

B: The tail hinge

D

F
P Q

F
P Q

C



 2-40

Feedforward/Feedback Control 

To stabilize and improve the performance of the above nonlinear feedforward control, we can 
append a simple linear feedback controller based on the desired operating condition.  To do so, 
the system model must be first linearized.  The main equations are   

δψ
ψ

δθ
θ

θδψδψθδψ θθ

ee

ee QQ
bJJ

∂

∂
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=++ &&&&&

1121 )()( ,              (Eq. 2-35) 
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δψ
ψ

δθ
θ

ψδ
ψψ

θδψψδ
ψψ

ee

QQ
b

V
JJ

∂

∂
+

∂

∂
=+









∂

∂

∂

∂
++ &&&&& 2122 )( ,            (Eq. 2-36) 

where   

( )βγψβψ
ψψ

cossinsinsincos3 −=








∂

∂

∂

∂
gLM

V
T .                           (Eq. 2-37) 

There is of course the issue of computing the derivatives of the aerodynamic forces such as 

e

Q
θ

θ

∂
∂  and 

e

Q
ψ

θ

∂
∂  evaluated at the desired equilibrium points.  Generally, these aerodynamic 

forces are in general numerically computed, using Yawdyn for instance.  The ISA introduced in 
[9] and discussed earlier has the advantage that the coefficients of the fuzzy approximators 
obtained through training are nothing but Taylor series coefficients of the approximated 
functions about every rule center.  In [7], the ISA was applied to the desired aerodynamical 

quantities such as θQ , and the desired corresponding derivatives, such as 
e

Q
θ

θ

∂
∂ ,  were shown 

to be easily obtainable from the coefficients of the resulting ISA.   

Conclusions 

Although the autofurling technology is old, it is generally not well understood, because of the 
many difficulties in modeling the aerodynamics, the furling mechanism itself, and the 
interactions in the overall systems.  It is perhaps one of the least understood wind technologies.  
Despite the fact that furling turbines are a small part of the overall wind turbine market, 
resolving these difficulties in modeling and design is important because the tools developed to 
resolve these difficulties will be greatly helpful in all advanced turbine technology.   

In this work, we developed a model of a small wind turbine including the equations of motions 
describing the furling mechanism, the permanent-magnet generator, and the aerodynamics.  We 
then used the model developed to design feedforward control laws and developed a simulation 
package.  The possibility of using the active yaw control to achieve partial furling, overspeed 
protection, and maximum power generation was illustrated.  A fuzzy inference system was used 
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to approximate the Yawdyn program.  A feedforward yaw control law was proposed to achieve 
a desired power generation and furling profile.  A feedback control law can then be added to 
stabilize the scheduled behavior determined by the feedforward control.   

Future Work 

The following topics are suggested for future research.   

• A more complete validation of the simulation software 

• The use of advanced unsteady-aerodynamics CFD codes to reduce the uncertainty in the 
aerodynamics of furling, especially in the presence of complications such as blade 
flexibility blade pitch control 

• A more complete model of the power electronics and electrical loads applied 

• A stability analysis of the linearized models obtained at different wind speeds to identify 
possible bifurcations such as the Hopf bifurcation [33].  This bifurcation is known to be a 
good predictor of hunting behavior observed in furling. 

• Advanced actuator design such as blade pitch and blade tip spoilers 

• Bounded control designs given the limitations of actuation and measurement.   
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Executive Summary 
 
Advanced large wind turbines are being developed to meet U.S. Department of Energy (DOE) future 
goals for wind power production, and to reduce the cost of wind energy. These large turbines represent a 
significant capital investment and the turbine must operate for 10 to 30 years to be profitable. Failure of 
one rotor blade can cause catastrophic damage to a wind turbine and jeopardize the user's investment and 
confidence in wind energy. Health monitoring of the rotor blades is a solution that can warn of damage to 
the blade and protect the entire horizontal axis wind turbine from failure. In addition, a condition-based 
maintenance program can be adopted using the health monitoring information. This may minimize labor 
costs for inspection of turbines, prevent unnecessary replacement of components, uncover design 
weaknesses before failure, improve the availability of power, allow repair rather than replacement of 
blades by detecting damage early, and protect the investment in wind power by the utility company and 
the government. A health monitoring system may also permit the use of lighter blades that will allow the 
large turbines to react to wind changes more quickly, and thus capture more wind energy. 
 
In this project, we developed and tested new analytical techniques for detecting initial damage to prevent 
failures of wind turbine rotor blades. The techniques consider the particular requirements for wind 
turbines related to cost, materials, size, and life expectancy to develop a practical system. Different 
sensor types were also modeled and tested, including accelerometers, piezoceramic patches, and a 
scanning laser doppler vibrometer. Modeling and simulation of wave propagation in a fiberglass plate 
was performed and different configurations of passive piezoceramic sensor systems were evaluated and 
shown to be capable of measuring propagating strain waves and identifying damage. We conducted a 
preliminary experiment to determine the damage detection capability of piezoceramic sensors and 
actuators during a static test of a wind turbine blade at the National Wind Technology Center (NWTC), a 
laboratory of the National Renewable Energy Laboratory (NREL) in Golden, Colorado. The stress wave 
propagation characteristics of the blade were monitored as the load level on the blade was increased until 
blade failure occurred. The results indicated that the technique can detect evolving damage in composite 
wind turbine blades. The effects of the blade stress and curvature on wave propagation need further 
modeling and testing, and ways to predict buckling failure of the blade need further study. 
 
The analyses, simulation and testing performed in this project led to the concept of an "intelligent blade" 
that will continuously monitor its condition, warn of initiating damage, and provide instant information 
that can be used to regulate loading in the blade to prevent fatigue damage. This can decrease 
maintenance costs, improve reliability, and make wind energy more affordable. There are existing 
techniques that can detect damage on small thin plates. These approaches may not be practical for health 
monitoring of wind turbine blades that can be 30 m long with thick sections, spars, and where damage 
can occur on two surfaces. Moreover, there are two or three blades per turbine, and the blades operate in 
a rotating system. This places severe restrictions on the number of channels of data that can be practically 
recorded and transferred to the fixed tower. Therefore, we are modeling the human nervous system as a 
highly efficient sensor system for monitoring wind turbines. We are replicating the human neural system 
using continuous sensors made from piezoceramic ribbons, integrated circuits, and digital data 
transmission (patent pending). This structural neural system can be integrated throughout the blade to 
passively detect acoustic emissions and high dynamic strains as "pain" caused by high loading or 
damage. Initial modeling and simulations are described in this report and verify the sensitivity of the 
neural system. Development of the neural system and the intelligent blade is proposed for future work. 
TPI and Zond Corporations, along with the Wind Energy Technology Group at Sandia Laboratories are 
interested in the development of the intelligent blade. North Carolina A&T will design and build the 
sensor system, TPI could integrate the neural sensor into a blade, the NREL could test the blade, and 
Sandia could work with NCA&T to use the sensor data to predict the remaining fatigue life of the blade. 
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Introduction 
 
Wind turbine blades are designed to have a lifetime ranging from 10 to 30 years. These blades 
accumulate on the order of 910  load cycles [1,2], and the fatigue life of the blade is an important design 
consideration. Wind turbine blades can become damaged by moisture absorption, fatigue, wind gusts, or 
lightning strikes. In wind farms, aerodynamic interaction between different turbines can cause 
unpredictable and excessive loads on the blades. These loads accelerate fatigue damage to the blade. In 
addition, normal aerodynamic loads and loads that result from changing gravity moments cause fatigue 
damage to the blades. The blades are made from fiberglass, which is a cost-effective material for this 
application. However, because of the low specific modulus of fiberglass, the blade natural frequencies 
are low and the deflections of the cantilevered blade can be large. If a fatigue-damaged rotor blade fails, 
it can cause catastrophic damage to the wind turbine and possibly damage nearby structures or injure 
people. Predicting the exact fatigue life of a blade is difficult, and it is difficult to tell the extent of 
fatigue damage that might have occurred to a blade. Thus, we are seeking a method to continuously 
monitor the condition of the blade and warn of damage or impending failure. 
 
Wind turbine blades sometimes fail near the root section or the third of the blade near the root. Buckling 
of the blade's surface at the maximum chord section is one type of failure. The blades may operate for a 
large number of cycles with little reduction in strength and elastic properties, then the damage may 
propagate quickly to failure. Health monitoring of the rotor blades and timely identification of potential 
failure areas can help prevent damage or failure of the horizontal axis wind turbine. A health monitoring 
system that is reliable, low cost, and integrated within the blade may reduce wind turbine life-cycle costs 
and make wind energy more affordable. The health monitoring techniques investigated will monitor the 
condition of the blades during operation. Other methods used with the laser vibrometer can be employed 
when the turbine is stopped. The structural health monitoring (SHM) information gathered could be used 
in a condition-based maintenance program that could minimize the time needed for inspection of 
components, prevent unnecessary replacement of components, prevent failures, and allow utility 
companies to be confident of power availability. In addition, SHM may allow the use of lighter blades 
that would provide higher performance with less conservative margins of safety. A wind turbine with 
lighter blades can respond to wind changes quicker and capture more energy. 
 
SHM techniques have been able to detect minor damage sites in structures [3-67]. It is anticipated that 
these methods can detect damage in operational wind turbine blades before the damage sites can combine 
and propagate to cause blade failure. The wave propagation methods may be the most sensitive in situ 
method. They make use of a set of piezoceramic patches to generate and propagate stress waves through 
critical regions of the structure. After propagation through the critical zones, the stress waves and their 
reflections are intercepted and measured using other piezoceramic patches. This approach propagates 
ultrasound in the plane of the material rather than through the thickness of the material.  Damage 
detection using ultrasound through the thickness is a well-developed technique and requires mapping a 
sensor over the entire surface. However, this is very time consuming and not possible during operation of 
the turbine. The techniques in the literature using wave propagation in the plane consider uniform panels 
or shells with closely spaced sensor/actuator elements. However, a SHM system to monitor wind turbine 
blades must be designed considering thick structural sections, a complex built-up structure with 
curvatures, and the use of a minimum number of sensor/actuator elements. 
 
Various existing techniques [68] including visual inspection, C-scan, acoustic emissions, and 
shearography can detect damage in composite blades. These techniques are labor intensive, inaccurate, 
difficult to use during operation, or accessibility of the blade is required for an extended time. In this 
work, we developed and tested vibration-based and wave propagation techniques to detect damage in 
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fiberglass wind turbine blades. Piezoceramic patches are used to excite the blade because they are in situ 
and convenient to use, the excitation is more repeatable than when conventional excitation methods are 
used, and very high-frequency excitation can be used. High-frequency excitation is more sensitive to 
damage than lower frequency excitation such as from wind loading. The piezoceramic lead zirconate 
titnate (PZT) patches can be used to detect damage during operation of the turbine. The scanning laser 
doppler vibrometer (SLDV) can be used to perform a detailed investigation of damage indicated by the 
PZT patches. The SLDV can measure the vibration of many spatial points over a wide frequency range 
quickly without contacting the blade. Light and electrical conductivity techniques were also tested on a 
bench-top experiment as simple approaches to detect damage. Finally, new highly distributed sensor 
concepts are being investigated to improve the level of sensitivity of damage detection and to develop an 
intelligent blade for in-operation damage detection. One of NREL's concerns in the development of an 
intelligent blade is the cost of the materials. Because the PZT material is used for sensing or actuating 
high-frequency low-amplitude signals, the amount of material used is small. The cost of the material and 
signal processing hardware would be justified by the increased reliability of the turbine. The intelligent 
blade could also provide blade response information to control the turbine performance and to increase 
the efficiency of the turbine.  
 
The blade health monitoring system could monitor each blade on all turbines in a wind farm during 
operation, as shown in Figure 3-1. If damage is indicated, the particular turbine and blade could be 
identified and this information communicated to an operator through an advanced diagnostic monitoring 
system. A damaged blade could be pitched to reduce loads, or the turbine could be stopped for blade 
inspection and repair.  
 

 
 

Figure 3-1.  SHM of wind turbines on a wind farm 
 

Health monitoring 
information 

transmitted to 
monitoring station 

Individual 
blade sensors 
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Damage Detection Theories 
 
Different techniques were developed at North Carolina A&T State University (NCA&T) to detect 
damage in wind turbine blades and other flexible structures. These methods can be classified into two 
general categories: vibration methods, and wave propagation methods. The vibration-based methods 
attempt to detect, locate, and quantify damage based on theories that describe the vibration response of 
structures. The vibration response can be thought of as the response when all parts of the structure are 
moving simultaneously. Steady-state vibration is also considered as a standing-wave motion. The wave 
propagation methods attempt to detect damage by measuring the propagation and reflection of waves. 
The wave response can be thought of as the localized response of a structure when particle motion occurs 
only when the wave reaches that section of the structure. The algorithms we developed do not use 
structural models, such as a finite element model, because models are not accurate enough to detect small 
damage. Damage detection methods can be further categorized by the type of interrogation that is used: 
either active or passive interrogation. The active damage detection methods are based on exciting the 
structure with PZT patch actuators and measuring the vibration response using PZT patch sensors or a 
scanning laser doppler vibrometer (SLDV). A passive method measures acoustic emissions (AE) or high 
strains that occur during the normal operation of the wind turbine.  
 
The various methods are briefly discussed below. For the vibration-based methods, the damage detection 
analyses that were performed can be found in the references. An algorithm to cancel environmental 
effects on measured data, such as from temperature changes, along with a clipping algorithm to remove 
low-coherence data were developed to improve the repeatability of vibration measurements; these are 
also described in the references. We discuss the modeling and simulation of wave propagation in plates 
in a little more detail here because the wave propagation methods are considered the most feasible for 
detecting small damage. The vibration-based methods are considered suitable for detecting larger 
damages in a structure. 
 
The Transmittance Function (TF) Method 
 
The first method considered is transmittance function monitoring [6,17,19,22]. Here the technique is 
specialized for use with a laser vibrometer that measures structural velocities. The equations of motion 
for a linear structure with periodic excitation are 

)Re( tj drfeKxxCxM ω=++ &&&           (Eq. 3-1) 
where M, C, and K are the structural mass, damping, and stiffness matrices, and f is the excitation force. 
To solve Equation 3-1, let  

])(Re[)( tj
dr

drejXtx ωω=             (Eq. 3-2) 
and substitute Equation 3-2 into Equation 3-1. This gives 

]Re[])(Re[ tjtj
dr

drdr feejAX ωωω = ,        (Eq. 3-2) 

where )( 2 CjMKA drdr ωω +−=  is the system matrix, and Re(a+b)=Re(a)+Re(b) has been used, where 
a and b are some complex constants. Thus, from Equation 3-3 

HfjX dr =)( ω             (Eq. 3-4) 

where 1−= AH  is the receptance frequency response function (FRF) matrix of the system. The quantity 
)( drjX ω  in Equation 3-4 is the frequency domain representation of the system displacement response. 

The system velocity is 
])(Re[)( tj

dr
drejVtv ωω= ,          (Eq. 3-5) 

where the frequency domain velocity response of the system is )()( drdrdr jXjjV ωωω = . Thus 
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Equation 3-4 can be written for velocities as  
HfjjV drdr ωω =)( .            (Eq. 3-6) 

The velocity function given by Equation 3-6 is used in this testing because the laser vibrometer measures 
velocity directly, and the velocity FRF is flatter than the displacement or acceleration FRFs. From 
Equation 3-6, the velocity frequency response at degree of freedom (DOF) or measurement point r is 

∑
=

=
N

k
krkdrr fHjv

1
ω ,            (Eq. 3-7) 

where kf  is the kth element of f and rkH  is the rkth element of H. The transmittance functions (TF) are 
formed as the ratios of the velocity responses at different points on the structure, as 
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where ,.....),,( 321 lllk =  define the dofs where the forces are applied. The quantities 00 / fvh rr =  and 

00 / fvh ss =  are the mobility FRFs computed by the SLDV for forces of magnitude 0f  acting 
simultaneously at dofs defined by the k vector. Thus, the TF is computed using the laser data as  
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A variance damage indicator between dofs r and s is 

             d
rs

h
rs

rsd
υ
υ

−= 1 ,           (Eq. 3-10a) 

where          ∫ −
−

=
2

1

2

12

)(
)(

1 f

f

h
rs

h
rs

h
rs dfT

ff
µυ ,       (Eq. 3-10b) 

and           ∫−
=

2

112 )(
1 f

f

h
rs

h
rs dfT

ff
µ           (Eq. 3-10c) 

for the healthy structure. The subscript h is replaced with d for the damaged structure. Only h
rsυ  is stored 

as historical data. The DOF corresponding to the peak damage indicator locates the damage, and the 
indicator is more accurate with symmetric or closely spaced points. An advantage of using TF is that the 
excitation force is cancelled and does not need to be measured if it is equal in amplitude at all points 
where applied. In addition, the ratio of responses partially cancels changes in the TF that result from 
environmental effects such as temperature changes. Because TFs are ratios of two continuous functions 
with peaks and valleys, they are quite sensitive to shifts in frequencies or damping caused by damage. 
 
The Operational Deflection Shape (ODS) Method 
 
Operational deflection shapes are computed by the SLDV system [55,62,64] for the healthy and damaged 
structures. Changes in the shapes are used to indicate and locate damage. The following describes how 
the SLDV uses a complex representation of harmonic vibration to determine the ODS. Putting Equation 
3-4 into Equation 3-2 gives 

]Re[)( tj drHfetx ω= .          (Eq. 3-11) 
The ODS is defined by evaluating Equation 3-11 at different angles or times during a steady-state 
sinusoidal response. The angles are 
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mdrm tωθ = ,           (Eq. 3-12) 
where drω  is one specific driving or excitation frequency. The ODS can be evaluated at specified angles, 

such as 
p
m

m
πθ 2

= , where p is the number of points in one cycle of vibration, and m=0,1,2,…p-1. 

Therefore the times to evaluate the ODS are given by 
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m
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ω 2)( == .         (Eq. 3-13) 

The ODS are then given by: 

             ])(Re[ mj
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or for velocities,       ])(Re[ mj
drdr
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m ejXjv θωω
ω
θ

=







.      (Eq. 3-15) 

The SLDV uses a periodic chirp excitation and the vibration response is measured for an integral number 
of periods of the excitation. A Fourier transform is performed and the complex vibration response at the 
particular measurement point is stored. Multiple samples can be averaged. This is repeated for all scan 
points and the real amplitudes are plotted at selected phase angles. This is called the ODS and it 
approximately coincides with the more familiar mode shape if the mode shapes of the structure are well 
spaced, damping is small, and the excitation is at a natural frequency of vibration of the structure. The 
ODS may be more accurate at detecting damage because the exact response of the structure is used, 
subject only to errors in performing the Fourier transform. Mode shapes, however, involve additional 
assumptions and procedures to compute. This may remove some of the effects of damage to a structure.  
 
The Resonant Comparison Method 
 
The resonant comparison technique [3,10] can be used with a small number of PZT patches as sensors to 
detect damage in critical areas of the structure. Localized symmetry properties of the structure are 
exploited in this approach to minimize the need for pre-damage data and to compensate for changes in 
the structure not related to damage. Damage is determined using the differences in the response at the 
resonances of the healthy/damaged structure defined as  

h
ij

d
ijijd ∆−∆= ,           (Eq. 3-16) 

where fd
j

d
i

d
ij /)(max εε −=∆ , fh

j
h
i

h
ij /)(max εε −=∆  ε  is the strain measured at point i or j, the 

superscripts on ij∆ denote damaged (d) or healthy (h), and f is excitation force amplitude. For symmetric 

structures,  0≈∆h
ij . 

 
The Impulse Response Method 
 
The impulse response technique [3] can be used with a small number of PZT patches, which function as 
sensors to detect damage in critical areas of the structure. Damage is determined using the differences in 
the time impulse response of the healthy minus the damaged structure defined as  

∫ −=
T

h
ij

d
ijij dt

Tf
d

0

1
εε ,          (Eq. 3-17) 

where ε  is the strain measured at point i or resulting from an impulse at point j, the superscripts denote 
damaged (d) or healthy (h), T is the time of integration, and f is the excitation force amplitude. 
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The Frequency Response Reference Function (FRRF) Method 
 
A damage vector algorithm that does not require measurement of the excitation force has been simulated 
[5]. The algorithm uses FRRF and sparse measurements to locate damage with a spatial resolution equal 
to the distance between the closest sensors. Damage-force spectral densities and mean-square damage 
forces are computed to give an estimate of the damage magnitude. The equations for the method are 
given as 

dhd xA)f(dr =+=             (Eq. 3-18) 
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*            (Eq. 3-19) 

and          )(,1 2
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= ∫ o           (Eq. 3-20) 

In Equations 3-18 through 3-20, r is the combined force vector, f is the external force vector, d is the 
damage vector, A is the system matrix, G is the cross-spectral density matrix, and D is the damage 
indicator. A simulation was performed that detected damage in cantilever beams, but translational and 
rotational measurements are required at each sensor location. Approaches to measure rotations are being 
studied. 

  
The Damage Vector Method 
 
The damage vector method [20] is similar to the FRRF method, except the excitation force must be 
measured. The equations describing the method are 
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and 
x H f1 11 1= , d A x fh d d

1 11 11= −       (Eq. 3-22, a and b) 
and 
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and 
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
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
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.
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0 5

.          (Eq. 3-24) 

In Equations 3-21 through 3-24, x is the displacement vector, H is the FRF matrix corresponding to the 
number of sensors on the structure, and d is the damage vector. The damage vector can be used with 
sparse measurements and minimizes the problem of spatial aliasing present in most damage detection 
methods. The damage vector method has worked well in simulation and is being tested in the laboratory. 
A damage vector algorithm based on axial vibration has also been simulated. The algorithm uses axial 
displacements and sparse measurements to locate damage with a spatial resolution equal to the distance 
between the sensors. A damage force vector and frequency response functions from the healthy structure 
were used in the damage algorithm. Damage force spectral densities and root-mean-square (RMS) 
damage forces are computed to give an estimate of the damage magnitude. An algorithm has been 
developed to correct FRFs for changes in the environment. A damage detection simulation was 
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performed using a bar model, the results are not published yet. The RMS damage forces are plotted using 
only three sensors on the bar. The damage is always located between the two closest sensors. A 
comparison shows that the approximate and exact RMS damage forces are very close.  
 
The Wave Propagation Method 
 
The wave propagation method [52,53,69-79] is discussed considering the use of active fiber composite 
(AFC) materials for sensing and/or actuation. AFC materials have recently become commercially 
available [69,70] and consist of PZT fibers embedded in a polymeric matrix with symmetric 
interdigitated electrodes on the top and bottom surfaces of the matrix. A capton sheet over the electrodes 
protects and electrically insulates the material. This material has several advantages for use in sensing 
and actuation. The AFC material has a high strain capability and high energy density, it is more rugged 
than monolithic piezoceramics, it is conformable, and it can be bonded to the surface or embedded within 
complex composite structures [80-84]. If a fiber breaks, the matrix tends to arrest the crack and the 
electroding allows the rest of the fiber to actuate. Drawbacks of the material are the high cost of 
manufacturing and the high voltage needed for actuation.  
 
In the literature, the current applications being investigated for use of AFC materials include control of 
blade vibration of rotorcraft, suppression of vibration and noise on torpedos, and improving the dynamics 
of tennis rackets [69]. Relatively less work has been done on the use of AFCs for sensing purposes. In the 
NREL project, we developed initial designs of continuous AFC sensors for the applications of 
operational structural integrity monitoring, readiness assessment, and survivability. A continuous sensor 
is defined here as one with multiple segments that are spatially distributed and electrically 
interconnected, with one electrical output signal measurable by one channel of data acquisition. The 
advantage of a continuous sensor is that damage events such as impacts, cracks, and delaminations, 
which produce dynamic strains and AE, can be detected at different spatial locations on the structure 
using only one channel of data acquisition. This simplifies the connections and hardware required and 
reduces the cost and size of the sensor system. On the downside, interpreting the output from the 
continuous sensor to locate the source of an AE is more difficult than when multiple individual sensors 
are used. We will discuss modeling of AFC sensors on a plate, simulation of strain wave propagation and 
vibration, and predicting the response of the AFC sensor to acoustic waves. Approaches for locating a 
damage event are being developed. One method uses the measured response of a continuous sensor and 
the patterns of the time waveforms at the different sensor nodes to approximately locate the source of the 
damage signal. Another method uses the spacing and geometry of the sensor nodes to determine the 
direction of travel and source location of the damage. We performed testing that simulated damage using 
a pencil lead break or PZT patches to generate a pulse to determine the advantages and limitations of 
continuous sensors.  
  
Modeling and Simulation 
 
This section discusses the modeling of AFC sensors and the simulation of the sensor response caused by 
acoustic waves propagating in a plate. We are using the simulation model to optimize the design of the 
sensor system including the size, number, connectivity, and locations of the sensor nodes.  
 
Sensor Modeling 
 
An AFC patch is shown in Figure 3-2. The modeling performed to study this material couples the elastic 
equations of a plate structure to the piezoelectric constitutive equations.  
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Figure 3-2. Construction of an AFC patch 
 
 
The piezoelectric matrix equations to model an AFC sensor/actuator are: 
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where D  is the electric displacement (charge/unit area) in coulombs/m2, T  is the stress in N/m2, 
hVE /=  is the electric field in volts/m where V  is the voltage at the AFC, h  is the electrode spacing 

of the AFC, S  is the strain, d-dc ET
r

S
0εεε =  is the clamped dielectric in Farads/m, T

rε  is the AFC 
dielectric constant relative to air, 0ε  is the dielectric constant of air (N/V2), d  is the AFC-induced strain 

constant (m/V), e  is the induced stress constant in Coluomb/m2 or equivalently N/(m*volt), t)(  is 
transpose, and Ec  is the constant field stiffness in N/m2. Considering a unidirectional PZT fiber material 
and using a one-dimensional approximation, the first Equation in 3-25 becomes  
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where j represents the jth segment or electroded section of the sensor, t is time, ),( txw j  is the 

displacement at segment j, 
x
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 is the strain, and the sgn function is to allow connection of 

the segments of the sensor in positive or negative polarities. The current generated by the jth segment of 
the AFC is 
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where eep
S AhC /=ε  has been used, eA  is the area of the electrodes (m2) on the AFC, and pC  is the 

capacitance of one segment (which is assumed to be the same for all segments). An electric circuit 
representation of an AFC sensor [52,53] that corresponds to Equation 3-25 is shown in Figure 3-3. The 
stress in the AFC from Equation 3-25 is 

SceET E+−= .          (Eq. 3-28) 



 3-13 
 

 

The stress T  comprises the stress resulting from the voltage acting on each segment of the sensor, and a 
uniform stress caused by the elasticity and strain of the AFC. Here, the stress multiplied by the cross-
sectional area of the AFC patch is the force that is applied to the structure. If the patch is on the surface 
of the panel, a moment is applied to the structure, as well as an in-plane force at the edges of the patch. 
This approximate model is named the pin-force model and is used to allow a simple closed-form solution 
of the plate equation. 
 

 
 

Figure 3-3. Electric circuit model of the AFC patch 
 
In designing the AFC for use in a sensor system, three important parameters must be considered: the 
poling direction of the nodes (same or alternating); the connectivity of the nodes (series, parallel, or a 
combination); and minimizing the resistance of the circuit. An optimal combination is discussed in [85]. 
An elastic model of a plate is used to simulate the response of the plate and AFC sensor to an impulse 
load. The segments snss ,...1,1  model the interdigitated electrodes over certain lengths of the AFC. The 
finger electrodes allow poling of the AFC in the plane of the fiber to give a larger voltage/strain 
coefficient. Because the AFC is poled using the interdigital electrodes, each segment acts as a separate 
sensor, with all sensors connected together. The segments can be spaced appropriately and connected 
with alternating polarities to filter a desired frequency of structural vibration. The length of the segments 
can be matched to the half wavelength of the modes to be measured. This approach, for example, can use 
the continuous nature of the sensor as a spatial filter to cut off the low frequency response that masks the 
AE response from cracks in metals or fiber breakage in composite materials. If small segments are used, 
the continuous sensor is actually designed as an acoustic filter to measure Lamb waves or other waves 
produced by crack propagation. 
 
The simply supported plate is modeled to study the benefits of an AFC sensor for measuring strain and 
acoustic emissions. The equation of motion for the plate under an impulse load is 
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where the impulse F )()()( cco yyxxtf −−±= δδδ  locates the crack or excitation, w  = deflection, 
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=∇ , and the plate flexural rigidity is D. The impulse excitation 

produces wave patterns that are easy to understand. Other excitations such as moment step functions can 
also be used to model cracks. The boundary conditions are  
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The total solution for the plate displacement is 
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The corresponding strains are 
2

2

2

)(sinsin)(),,(
a

m
b
yn

a
xmtaz

x
wztyxs

n m
mnx

πππ∑∑=
∂
∂

−=      (Eq. 3-32) 

and       2)(sinsin)(),,(
b

n
b

yn
a

xmtaztyxs
n m

mny
πππ∑∑=        (Eq. 3-33) 

and       ))((sinsin)(22),,(
2

b
n

a
m

b
yn

a
xmtaz

yx
wztyx

n m
mnxy

ππππ
γ ∑∑−=

∂∂
∂

−= .     (Eq. 3-34) 

The average strains over the area of the sensor are used to compute the voltage output from the sensor. 
The voltage output is computed from Equation 3-25 and the thickness and the capacitance of the sensor. 
For a simple approximation to model a unidirectional AFC on a plate, the open circuit voltage 0V  can be 
approximated assuming the current flow is zero and using the average strain over the sensor nodes as  

( ) ( ) ICpeIC
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e VsCeAVsehV +−=+−= //0 ε ,     (Eq. 3-35) 

where ICV  is the initial voltage across the sensor. The open circuit voltage calculation Equation 3-35 
neglects the internal resistance of the piezoceramic material, which will discharge the capacitor slowly 
and prevent measurement of signals that are at very low frequency (less than about 0.5 Hz). The average 
strain in the x direction is computed for the nodes as 

dxdy
b
yn

a
xmta

a
m

yx
hts mn

y

y

x

x n m
x

πππ sinsin)()(1
2

)( 2
2

1

2

1

∫ ∫∑∑∆∆
= ,    (Eq. 3-36) 

where 12 xxx −=∆  and 12 yyy −=∆ . The strain in the y-direction is computed similarly. In the 
simulation, the elastic solution is computed at small time steps, and equation 3-35 is used to compute the 
voltage. The solution approach presented requires that the rate of change of the excitation is less than the 
speed of propagation of waves in the material [73,75,84]. Using this solution, continuous sensors can be 
practically designed to sense AE signatures and wave propagation.  

 
Wave Propagation Simulation  
 
The simulation is performed for a quasi-isotropic composite fiberglass plate with an integrated AFC tape 
sensor Figure 3-4. The AFC sensor strip is called a dendrite in analogy with the human nervous system. 
An impulse load is applied at the center, at one corner, and at the side of the plate, and different 
configurations of the AFC sensor can be examined to measure strains and AE. The composite plate is 1 
m * 1 m * 8 mm in size. The elastic modulus E for the plate is 22.063GPa, the weight density of the 
fiberglass plate wρ  is 16015 N/m3, and the damping ratio ζ for all vibration modes is 0.05.  
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Figure 3-4. Schematic of the continuous sensor with four sensor nodes on a fiberglass 
panel 

 
 
The AFC covers only a small surface area of the plate, and is electroded only at specific locations. The 
AFC sensor tape has one strip as shown in Figure 3-4. There are four electroded segments (called nodes) 
in the AFC sensor tape. The AFC nodes are 0.0127 m (0.5in.) * 0.0508 m (2in.) in size and are 
unidirectional. The segments are evenly spaced across the tape. The AFC is 0.0127 m (0.5 in.) wide and 

mµ165  (0.0065 in.) thick. The AFC was modeled based on the available properties of the AFC 
materials [69]. In this simulation, unidirectional AFC sensor nodes are modeled and strain is sensed only 
in the direction perpendicular to the sensor tape. The sensor could also use a monolithic PZT sensor 
material to allow bidirectional strain to be measured. In addition, there is great freedom to optimize the 
geometry of the sensor for particular materials and applications. For example, the node shape and size 
can be adjusted; the line node connectivity pattern can be replaced by a rectangular, radial, or a cross 
pattern; and sensors can overlap or be nested to improve location of the damage source. In general, 
multiple dendrites will be used on a structure, a redundancy that will allow detection and location of the 
damage event.  
 
An impulse in the form of a Dirac delta function of magnitude 0.001 N-s is assumed to be generated from 
a crack located at the different points on the panel. The simulation is performed by computing the plate 
solution in closed form at each time step, and the sensor response is computed at each time step. The time 
step used in computing the solution is one microsecond. The first 50 modes are used in the calculation of 
the plate response to the impulse. The results of the simulations are shown as sensor time responses and 
wave patterns in Figures 3-5 through 3-10. All figures show the response at times t=1 s−µ  to 350 

s−µ . 
 
Figure 3-5 gives the voltage output from the continuous sensor (all 4 nodes) versus time because of an 
impulse located at the center of the panel (location P1 of Figure 3-4). Figure 3-6 shows the displacement 
wave propagation resulting from an impulse at the center of the panel. The peaks in Figure 3-5 
correspond to the times when the circular wavefronts pass over the sensor nodes. The largest peak of 
about 1 V occurs at about 0.1 ms when all four sensor nodes are riding the Lamb waves simultaneously. 
Figure 3-6 shows how the wavefront propagates and reflects from the edge of the plate. Because the 
sensor nodes are unidirectional and their sensing direction is poled in the Y-axis, the radial wave 
propagation does not produce as high of voltage as another shape of sensor, such as that from a circular 
sensor tape. The uniformity in peaks is lost after 0.04 ms in Figure 3-5. This is due to lower frequency 
and reflected waves passing over the sensor. 
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Figure 3-5. Voltage of the continuous sensor versus time for an impulse at the center of 
the panel 

 
 
 

 
 

 
 

Figure 3-6. Displacement waves resulting from an impulse at the center of the panel 
)350,200,50,1( st µ=  

 
 
Figure 3-7 gives the voltage from the continuous sensor versus time for an impulse located near one of 
the edges of the plate (location P2 of Figure 3-4). Figure 3-8 shows the displacement wave propagation 
that results from an impulse near one of the edges of the panel. The amplitude of the peak voltage is 
about 0.7 V in Figure 3-7 within the simulation time period shown.  
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Figure 3-7. Voltage of the continuous sensor versus time for an impulse at the side of 
the panel 

 
 

 
 

 
 

Figure 3-8. Displacement waves resulting from an impulse at the side of the panel 
)350,200,50,1( st µ=  

 
Bending wave propagation in panels is dispersive, and the wave propagation velocity depends on the 
wavelength of the vibration mode. The first peak of significant amplitude in Figure 3-7 occurs at around 
0.07 ms, when the simulated Lamb wave front reaches an edge of a sensor node. Then the voltage 
increases as the wavefront passes over the four nodes. Damping added to each mode causes the wave to 
decay in time if a long simulation is run. The maximum voltage occurs in the initial part of the response 
when the wave passes over the sensor. After reflecting and returning, the wave is decaying and the sensor 
voltage is smaller. 
 
Figure 3-9 shows the output voltage from the continuous sensor versus time for an impulse near a corner 
of the panel (location P3 of Figure 3-4). In Figure 3-9, the peak voltage is about 0.08 V for the time 
period of the simulation, whereas in Figure 3-5 and Figure 3-7 the peak voltage is approximately 1.0 V 
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and 0.7 V, respectively. Figure 3-10 shows the displacement wave propagation resulting from an impulse 
near a corner. The peak amplitudes and the change in uniformity of the peaks in the voltage response 
plots might be used to indicate the position of the crack. A crack near the corner may produce uniform 
peaks in the voltage curve but the amplitude may be 10 times smaller than the other cases. The nearer the 
crack is to the middle of the plate, or the nearer it is located to the sensors, the higher the peak voltage 
output is. We plan to apply neural network analysis to these signals to characterize the damage. 
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Figure 3-9. Voltage of the continuous sensor versus time for an impulse at the corner of 

the panel 
  
 

 
 

 
 

Figure 3-10. Displacement waves due to an impulse at the corner of the panel 
)350,200,50,1( st µ=  

 
The continuous sensors tested showed an improved capability for detecting simulated cracks, although 
the damage location cannot be exactly determined. This sensor design can lead to improvements in safety 
and simplification of maintenance procedures for large structures. The AFC continuous sensor can be 
self-powered and passive, simultaneous sensing can detect AE, large area coverage on structures is 
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possible, and the signal processing instrumentation is simple and relatively inexpensive (commercial AE 
hardware can be used directly). Active sensing (excitation and sensing) can be used to interrogate 
structures not in operation.  
 
Damage Detection Experimentation 
 
We used fiberglass bars and panels and an 8-ft long section of a fiberglass wind turbine blade to test the 
damage detection techniques. Cantilever bars and edge supported plates were also tested. The section of 
the fiberglass wind turbine blade tested at NCA&T was donated by Tom Baca of Sandia National 
Laboratories, Albuquerque, New Mexico. The wind turbine blade section was supported by ropes to 
prevent rigid body motion and give nearly free-free boundary conditions. The SLDV system (Figure 3-
11) was used to compute operational deflection shapes (ODS) and FRFs; these are written to a universal 
file by the SLDV system. The universal file is converted to MATLAB input files that can be read by 
different algorithms in a damage detection toolbox we are developing. The TF and ODS methods use the 
data generated from the SLDV. The resonant comparison and wave propagation methods use a signal 
generator and oscilloscope or LABVIEW to excite the structure and capture the structural response. The 
SLDV is positioned about 15 ft from the blade. Because the laser reflectivity from the bare fiberglass 
blade was very poor, the blade was painted with reflective safety paint to improve the signal level. The 
intensity of the reflected laser then became very good. Still, curvature of the blade reduces reflectivity at 
some points, and small motions of the blade caused by ambient vibration in the laboratory cause speckle 
pattern motion, which can cause noise in the measurements. Six piezoceramic patches were bonded on 
the blade. Two 2-in.*1.5-in.*0.02-in. actuator patches are located at the center length one on each side of 
the blade, and four 2-in.*1-in.*0.01-in. sensor patches are located between the center patch and ends, two 
on each side. The sensor patches are for use during operational monitoring, and are used with the 
resonant comparison and wave propagation methods. The specific testing performed is discussed next. 
 

 
 

Figure 3-11.  The SLDV system 
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Transmittance Function Testing 
 
Damage detection testing using curvature TF and PZT patches has been successful in computer 
simulations and testing on fiberglass beams and panels [3,6,19,22]. We also tested this approach on the 
section of a wind turbine blade. The method was found to be sensitive to damage, but requires a lot of 
data storage and computation for detecting small damage on a large structure. This experiment has shown 
that the TF method is sensitive to damage as well as noise in the measurements. Because the blade has 
two surfaces separated by spars, it may be necessary to scan both surfaces to find small damages. Also, 
small damage inside the blade, such as in the spar, may be difficult to detect. 
 
Operational Deflection Shape Testing 
 
The ODS testing is discussed in [3,11,14,55,64]. For this test we painted the blade with retroreflective 
paint as shown in Figure 3-12. ODS for the healthy (at 337 Hz) and damaged (at 336 Hz) blades are 
shown in Figures 3-13 and 3-14, respectively. The difference in the ODS contours of the two cases 
indicates damage. It should be noted that the healthy case indicates normally symmetric contours while 
the damaged case is nonsymmetric. The black lines in the figures correspond to near zero deflections. In 
the ODS of the healthy blade shown in Figure 3-12, the horizontal black lines correspond to the locations 
of three spars in the blade, which are very stiff. Once damage occurs, the symmetric ODS pattern is 
destroyed. A simple method of detecting damage is to plot the healthy symmetric ODS and monitor this 
pattern for change. Differences in ODS are also observed at other frequencies.  
 
 

 
 

Figure 3-12. Wind turbine blade with PZT patches and 114 scan points for the laser 
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Figure 3-13. ODS for the healthy blade at 337 Hz 
 
 
 

 
Figure 3-14. ODS for the damaged blade at 336 Hz 

 
 
Frequency response functions for the blade are shown in Figure 3-15 for all points averaged, and in 
Figure 3-16 for the point at x1y4. These plots show that the effect of the simulated damage is to lower the 
natural frequencies and split some frequency peaks into two nearby peaks. The ODS method using the 
SLDV is a practical and easy-to-use technique for detecting damage with pattern recognition. 
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Figure 3-15.  Averaged spectra for damage (mass) on front surface 
 
 

 
 

Figure 3-16. Spectra at x1y4 location of coarse mesh for damage (mass) on front surface 
 
 
Resonant Comparison Testing  
 
The resonant comparison method [3,10,11] compares the responses of pairs of sensors symmetrically 
placed on structures. Damage is detected by the difference in responses of the sensors at the resonances 
of the beam/damage. No historical data are needed in this approach, except one value per pair of sensors 
that indicates the nonsymmetry of the structure/sensors. We tested fiberglass beams using the resonant 
comparison method, as shown in Figure 3-17. In this testing, the beams are stationary. The beam with a 
delamination was tested with longitudional and transverse vibration. The delamination detection 
experiment uses two separate fiberglass cantilever beams 48 in. long, 3 in. wide, and 0.75 inches thick, 
one healthy and the other damaged (delaminated). Delamination on the damaged beam is located 6 in. 
from the clamped end of beam. Two PZT patches (nominally 2 in. * 1 in. * 0.010 in. collocated exactly 
halfway along the length) are bonded onto each beam. The two patches are the sensors. One piezoelectric 
inertial actuator is bonded at the free end of each beam for longitudinal vibration, whereas it is bonded at 
36 in. or 44 in., respectively, from the clamped end of the beam for transverse vibration. The 
configuration for longitudinal testing is shown in Figure 3-18. A sinusoidal wave from the signal 
generator is input to the amplifier with a gain set at 20. The output of the amplifier (100 V) is then passed 
to the piezoelectric inertial actuator to excite the structure. Signal processing is done using a TDS 420A 
four-channel digitizing oscilloscope. The experiment is first performed for the healthy beam and then for 
the damaged beam with the same set of parameters. The experiment was performed in the frequency 
range of 0–1400 Hz. The experiment is performed for both longitudinal and transverse vibration, but only 
the longitudinal results are shown here. Figure 3-19 shows the effect of delamination damage for 
longitudinal vibration.  

Damaged

Healthy 

Healthy 

Damaged
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These test results are summarized next. For the beam with delamination, at resonance, the longitudinal 
vibration of the top- and bottom- collocated PZT patches showed different vibration or voltage levels, 
successfully indicating damage. For transverse vibration, the top and bottom patches showed a phase 
shift that indicated damage. This experiment showed that delamination changed the magnitude of 
longitudinal vibration and the phase of transverse vibration. We tested the second beam (with a bonded 
steel plate to simulate damage) with longitudinal and transverse vibration. At resonance, the 
longitudional vibration of the top- and bottom- collocated PZT patches showed different levels 
successfully indicating damage. For transverse vibration, the vibration levels of the top and bottom 
patches did not always significantly change. Thus damage on the top of the beams caused a magnitude 
change in longitudinal vibration and a possible change in transverse vibration, depending on the actuator 
location. Thus, in the frequency range 1 - 1,400 Hz, longitudinal vibration at resonance is very sensitive 
to damage and is potentially an accurate damage indicator for health monitoring. In the testing done, the 
PZT patch on the damaged side of the beam had an increased vibration level at resonance, compared to 
the PZT on the undamaged side of the beam. The resonant comparison method is a simple approach for 
health monitoring using PZT patches and structural symmetry to detect damage without storing historical 
data. The method senses either bending strain or axial stress waves. Away from resonance, the damage is 
not obvious.  
 
For the testing using longitudinal vibration, a standing plane wave was excited in the frequency range 
where the waves were not dispersive. Thus damage changed the amplitude but not the phases of the 
response of the two patches. For the testing using transverse vibration, a standing bending or asymmetric 
Lamb wave was excited in the frequency range where the waves were dispersive. Thus, the damage 
changed the magnitude and phase of the response of the two patches. It is usually desired to excite 
nondispersive Lamb waves for damage detection. However, for realistic structures with complex 
geometry it is often difficult to generate nondispersive waves. 
 

 
 

Figure 3-17. Composite beams used for damage detection testing 
     

 
Delamination    PZT sensors         Actuator 
 

    
 0   6        24           48 in.   

           
Figure 3-18. Longitudinal vibration of a bar with delamination on the top 
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Figure 3-19. Healthy and delaminated beams, PZT voltage versus time for longitudinal 
vibration 

 
Resonant comparison testing was also performed on the wind turbine blade section (Figure 3-12). A 
signal generator is used to produce a sine wave input to an amplifier, which drives the PZT patches in 
the center of the blade. The outer pairs of PZT patches are used as sensors and the two sensors on each 
side of the blade are compared to detect damage. The data acquisition is done using a digital 
oscilloscope. The data are captured and transferred to a word processing program to perform the 
computations and plotting. The test is performed by exciting the blade with a 693-Hz sine input, which 
corresponds to a resonant frequency of the blade. The response of the four sensor patches is recorded on 
the oscilloscope and transferred to a spreadsheet for processing and plotting. Figure 3-20 shows the 
response of the four patches for the healthy case. The damage indicator is run using the healthy data to 
establish a baseline noise or nonsymmetry level of the response that results from variations in 
construction of the blade or application of the patches. The damage indicator plots for the healthy case 

(a) Healthy, 665 Hz, top patch is solid line, bottom patch is dashed line 

(b) Delaminated, 664 Hz, top patch is solid line, bottom patch is dashed line 
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are shown in Figure 3-20. The same experiment was repeated with a steel plate representing damage 
attached at the lower left part of the blade. The responses at 692 Hz of the four patches are shown in 
Figure 3-21, which also includes plots of the damage indicators. This testing shows that the damage 
indicator for the no-damage or healthy case is 0.3 between sensors 1 and 3, and 0.2 between sensors 2 
and 4. With an added mass damage, the values are 0.9 between sensors 1 and 3, and 0.6 between sensors 
2 and 4 at the 692 Hz frequency, Thus, the damage is identified by the technique. The resonant 
comparison method is a practical technique for damage detection because minimal historical data are 
needed, the algorithm is very simple, and the method can be used on operating wind turbines.  
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Figure 3-20. Sensor voltage versus time responses for healthy case at ~693 Hz (left), and 
nonsymmetry values |x3-x1|=0.3, |x4-x2|=0.2 (right) 
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Figure 3-21. Sensor voltage versus time responses for damaged case at ~692 H (left) and 
damage values |x3-x1|=0.9, |x4-x2|=0.6 (right) 

 
 
Impulse Response Testing 
 
In this technique [3] the same instrumentation is used as in the resonant comparison method except an 
impulse excitation is used rather than a sine dwell. An experiment is performed by sending an impulse to 
the two actuator patches at the center of the blade (Figure 3-12), one side at a time. The sensor responses 
are measured for the healthy and damage cases. The damage indicator integrates the absolute difference 
of the two responses. The input impulse is 45 V peak with an approximate half sine duration of one 
thousandth of one second. The damage is a 2.938 in. * 2.938 in. * 0.275 in. steel plate bonded on the 
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back lower left end of the blade. Because this damage is not located between the actuator and the sensor, 
the change in wave propagation is small. The trailing part of the impulse response is changed the most as 
a result of the damage. Although the damage was indicated in this experiment, the impulse response 
method appears to have a low sensitivity to damage that is not in the path or between the actuator and 
sensor and when the actuator and sensor are far apart, as in this case. To overcome this limitation, we are 
developing a technique for readiness assessment of structures using a PZT actuator and the SLDV. The 
technique transmits and receives stress waves by step scanning the laser over hundreds of locations on 
the structure to detect flaws. The scanning overcomes the need to have a large number of receiver sensors 
as with other methods. This may also be the first technique that can fully map in time and space the 
acoustic wave propagation in a structure. The experimental results will be compared to the simulation 
model of wave propagation in a plate.  
  
Conductivity Techniques for Damage Detection 
 
Light conductivity in an optical fiber and electrical conductivity in carbon fibers are examined in this 
section as simple approaches for damage detection. A cantilever beam experiment was set-up to 
demonstrate the approaches, as shown in Figure 3-22. The fibers were put on the surface of the beam and 
conductivity was measured to determine the practicality of the technique. The fibers would need to be put 
into an actual laminate to verify the method. The light transmission experiment is described first, then the 
electrical conductivity experiment in a carbon fiber circuit. 
 
The objective of the light transmission experiment is to detect damage or a break in the optical fiber by 
monitoring light transmission through the optical fiber. As shown in Figure 3-22, the optical fiber is 
connected to the end of the beam and split. One part vibrates with the beam and the other end is mounted 
in the wood base. The beam is given a small vibration and the light transmission is monitored by a 
flashing light-emitting diode (LED). An infrared laser is powered by AA batteries and when the optical 
circuit opens, the LED stops flashing. We tested different sizes of optical fibers. This experiment showed 
that the optical fibers are difficult to cause to break as a result of damage, connect, and handle. A large 
misalignment of fiber ends (laterally, axially, or angle) at the break is needed to indicate damage (stop 
the light transmission). Because of the insensitivity for small misaligments, damage detection using light 
transmission seems most suitable for large brittle structures such as concrete. The experiment could be 
improved by using a photodetector in place of the LED to measure the level of light transmitted. 
Although we did not attempt strain measurement using gratings in the optical fiber, it has been done 
successfully for bridges and other structures. The optical fiber with Bragg gratings is a local strain 
measurement and would require an optical analyzer, many fibers, and multiplexing to detect damage on a 
large turbine blade. Also, damage can occur anywhere on a large blade. Optical fibers may not have 
sufficient spatial coverage for use in damage detection as they only measure strain at discrete points 
along the length of a fiber. 
 



 3-27 
 

 

 
 

Figure 3-22. Experiment showing conductivity circuits for crack detection 
 
The objective of the carbon fiber conductivity experiment is to implant carbon fibers into the fiberglass 
blade. The failure strain of carbon fiber is ~1.5%, and the failure strain of the fiberglass blade material is 
~2.5%. The concept is that electrical conductivity/breakage of carbon fibers in the blade can indicate 
damage before failure of the fiberglass blade. In the experiment, ends of a carbon fiber tow were 
overlayed to test conductivity. The carbon fiber is illustrated by the black line in Figure 3-22. It was 
taped onto the beam to electrically insulate it from the aluminum. Vibration of the cantilever beam 
produces strain and a voltage in the PZTs and this is conducted through the carbon fiber to the two back-
to-back LEDs mounted on the vertical panel. The flashing LEDs indicate that the structure is healthy. 
The experiment showed that the PZT, carbon fiber, and LED circuit works well. When the structure is 
vibrating and the carbon fiber is opened, the LEDs stop flashing. The simplicity of this technique is 
attractive, but the method has limitations: the breaking of fibers may not be complete and at the same 
location for all fibers; and there is a large statistical variation in fiber strength. This method appears 
suitable only as a rough indicator of damage, but testing a fiberglass laminate with carbon fibers would 
be needed to determine the exact sensitivity of the method. The light and electrical conductivity methods 
are attractive because of their low cost and simplicity and because they can be self-powered by the PZT 
and vibration of the blade. On the downside, they are a go or no-go indicator and may not detect small 
damages unless many fibers and sensors were used. The conclusion of the conductivity experiments that 
large spatial coverage is needed to detect damage suggests that the architecture of the biological nervous 
system might be appropriate for structural health monitoring.  
 
Acoustic Emission Testing 
 
Experiments are being performed [9,11,12,13,30,56,57,61] to verify the characteristics and potential of 
AFC continuous sensors for use in damage detection. However, because AFC sensors are currently 
expensive, standard discrete 1.27 cm * 0.95 cm * 0.25 mm PZT sensors are used in this experiment to 
present the concept of continuous sensors. The small size of the PZTs will allow higher frequency 
components of acoustic waves to be measured. The PZT patches sense strain in any direction in the plane 
of the plate. The experiment is performed using a 0.91 m * 1.2 m * 6.3 mm fiberglass panel (Figure 3-23) 
with a continuous sensor. The voltage response caused by a lead break on the panel is shown in Figure 3-
23. The top and bottom traces correspond to the single sensor and the continuous sensor, respectively. 
The high frequency part of the AE is nearly missing in the response of the single sensor, while the 
continuous sensor is able to capture the leading edge of the signal. Capturing the leading edge is crucial 
to identifying the source mechanism because the later part of the signal is dominated by the structural 

Back-to-back LEDs

Infrared laser and LED 
Optical fiber 

Carbon fiber

PZT patches (2) 
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characteristics and may resemble ambient vibration and noise that likely is present in the structure. In this 
case, the continuous sensor is superior to the single sensor for AE detection. Thus, continuous sensors are 
particularly advantageous for monitoring attenuative materials such as carbon or glass epoxy composites. 
 
The acoustic emission amplitude and energy as measured by the AE monitor are shown in Figure 3-24. 
Amplitude comparisons between the continuous sensor (DS) and the single PZT sensor (SS) for three 
different locations of lead breaks are shown. The continuous sensor registered a larger amplitude signal 
and a larger AE energy, as measured by the commercial AE monitoring system. The continuous sensor 
can detect and locate damage within the coverage area of the sensor, but cannot exactly locate the AE 
source because of the continuous nature of the sensor. Unidirectional AFC sensor nodes and 
characterization of waveform types are being investigated to locate the damage source more precisely. 
The maximum number of nodes possible to use in a continuous sensor depends on the resistance and 
shielding.   
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Figure 3-23. Voltage response resulting from a lead break on a fiberglass panel. The 

top curve is for the single PZT sensor; the bottom curve is for the continuous sensor 
with nine PZT nodes 



 3-29 
 

 

 
The experiment with the composite panel showed that the energy levels from AE captured by the 
continuous sensor are considerably higher than for the single sensor. This occurs because damping causes 
high attenuation in composites and high frequency data are lost when the AE source is away from the 
sensor. Testing of complex structures will be performed to optimize the continuous sensor for detecting 
damage on large structures. Algorithms to add intelligence to the sensor based upon wave propagation 
patterns, multiple continuous sensor data fusion, and sensor directionality are being developed. 
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Figure 3-24. Comparison of the energy of the continuous sensor (DS) and a single PZT 
sensor (SS) from a lead break on the fiberglass panel acquired using an AE monitoring 

system 
 
Different piezoceramic materials (Table 3-1) are being tested for use as sensors. In Figure 3-25, three 
patches are bonded to an aluminum panel of dimensions 1.22 m * 1.22 m * 3.2 mm. A monolithic PZT 
patch 2.5 cm * 2.5 cm * 0.25 cm is shown at the top, an AFC patch 13.3 cm * 6.35 cm * 0.13 mm is 
shown in the center, and a PZT patch 5.0 cm * 2.5 cm * 0.13 mm with interdigital electrodes (PZT-IDE) 
is shown at the bottom. The monolithic PZT patch is poled through the thickness and is bi-directional and 
measures strain in both in-plane directions. The AFC and PZT-IDE patches are poled along their length, 
are unidirectional, and measure strain in the horizontal direction (Figure 3-25). The coefficient ( )33d  for 
the monolithic patch poled in the direction in the plane of the patch is about 50% greater than the 
transverse coefficient ( )31d  for the patch poled through the thickness. 
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TABLE 3-1. Piezoceramic Properties 
 

Property Monolithic PZT Monolithic IDE-PZT AFC 
Nominal size 50.8 * 38.1 * 0.38 mm 52.1 * 30.2 * 0.38 mm 133 * 63.5 * 0.2 mm 
Capacitance 100 nF 1.02 nF 4.4 nF 
Piezoelectric 
coefficient 

12
31 10179 −−= xd  

m/V 
12

33 10350 −= xd  
m/V 

12
33 10115 −= xd  

m/V 
Relative 

permittivity 
1800 - 495 

Voltage range +200/-200 +1200/-1200 +2800/-1500 
 
 
 

 

PZT -
AFC -

IDE-PZT -
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waves

 
 

Figure 3-25. Sensor patches: (top) monolithic PZT; (center) AFC; and (bottom) PZT-IDE 
 
 
A pencil lead break is made at the two edges of the aluminum panel in the plane of the plate (Figure 3-
25). The lead break simulates an AE from a crack in the panel. The voltage response of the three patches 
is shown in Figure 3-26 for the lead break at location L1. The signal from the monolithic PZT patch (top 
signal in Figure 3-26) has a peak voltage level of about 0.3 V, and the high frequency content of the 
signal is close to the noise level of the signal. The signal from the AFC patch (center signal) has a peak 
voltage level of about 0.5 V and the high frequency content of the signal is clear. The signal from the 
PZT-IDE patch (bottom signal) has a peak voltage level of about 0.4 V and the high-frequency content of 
the signal is clear. The high frequency part of the signal is from longitudinal vibration, and the lower 
frequency part is from bending vibration of the plate. The higher voltage and better sensitivity to high 
frequency vibration of the AFC and PZT-IDE patches may be due to their unidirectional sensing 
capability and higher d coefficients. Smaller size patches than those tested would normally be used when 
measuring acoustic waves. The voltage response of the three patches was also recorded for the lead break 
at location L3. The signal from the monolithic PZT patch is larger at the beginning of the wave and then 
smaller when the bending waves arrive, as compared to the other sensors. The testing in two axes 
indicates that the unidirectional AFC and IDE sensors are more sensitive to longitudinal and bending 
acoustic waves in their fiber axis direction than monolithic sensors. The unidirectional sensors also were 
able to measure vibration transverse to their fiber axis because of the Poisson ratio effect in the 
aluminum panel. 
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Figure 3-26.  Waveforms from patches, lead break in-plane at location L1 of panel 

 
 
Proof Testing of a Wind Turbine Blade 
 
The testing reported here was an exploratory study in which the evolving damage to a blade was 
monitored using piezoceramic patch actuators and sensors during a structural proof test. The full test is 
described in [59]. The wind turbine blade is a composite construction and a static proof test was being 
performed to verify the design of the blade. Stress wave propagation data related to damage progression 
as the blade was loaded was collected without interfering with the static test. The objective was to 
determine if damage occurring to the wind turbine blade during the test loading cycle could be detected 
by propagating stress waves through critical sections of the blade. Stress wave parameters were 
compared to identify damage as the loading was increased. This may be the first structural health 
monitoring testing performed on a full wind turbine blade during loading using the stress wave 
propagation technique. Details of the testing are described next. 
 
The approximate shape of the blade and the locations of the six PZT patches bonded to the blade are 
shown in Figure 3-27. The blade is 9 m (29.5 ft.) long with a maximum chord width of 1035 mm (40.7 
in.). The detailed locations of the PZT patches are shown in Figures 3-27(b) and 3-27(c). The patches 
were bonded using a standard strain gauge bonding procedure using the strain gage adhesive. The cross-
sectional geometry of the blade is shown in Figure 3-28. The blade consists of a shear web, unidirectional 
spar caps, a high-pressure skin section, a low-pressure skin section, and balsa wood coring, as shown in 
Figure 3-28. The high- and low-pressure skin segments refer to the pressure used in the molding process 
for the respective skin segments. The skin is fabricated in segments and assembled by adhesive bonding 
to form the blade. The spar cap regions around the axial locations of 37.5% and 72% of blade length 
were expected to be the critical regions based on testing of earlier blades, so these regions were 
monitored using stress wave propagation. The PZT patches were bonded approximately above the top 
spar caps on the blade skin.  
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The blade was loaded using a four-point whiffle tree arrangement, by which a single point load applied 
through a calibrated load cell was divided into four individual loads applied at axial locations 
corresponding to 50%, 65%, 80%, and 90% of length measured from the root end. Four whiffle tree load 
saddles were mounted on the blade at the corresponding load locations. PZT patches [71] were used for 
transmitting as well as receiving the stress waves. The patches were 0.8 * 0.4 * 0.025 cm. They were 
installed only on the top surface of the blade (subjected to compression during the static loading cycle) 
with their 0.8-cm length oriented in the chordwise direction of the blade. Because the PZT patches were 
not expected to survive the high tensile strains seen on the lower side of the blade, no patches were used 
on that surface. The PZT patches were used in the test because they are low cost. A different 
piezoceramic sensor that is conformable and withstands higher strain, such as an AFC patch, will be used 
in the actual field turbines on both surfaces of the blade. The PZT patches were located approximately 
above the shear web and the unidirectional spar cap on the top surface (compression high-pressure side) 
of the blade. Therefore, it is likely that the stress wave responses will be most sensitive to the damage 
initiating in the spar cap and the skin above the spar cap. The balsa wood bonded to the low-pressure 
section of the skin attenuates the stress waves significantly. The stress waves were generated and 
monitored using a portable instrumentation system built of commercial components (Figure 3-29). 
Signals were generated using an arbitrary function generator. These signals were amplified using two 
single channel power amplifiers and then used to excite the transmitting patches T1 and T2 (Figure 3-27).  
 
Two receiving patches were located on either side of these transmitters. The distance between the 
transmitters and receivers was based on the space limitations between the whiffle tree load saddles and 
the expected failure locations. Because of the constraints imposed by the loading arrangement, the 
distance between the transmitters and receivers at the two locations was different. The signals received 
from the patches R1 to R4 were digitized using a digital oscilloscope, and downloaded to the hard drive 
on a laptop computer. The oscilloscope was set to start the waveform acquisition based on reaching the 
trigger level of the response in channel 1 for receiver R1. For this static proof test, 30 strain gages and 20 
acoustic emission sensors were mounted on the blade. Some strain gage data were used in interpreting 
the stress wave results. 
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(a) Plan view of the blade showing PZT locations 
 

 
(b) transmitters and receivers in region A 

 

  
(c) transmitters and receivers in region B 

 
Figure 3-27. Wind turbine blade plan view geometry and PZT patch locations 
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Figure 3-28. Wind turbine blade cross-sectional geometry and PZT patch locations 
 
 

  
 

 
 

Figure 3-29. Field portable Structural Health Monitoring Instrumentation 
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Test Results 
 
Different types of stress wave signals were evaluated before the actual test by transmitting these signals 
across the test section using the bonded PZT patches. Different frequencies and burst lengths were used. 
Frequencies ranging from 1 KHz to 20 KHz were examined. Based on these initial experiments, and to 
keep the comparison of signals at different frequencies simple, we decided to use tone bursts lasting 7 to 
10 complete sine wave cycles. We then plotted the signals received corresponding to the undamaged 
blade at various frequencies using tone bursts with 10 cycles. The transmission distance at region A is 
nearly double the transmission distance in region B, and the cross-section of the blade at region A is 
much larger than at region B. This causes the signal amplitude at region A to be smaller than the signal 
amplitude at region B. When the signal frequency is increased from 3 KHz to 10 KHz, there is a decrease 
in the signal amplitude. This occurs because for a given power input, the vibration displacement 
amplitude of a structure decreases with frequency, except at resonant frequencies. Further, the received 
tone bursts have distorted waveforms, and the level of distortion varies as a function of the frequency. 
This happens because more than one mode can be excited and there is dispersion in propagating waves 
where the higher frequency waves can travel faster than the low-frequency waves. In this experiment, a 
rectangular window and a sine wave were used for excitation, and we chose the excitation frequency to 
give sufficient amplitude of response at the receivers. During the load cycle, only a few seconds would 
be available to stop the load and obtain the stress wave readings. For this reason, we decided to use a 
tone burst containing 7 cycles at 5 KHz.  
 
Tone bursts containing 7 cycles at 5 KHz were obtained during the test at load levels ranging from zero 
load to 4,500 lb. The waveforms corresponding to the four sensors were plotted at different load levels. 
The deformed shape of the blade during loading is shown in Figure 3-30. The blade failure occurred at an 
axial location of about 37.5% from the root end, near the transmitting patch T1. The maximum load 
reached was about 5,500 lb. Figure 3-31 shows the location of the failure in the blade. The buckling 
occurred near T1 between T1 and R1 in Figure 3-27(b). No apparent damage was seen at any other 
location on the blade length. Because the objective of the blade health monitoring using stress waves was 
to track the evolving damage, an independent measure of damage as well as the damage location would 
be very useful. With no other means of quantifying the evolving damage in the blade available, the strain 
gage data in the neighborhood of the transmitters T1 and T2 were examined. These data showed some 
nonlinearity in the load strain plot from about 2,500 lb. load. However, significant deviation from linear 
response in the strain data occurred at 4,000 lb. These strain data might also be used as an indicator of 
damage because the strain gage in this case is at the damage site. Because strain is a very localized 
measurement, in general a large number of strain gages would be required to monitor a structure for 
damage. This is in contrast to the stress wave technique that uses wave propagation through the structure 
to detect damage using a small number of channels of data acquisition. 
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Figure 3-30. Deformed blade during loading 
 
 

 
 

Figure 3-31. Failed blade viewed from the root end 
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We will now discuss the test results and relate them to damage evolution. The stress wave amplitudes 
from sensors R1 to R4 were examined at the no load condition (Figure 3-32) and at different load levels 
(Figure 3-33). Because the oscilloscope sweep of all four signals (R1 to R4) is triggered at the same 
instant, we were able to compare the relative time of arrival of the four signals. The amplitude and the 
waveform of the stress wave signals changed as the load level was increased, with the maximum changes 
occurring near the failure of the blade. Significant changes in the amplitude were seen in receivers R1 
and R4 at the 4,000 lb load. For receivers R2 and R3, the amplitude remained the same or slightly 
increased with the load level. For receiver R1, as seen in Figure 3-33(a), when the load level was 
increased to 4,000 lb, the time of arrival of the second peak after the trigger point is delayed. However, 
subsequent peaks did not show additional delays. Similar shifts are also seen in signals from the other 
three sensors, but the maximum shift occurred for sensor R2. Hence, this exploratory test indicated that 
stress wave parameters are sensitive to the evolving structural change or damage occurring in the blade.  
 
Because the geometry of the blade and the stress state in the blade were also changing (as a result of 
bending) during the test, this will have some effect on the stress wave propagation. The waveforms show 
a phase delay in all receivers. However, the delay goes to zero after about 1 ms for receiver R1. This may 
be due to a reflection of the wave from transmitter T1 at the root end of the blade and the combination of 
the transmitted and reflected signals at receiver R1. The other three receivers have load saddles outboard 
of them. The load saddles have foam against the blade that attenuates the stress waves and they do not 
reflect. Thus their phase delay remains for the entire signal period shown. The stress in the actuators and 
sensors was also changing with loading and will have some effect on the wave sensing. As the blade 
curvature increases, the preload strain in the PZT patches will increase. This may require that a larger 
signal level of the excitation signal reach the receiver patches to trigger the data acquisition, which may 
cause a phase change in recording the waveforms. The effects mentioned above must be verified by 
further modeling and testing. As a cantilever bar becomes curved, it will become stiffer. The lower 
natural frequencies of the bar will increase with curvature [72], and the wavelength of the modes will 
decrease. The velocity of propagation of flexural waves in a bar increases with decreasing wavelength up 
to a point at which it becomes constant [73]. This indicates that the wave speed would increase or stay 
the same as the blade increases in curvature. However, this effect must also be verified. To partly 
compensate for the curvature effect, the experimentation is done at high frequencies. Also, an exciter 
patch is used with two outboard receiver patches equally spaced from the generator patch. Comparison of 
the responses of the two receiver patches will indicate any nonsymmetric damage about the generator 
patch. This approach can propagate waves long distances and damage can be detected using a small 
number of patches and channels of data acquisition. Also, experimentation by loading and reloading the 
blade can quantify the effect of blade curvature, and wave propagation signals can be saved for different 
load levels. The geometry and stress effects may then be removed from the waveforms, leaving the 
damage effects. 
 
There are multiple paths along the blade (which is a closed tube) for the propagation of the stress waves. 
The shortest distance for wave travel between the transmitters and the respective receivers is on the 
surface of the blade. Hence, changes occurring in the material properties between the transmitter and 
receiver are likely to have the greatest effect on the received signals. The balsa wood bonded to the low-
pressure skin of the blade is highly attenuative and stress waves are not expected to travel very far 
through the low-pressure skin. The high-pressure skin, spar cap, and shear web are in the vicinity of this 
propagation path, and changes occurring to these components are likely to affect the received signal 
characteristics. In this exploratory study, changes in signal amplitude and relative phase were seen in the 
received signal, particularly near the final failure of the blade. However, these empirical observations 
need to be substantiated with additional detailed experiments and analysis. One likely precursor to the 
final failure mode is local buckling of the shear web. If this is the failure mode, it may be advantageous 
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to monitor the shear web directly by bonding patches on it. A damage detection analysis is performed in 
the next section to provide a metric for evaluating damage in the blade. 
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Figure 3-32. Waveforms for the no load condition 
 
 
 
 
 
 
 
 
 
 



 3-39 
 

 

 

  
 

Figure 3-33. Sensor waveforms during different load levels; (a) sensor R1, (b) sensor R2, 
(c) sensor R3, and (d) sensor R4 

 
 
Blade Damage Detection Analysis 
 
Damage detection algorithms are used to measure the evolution of the damage. Before computing the 
damage detection indicators, damage can be observed by comparing the four receiver waveforms at 
different loads. The significant changes in phase and amplitude indicate that the structure has changed. 
Different methods including the resonant comparison, variance, and wavelet methods were investigated 
for damage detection. The model-independent resonant comparison method is shown here to predict if 
damage had occurred to the blade. In this approach, the exciting actuator is located at the center of a 
symmetric region, and the sensors are symmetrically located on either side of the actuator to measure the 
response. Any unsymmetrical damage growing in this region could be identified from a comparison of 
the signals from the two sensors. The method compares responses of symmetrically placed sensors at 
resonance to detect damage using minimal historical data from the healthy structure. The method is used 
here with a tone burst input.  
 
The damage indicator values computed (Table 3-2) are 96.012 =d  and 06.034 =d . These values 
indicate a significant change in the structure resulting from damage and the change in geometry 
(bending). This damage indicator is based on the change in the peak amplitude of the difference in the 
response of pairs of receiver patches. A large change (damage) occurs for receivers R1 and R2, and a 
small change (damage) occurs for receivers R3 and R4. In future blade testing, more time must be 

(a) 

(c) 

(b)

(d)



 3-40 
 

 

allocated for performing a detailed pre-test survey of the wave propagation characteristics of the blade 
with the load saddles attached to help interpret the SHM results.  
 

  
Table 3-2. Resonant Comparison Results for the Sensors in Regions A and B 

 

No        
load

4000 lb 
load

Damage 
indicator

No        
load

4000 lb R3, 
4500 lb R4 

Load

Damage 
indicator

0.46 0.90 0.96 1.67 1.57 0.06

Sensors R1-R2 Sensors R3-R4

Resonant comparison of symmetrically located sensors-damage based 
on peak amplitudes

 
 
The purpose of the blade proof test was to determine the static strength of the blade. Thus, unloading and 
reloading the blade to correlate damage levels with stress wave characteristics was not possible. 
Considering an initially straight beam in bending, as the curvature increases the beam becomes stiffer and 
the natural frequency increases, the wavelength of the modes remains the same or decreases with 
increasing frequency, and the velocity of propagation of flexural waves in a beam increases with 
increasing frequency. The natural frequency equations depend on stiffness and not stress for an elastic 
material. The results obtained show that the peak amplitudes of the stress waves change with increasing 
loading until the blade fails by buckling. The percentage change in the difference in amplitudes of 
symmetric receiver sensor amplitudes is greater near the damage area than away from the damage area. 
Thus the damage indicator seems to be sensitive to damage, although the stress waves also change due to 
the loading and curvature of the blade. Testing and modeling of simple bars will be done to quantify how 
the curvature and stress in the blade and sensors affects the wave propagation.  
 
Blade Post-Failure Analysis 
 
It is of interest to determine the failure origin in wind turbine blades so that redesign for increased 
strength can be done confidently. It is not possible to trace fracture origins on failed composite material 
parts as one would do with many homogeneous materials [2]. Neither is it possible to distinguish fatigue 
fractures from static overload cases. Only in the case of stress corrosion cracks is fractography analysis 
useful. Generally, some combination of detailed stress analysis (like finite element analysis) and/or 
careful observation during the test, before failure, is necessary.  
 
Although typical fractography analysis cannot be applied, some information on the failure mode of the 
blade was gathered from the cross-section of the blade at the failure location (Figure 3-34). Figure 3-34 
shows the cross-section of the blade on the root side of the failure location shown in Figure 31. Figure 35 
shows the cross-section of the shear web. Of particular interest is the shear web, because failure of the 
blade shown in Figure 3-31 was likely preceded by buckling of the shear web. Several features may be 
noted in Figure 3-35. The channel-shaped web section is damaged. Delaminations between layers are 
evident in the cross-section of the web, both in the top of the vertical portion and in the top flange. The 
web portion of the channel section that is expected to be straight and normal to the base has a bent 
portion at the top. Because the adhesive bond between the web and top skin of the blade is still 
undamaged, it appears that the bend in the web section was present in the as-fabricated blade. Such 
deviations in the geometry and alignment are likely to reduce the buckling strength of the blade. The 
delaminations in different parts of the web can also be seen in the side views of the web, as shown in 
Figure 3-35 as bright patches. The buckling of the web likely causes these delaminations. Figure 3-35 
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shows wider damage to the web beyond the delaminations. There is a difference in the translucency in 
the web as indicated by the difference in the shades between the two regions. The portion of the web 
having the lighter shade became less translucent probably because of the appearance of microcracks in 
the web that resulted from the buckling of the shear web. Figure 3-34 also shows the leading edge of the 
blade. The complete separation of the top and bottom portions of the leading edge of the blade is evident. 
The lack of penetration of the crack into either of the two parts suggests the bond is the weak link 
between the two surfaces. Changes in the web and bond design may increase the buckling strength of the 
blade, but the manufacturing and cost implications of the changes are not considered here.  
 
The different types and locations of damage occurring in a wind turbine blade could be determined by a 
SHM sensor system integrated inside the blade. This would provide information useful for preventing 
catastrophic failure of the blade and for redesigning weak areas of the blade. As an example, a sensor 
integrated in the shear web in Fig. 3-35 could detect the start of delamination. 
 
 

 
 

Figure 3-34. A segment of the blade adjacent to the buckling region 
 
 

  
 

Figure 3-35. Enlarged view showing delaminations in the web and flange part of the 
channel section at the top and bottom, and relatively opaque and translucent regions 
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Discussion of Blade Testing 
 
In a preliminary investigation, we monitored structural damage occurring to a wind turbine blade during 
the loading cycle through propagating stress waves. Bonded PZT patches were used for generating and 
receiving the stress waves. The wind turbine blade failed by local buckling at 37.5% blade length 
measured from the root end, at a load level of 5,500 lb. Because of the constraints imposed by the 
required minimum loading rate specified for this test, readings were obtained only up to a load level of 
4,000 lb. for two of the sensors and 4,500 lb. for the other two sensors. Of the four sensors, the signals 
from receivers R1 and R2 showed the largest changes in the stress wave parameters. The R1 and R2 
sensors were located across the damage region. These sensors were able to identify the occurrence and 
bound the location of the structural change or damage. Hence, stress wave propagation appears to have a 
promising potential for the detection of evolving structural changes or damage in composite structures 
such as wind turbine blades. A postfailure analysis of the blade indicated that changes in the web and 
bond design may increase the buckling strength of the blade.  
 
A SHM sensor system integrated inside the blade would result in improved sensitivity and could identify 
the different types and locations of damage occurring in a wind turbine blade. This would provide 
information useful to prevent catastrophic failure of the blade in operation. It would also be a valuable 
tool for understanding the failure process during laboratory tests for advanced wind turbine blade 
development. Based on what we learned in the testing described in this report, here are some 
recommendations for further steps in the development of the intelligent blade: 
 
• Laboratory tests on simpler structures such as plates under compressive loading should be performed 

to verify the sensitivity of the propagating stress waves to structural damage, buckling, and geometry 
changes caused by buckling. The PZT patches could be optimized to launch stress waves of 
appropriate frequency. The effect of high stresses on the sensors must also be evaluated, as the PZT 
patches can fail in high-stress regions. 

 
• A number of changes in the signal shape and the data acquisition procedure could be made to 

increase the accuracy and depth of information gathered during the experiments. This includes 
triggering the data acquisition by the transmitted signal, using rising and falling tone burst signals, 
optimizing the excitation frequency to minimize dispersion of the waves, and optimizing the sensor 
spacing and size.  

 
• A neural sensor is being developed using AFC material and this should be tested. This sensor is a 

continuous distributed sensor that can be used for active interrogation or passive listening for 
damage. The large coverage of this sensor would furnish a closer indication of the damage location. 

 
• The SHM sensor should be embedded within a blade during manufacture, and the blade should be 

tested to failure. The sensor design should be optimized and another blade with the embedded sensor 
should be built, put into the field, and monitored in real time. The AFC sensor can be integrated into 
the blade without affecting the strength or stiffness of the blade. 
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Development of an Intelligent Blade 
 
The intelligent blade will have the functions of real-time SHM and damage detection, providing 
information that can be used for load regulation to reduce fatigue damage or to mitigate the effects of 
damage. The approach we considered uses an attached or embedded neural system to continuously 
monitor the blade during operation. Blade strains, wave propagation, and/or AE are monitored. This 
results in real-time information that can be used to automatically regulate blade loading through the 
generator field, brake, ailerons, or other devices to prevent fatigue of the blade and to increase wind 
capture. Optimal approaches for SHM have been developed in this project and a patent is pending on a 
“Sensor Array System.” Continuous sensor modeling, simulation, and experimentation has been 
performed. This section outlines the research to build and field test an intelligent blade.  
 
The neural system will be developed as a continuous sensor system that mimics a biological nervous 
system. The sensor system will consist of an array of autonomous unit cells, each having several sensing 
elements and a neural processor capable of detecting and quantifying damage in its neighborhood. In 
addition, each of these neural processors will be capable of bi-directional communication with a central 
processor over a digital data bus. Conformable PZT fibers will be used to form the distributed sensor 
elements. Key to the feasibility of the neural sensor is the recent development at NCA&T State 
University of a new continuous sensor technology that has been demonstrated to make AE monitoring 
practical on a large scale. This sensor concept can reduce the number of signal processing channels by an 
order of magnitude while simultaneously improving the sensitivity and bandwidth. Further, the neural 
cells lend themselves to embedding in structural composites that are likely to benefit most from health 
monitoring technologies. This continuous highly distributed sensor system can monitor large components 
with a single digital data bus, eliminating the bulky cables and greatly reducing the hardware and 
communication needs for a field-deployable health monitoring system for wind turbines.  
 
Sensory Signal Processing in Biological Neural Systems 
 
The nervous system enables a living organism to sense the environment and respond appropriately. This 
system is exceedingly complex, with a large number of components and an extremely large number of 
interactions among these components. We will describe briefly the architecture of the neural system, how 
the system processes information, and how its principles can be applied to SHM. Because our interest is 
in sensory information, we will focus on how the neural system processes such information. Later, we 
would also extend our analysis to study how the system responds to this information. 
 
The structure of neural systems is discussed next. A typical neural system consists of a large number of 
relatively few types of nerve cells or neurons (Figure 3-36a). For example, a mammalian brain has 
billions of neurons. Simpler neural systems have fewer neurons (Figure 3-36b), as few as tens to 
hundreds. All these systems exhibit the ability to process complex information. Neurons are cells that 
have all the structures common to all living cells. They have a nucleus and other cell organelles, and they 
are delineated from the environment by a cell membrane. Information transfer in the neurons occurs at 
the level of the membrane by means of electrical signals that propagate along the membrane without 
attenuation. Although the mechanism of generation and propagation of this signal (called an action 
potential) is known, a detailed description of this process is not germane to this discussion. It suffices to 
note that the neuron is an electrical device with multiple analog inputs (called dendrites) and a digital 
output (called an axon). We can visualize the neural system in terms of levels of organization. The 
system is arranged hierarchically (Figure 3-36c). At the top is animal behavior, mediated by systems and 
pathways in the brain; these systems are made up of centers and local circuits, which in turn are made up 
of neurons. Neuronal activity (action potential) is initiated by microcircuits of synapses. Synapses are 
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actually chemical connections that result in ion channel regulation and local changes in membrane 
potential. 
 
We can also think of the neural system in terms of levels of information processing. It is obvious that the 
further we move into the system from the input, the higher the level of information processing. Taking 
the visual system as an example, the retinal ganglion cells respond to the local intensity of light; this is 
the information processed at this level. But at the level of the visual cortex (the area of the brain that 
deals with stimuli from the eye), cells respond, for example, to oriented bars of light. This information 
has to do with large areas within the field of vision of the animal. In the primate brain, 25 areas have 
been identified that predominantly or exclusively process visual information. The information from each 
area of the retina is fed into all these areas. For the purpose of SHM, we can consider the following 
properties of a neural system: 
 
• Information proceeds through the system through different levels (hierarchies) 
 
• Information is processed at each level; the level of processing is higher the farther away from the 

input 
 
• Information is synthesized at each level, and a decision is made as to what is sent forward to the next 

level 
 
• The system has mechanisms for noise suppression. 
 
The above insights into human neurobiology are used to develop sensory intelligence in structures by 
creating artificial systems of neurons with simulated dendrites, axons, and synapses. The neural 
composite material mimics the biological nerve cells that are designed for one special function: the rapid 
processing and transmission of information over long distances. The basic mechanisms and architecture 
responsible for neuron activity are idealized using engineering materials to produce continuous 
distributed nerves for composite materials. The generalized neuron (Figure 3-36) is a biological cell 
whose morphology is designed to receive many inputs, produce a single output, and have that single 
output rapidly distributed to one or more other neurons. The neuron axon is analogous to an electrical 
transmission line with a transverse time varying negative resistance element in parallel with a high 
capacitance. The equations describing the propagation of neuron action potentials derive from the 
classical equations for wave propagation along electrical transmission lines. The basic mechanisms and 
architecture responsible for neuron activity can be modeled using neural network analysis and replicated 
using engineering materials. This is described next. 
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(a) The generalized neuron         (b) The visual cortex 

 
(c) Levels of information processing in man 

 
Figure 3-36. The biological nervous system 
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Neural Composite Materials 
 
AFC patches (Figure 3-37), PZT ribbons (Figure 3-38), and integrated circuits and components will be 
used to model the human nervous system. A neural unit cell (Figure 3-39) is the basic unit of the sensor 
system and local signal processor modules, a digital data bus, a transducer bus controller, and a 
centralized processing unit (CPU) to form the structural monitoring and control system. To develop the 
neural system for wind turbine blades, we propose a collaboration among NCA&T State University, a 
biophysics professor at the University of North Carolina at Greensboro, and a sensor manufacturer. 
 

 
 

Figure 3-37. AFC actuator/sensors (5.25 * 2.25 * 0.08 in.) 
 
 

 
 

Figure 3-38. Active fiber composite to model nerve dendrites (five PZT ribbons AR = 3:1, 
w = 450 microns, t = 150 microns, photo courtesy of Continuum Control Corp. and 

CeraNova Corp.) 
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Figure 3-39. Modeling the human nervous system using engineering materials 
 
Figure 3-40 shows a concept blade that can function passively or actively. The electronic components of 
the sensor system can be developed by a sensor manufacturer using currently available technology 
(Figure 3-41). The neural system will be able to sample dynamic strains and detect acoustic emissions. 
The algorithms to do this are being developed and tested using large-scale instrumentation. The 
algorithms are based on the superposition principle of the Fourier transform, analog filtering, 
thresholding, triggering, and waveform parameter extraction methods. Most of the signal processing will 
be done locally within the transducer bus interface module (TBIM), and information on the blade 
condition will be sent to the CPU at regular intervals. Some functions of the TBIM will also be remotely 
programmable. The procedure for extracting an AE signal from the continuous sensor follows. Consider 
the signal output from the continuous sensor csf  as a sum of the signals from all the N sensor nodes 
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the frequency content of the output from the continuous sensor is the sum of the frequency content from 
all the individual sensor nodes. Thus, all the high frequency AE information will be contained in the 
response of the continuous sensor. The sensor nodes in the neighborhood of the AE location will receive 
the AE signal and the remaining sensors will not. Analog filtering will remove the low-frequency content 
and then triggering and thresholding can be done to extract the pertinent features of the AE signal. The 
signal without filtering can be monitored to detect high dynamic strains in the blade. This information 
can possibly be used to predict the remaining fatigue life of the blade using the fatigue data in [1]. 
 
The intelligent blade could be coupled to a remote monitoring station that would log health information 
from the wind turbine. An approach has also been outlined to make the intelligent blade autonomous. The 
PZT nerves are already self-powered, and the AFC material can also be used for micropower generation 
to power the TBIM for signal processing. Wireless transmission of the reduced health information could 
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simplify the health monitoring system. We estimate that a passive health monitoring system will require 
about 1 W of power per TBIM unit cell to operate. Thus each blade might require a few watts of power 
generation. This could be achieved by harvesting strain energy in the blades produced by the gravity 
moments and the wind loading. The cost of development of the neural system would be leveraged by 
different agencies and applications that can use this technology, including the Army and NASA. The 
improved reliability, reduced maintenance, and increased wind capture would make the intelligent blade 
cost effective. 

.  
 
 

 
 
 

Figure 3-40. Concept for the intelligent blade 
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Figure 3-41. TBIM block diagram and transducer bus controller (TBC) and computer 
interconnection (figure courtesy of Endevco Incorporated) 

 
 
Conclusions 
 
Modeling, simulation, and experimentation have shown the feasibility of detecting damage in composite 
structures using different sensor types and algorithms. The algorithms developed in this work are based 
on detecting damage using a minimum number of channels of data acquisition. In developing the 
algorithms we considered the cost, the large size of the blades, and the fact that the system must operate 
from 10 to 30 years. Vibration-based methods were developed first, which give a more global measure of 
the health of the structure using a small number of sensors. Wave propagation methods were then 
considered for detecting small damages. Active and passive interrogation methods were considered. The 
active methods require extra hardware to generate diagnostic signals, and they can be used when the 
turbine is operating or stopped. Active methods require storage of pre-damage healthy data. Passive 
methods sense high strains and listen for AE resulting from damage. The passive methods require greater 
spatial coverage of the structure with sensors. 
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Health monitoring using distributed AFC sensors is thought to be a very practical technique. Vibration, 
AE, and strains can be measured using the distributed sensors. We introduced and discussed a concept 
for an intelligent blade that uses AFC materials and microelectronics to mimic the biological nervous 
system. Testing of continuous sensors showed that they were capable of detecting AE on large composite 
structures and simultaneously reducing the number of channels of data acquisition by an order of 
magnitude. The intelligent blade could be developed in a follow-on phase project. Both a blade 
manufacturer and Sandia Laboratory are interested in participating in the development of the intelligent 
blade.  
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