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1 Executive summary

The subcontract XAF-8-17607-04 was focused on the understanding of precipitation of metal
impurities in silicon, dissolution of the precipitates, their recombination properties, and passivation in
order to gain a fundamental physical understanding of the impact of transition metals on solar cell
efficiency. In particular, we wanted to get insight in the nature of gettering-resistant sites. These sites
are often found in defect clusters in mc-Si, detrimental to mc-Si solar cell efficiency. It is known that
these sites contain transition metals, which cannot be easily removed by gettering. This understanding
is a key to developing efficient gettering and passivation techniques necessary to improve
multicrystalline solar cell performance. Two metals, copper and iron, were studied in detail. These
two metals were chosen because they are often mentioned as major metal impurities in photovoltaics.
Additionally, they are good representatives for the whole group of 3d transition metals, which consist
of the fast diffusing metals (which include Cu, Co and Ni) and the slower diffusers, such as Ti, V, Cr,
Mn, and Fe.

The results of our work were presented at the 1999-2001 NREL workshops, NCPV program
review meeting, and 2001 E-MRS meeting. They were published in over 30 articles in scientific
journals and conference proceedings.

The major results and deliverables of the subcontract can be summarized as follows:

1. The theoretical basis of Transient Ion Drift, a novel technique for
detecting interstitial copper in silicon, was developed by solving a system of
coupled differential equations which describe diffusion and drift of copper
in depletion regions of inverse-biased Schottky diodes. The results of these
theoretical studies enabled us to quantitatively interpret the capacitance
transients, observed in Transient Ion Drift Measurements [1]. TID was one
of the major experimental techniques which were used for studies of Cu in
silicon on the following stages of the subcontract.

2. The intrinsic and effective diffusion coefficient of copper in silicon were
determined using the temperature-dependent Transient Ion Drift technique
[2]. It is shown that the data of Hall and Racette [3], which were used for
modeling copper diffusion in silicon for almost 25 years, underestimate the
intrinsic copper diffusivity at room temperature by 3 orders of magnitude.
Our data indicated that the intrinsic and effective diffusion coefficients of
copper are given by the following equations:

Dy = (3.0+0.3)x107* x exp(—w
kT

) (cm?/s)
3x107* xexp(—2090/T)

0 (cm2 /s)
14+2.584x10 7" xexp(4990/T)x(N,/T)

Deff =



where}temperature T is measured in Kelvin and the boron doping level, N,
incm".

This result shows that copper can easily diffuse through the thickness of
a solar cell within a few hours at room temperature.
The unexpectedly high diffusivity of copper at room temperature enabled us
to explain the poor stability of point defects of copper [4, 5]. The kinetic
barrier for dissociation of complexes of copper with other defects and
impurities in silicon consists of two components, equilibrium binding
energy of the complex, and the diffusion barrier which interstitial copper
has to overcome to dissociate the complex. Since the diffusion barrier of
interstitial copper (0.18 eV, [2]) is much lower than the diffusion barrier of
the other transition metals (e.g., 0.67 eV for iron, [6]), the total kinetic
barrier for dissociation of Cu complexes is also much lower than that of the
other metals. Therefore, most copper complexes easily dissociate at room
temperature, thus allowing copper to diffuse towards more stable sinks,
such as copper precipitates or the wafer surface.
In collaboration with the group of Prof. W.Schréter from the University of
Gottingen (Germany), the microscopic structure of copper-precipitates
in silicon was investigated by Transmission Electron Microscopy and was
correlated with the electrical properties of the precipitates [7]. It was found
that copper precipitates form defect-like states in the upper half of the
silicon band gap, between approximately E -0.15 eV and E_-0.35 eV. The
charge state of the precipitates depends on the Fermi level position in the
sample. In p-type silicon, where the Fermi level position lies below the
electroneutrality level of the precipitates at approximately E_-0.2 eV, the
precipitates are positively charged [7, 8]. In n-type silicon, where the Fermi
level lies at or above the electroneutrality level, the precipitates are either
neutral or negatively charged. This finding was instrumental in
understanding the kinetics of copper precipitation and recombination
properties of copper precipitates (see below).
EBIC and SPV measurements of the samples with high density of copper-
silicide precipitates revealed their extremely strong recombination activity
[9]. We suggested that the defect band, which is located close to the midgap
position, provides an efficient recombination channel for minority carriers.
Additionally, the positive charge state of copper-silicide precipitates in p-
type silicon attracts the minority charge carriers by creating a depletion
region around the precipitate and increasing the minority carrier capture
cross-section for electrons (minority charge carriers in p-Si) to a value
greater than the actual size of the precipitate. Since the DLTS spectra of
copper-precipitates are extremely wide, their amplitude does not give a
straightforward estimate of the actual concentration of copper precipitates.
Our estimates showed that the DLTS signal of Cu precipitates may drop
below the detection limit at a concentration of copper precipitates which is
still sufficient to limit the diffusion length to 30-50 um [7, 10]. Of course,
this applies to any type of precipitate, and may explain why DLTS and
MCTS measurements performed on mc-Si by a large number of workers



never revealed deep traps in concentrations adequate to account for the low
values of the minority carrier diffusion length.

The electrostatic model of copper precipitation in silicon was suggested
and confirmed experimentally [11, 12]. It was shown that precipitation of
copper in the bulk of the wafer is unlikely at low copper concentrations
because of the large nucleation barrier for the formation of Cu precipitates,
which is due to (i) strong compressive strain, caused by large volume
expansion [13] during the formation of copper silicide, and (i1) electrostatic
repulsion between the positively charged Cu-precipitates and the ionized
interstitial Cu," [11, 12]. The charge state of copper precipitates is
determined by the Fermi level position, which depends on the concentration
of shallow acceptors (boron) compensated by shallow donors (mainly
interstitial copper). If the interstitial copper concentration exceeds the boron
concentration, conductivity type inversion occurs. As soon as the Cu,"
concentration becomes sufficient for the Fermi level to exceed the electro-
neutrality level of the precipitates at approximately E -0.2 eV [7, 12], the
charge state of copper precipitates changes from positive to neutral or
negative, and the electrostatic precipitation barrier disappears or even
changes sign to attraction. This facilitates nucleation and growth of multiple
Cu precipitates in the bulk of a sample. In n-type silicon, a much lower Cu
concentration is required to initiate nucleation of the precipitates since the
Fermi level is close to the electro-neutrality level even for very low copper
concentrations.

This result implies that copper precipitates are more likely to be
observed in the n-type areas of solar cells than in p-type areas. Formation of
Cu precipitates in the area of the p-n junction may shorten it and decrease
the overall efficiency of the cell [14].

The electrostatic barrier for copper precipitation was also observed in the
studies of the impact of copper contamination on minority carrier
diffusion length, where an increase in the effective density of
recombination sites by several orders of magnitude was found at copper
concentrations which, according to the electrostatic precipitation model, are
required to initiate its efficient precipitation in the wafer bulk. In n-type
silicon, the dependence of the effective density of precipitation sites on Cu
concentration was nearly linear; however, the slope of this dependence was
less than unity, indicating that the recombination activity of copper in n-Si
is due to complexes consisting of at least several copper atoms. We
concluded that low levels of copper contamination will not have a
pronounced effect on minority carrier diffusion length in p-type silicon and
hence will not significantly limit the cell efficiency (aside from the
formation of Cu precipitates in th n-type areas of the cells, mentioned
above). The availability of heterogeneous precipitation sites for copper
(oxide precipitates) had a mild effect on the effective density of copper-
related traps.

A weak passivating effect of copper was observed in p-type silicon at low
copper concentrations. This effect was explained by a defect reaction
similar to the reaction involved in hydrogen passivation, i.e., by the
formation of complexes of Cu, with recombination active defects with a
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lower recombination activity than that of the defects before passivation.
Although it is very unlikely that Cu passivation can replace hydrogen
passivation, experiments with copper can be used to better understand the
mechanisms of hydrogen passivation in solar cells, and vice versa.

X-ray microprobe absorption spectroscopy studies of copper
precipitates in multicrystalline silicon did not reveal any phase other than
copper silicide [15, 16]. The studies of the thermal stability of copper-
silicide precipitates by the same technique showed that these precipitates
can be fairly easily dissolved, although their dissolution kinetics was found
to be somewhat slower that expected.

Study of the thermal stability of iron-silicide precipitates showed that
these precipitates cannot be gettering resistant defects since they can be
easily dissolved within less than a minute at temperatures above 800°C.
Therefore, metal-silicide precipitates, which can be extremely
recombination active, are unlikely to form gettering-resistant sites in solar
cells.

An extensive study of the literature data on iron in silicon [6, 17] showed
that there are indications that iron may react with the dissolved oxygen by
forming iron oxides and iron silicates. Studies of the chemical nature of
metal precipitates in multicrystalline silicon, performed in collaboration
with S.A.McHugo at the Advanced Light Source [15] confirmed that
multicrystalline silicon indeed contains clusters of gettering-resistant iron
oxides and silicates. These clusters may be responsible for dissolution-
resistant metals-related intragranular defects, found in bad grains of mc-Si
in the earlier studies of our group.

The feasibility of application of the u-XRF technique for characterization
of fully processed solar cells without any chemical cleaning or surface
preparation was demonstrated. It was shown that the topography of the
contact grid, visible in an optical microscope, secondary electron image, and
XRF scans, can be used to find the areas of interest in XRF and EBIC tools,
as well as in optical techniques and thermography.

The X-ray fluorescence technique was applied towards characterization of
metal impurities at the location of a shunt in a solar cell [18]. A
contamination by titanium, a slowly diffusing heavy metal, was detected at
the location of the shunt. This metal can be introduced by the metal belt
used on a production line. Since Ti has very low diffusivity in silicon, it is
unlikely that it can be easily removed from the location of the shunt by
gettering, particularly if this metal contamination was introduced on one of
the last steps of solar cell fabrication.

A proof of principle for the possibility of in-situ identification of the
chemical nature of recombination-active defects by a new technique, X-ray
Beam Induced Current (XBIC), was demonstrated [19]. In this technique,
an X-ray beam focused to the size on the order of a square micron hits the
surface of the solar cell and generates electron-hole pairs, which can be
collected by the p-n junction to obtain an EBIC-like map of the
recombination activity of defects present in the wafer. On the other hand,
any other X-ray microprobe technique, such as X-ray fluorescence, can be



used to identify the chemical content of recombination sites observed in the
XBIC scans. XBIC was successfully demonstrated in combination with
XPS, and implementation of XBIC at the XRF beamline is planned in the
near future.

15. An attempt to apply the TID technique for studies of nickel in silicon was
made; however, no ion drift transients were observed, which indicates that
nickel may be neutral at room temperature, and precipitates immediately
after the quench.

The structure of the report is as follows. A brief introduction, which describes the state of
knowledge before the beginning of the three-year subcontract and formulates the problems addressed
in our research, is followed by two experimental parts. In the first part, the progress achieved in the
understanding of copper and iron in silicon is presented. The second half of the report concentrates on
the analysis of multicrystalline silicon, including the development of novel characterization methods
for the study of transition metals in PV-grade silicon. After the experimental parts, we outline the
research directions which our group would like to pursue in the future. The report concludes with a
list of publications supported by this subcontract, and the list of references.



2 Introduction

The easy availability of electrical energy has always been the essential, if not principal
prerequisite for the progress of technology and manufacturing. For many years, electrical energy was
generated primarily from oil (39.8% of the 1998 world energy consumption), natural gas (22.5%),
and coal (23.3%). However, since the world supplies of these resources are limited, sooner or later
the power producers will have to find alternative means to generate electricity. Hydroelectric (7.1%)
and nuclear (6.5%) power plants do not depend on natural resources to the same extent as oil, gas,
and coal plants, but their impact on the nature (dams required to build a power plant), potential
hazards in the case of accidents (release of radioactive materials) and problems with the storage of
nuclear waste make it questionable whether hydro or nuclear power can replace the conventional
sources of electricity. Renewable energy, primarily solar, geothermal, and wind energy, which at the
present time account for only 0.7% of the world production of electricity, are considered by many
true alternatives to the conventional energy sources. The production of solar panels showed
impressive growth at a steady 25% per year since the late 1980s. The advantages of photovoltaics
(PV) are many: solar generators are environmentally friendly, do not consume natural resources, and
can be installed either at centralized power plants or on the roofs of individual houses. However, the
use of photovoltaics has been limited by high cost of the systems and consequently high cost of
generated electricity. The most expensive component of a PV system are solar panels, which are
usually made of single crystalline or polycrystalline silicon. For the same lighting conditions, the
generated power is proportional to the product of the area of a solar panel and its efficiency.
Although high crystalline quality Czochralski (CZ) and float zone (FZ) wafers enable one to achieve
very high cell efficiency, the cost of the integrated circuit (IC)-grade substrates is prohibitively
expensive. Much effort has been invested in the development of cost-efficient technologies for
growth of either lower quality CZ substrates, or multicrystalline silicon substrates suitable for
photovoltaics. These technologies are primarily based on rapid solidification, whereby silicon is
pulled or casted in the shape of thin substrates (to avoid the costly and material-consuming step of
sawing the crystal) at much higher pulling rates than utilized for CZ or FZ growth, used in the
production of silicon for integrated circuit applications. Unfortunately, the efficiency of solar cells
fabricated on mc-Si wafers grown by these technologies (typically 10-13%) proved to be significantly
lower than that of the cells made of single crystalline silicon (up to 21-23%)).

There are two major classes of defects which are present in multicrystalline substrates in
much greater concentration that in crystalline silicon (such as CZ or FZ grown): impurities and lattice
defects. Mc-Si contains a significantly higher concentration of metals and a much higher density of
grain boundaries, dislocations, and microscopic structural defects, than monocrystalline silicon. The
concentration of metals is higher in PV mc-Si primarily because the PV technology uses fast
pulling/solidification rates and cannot benefit from the effect of segregation of impurities in the
silicon melt during growth to the same extent as CZ of FZ technology. Two recent neutron activation
analysis (NAA) studies of mc-Si used for fabrication of solar cells revealed that it contained 10" cm™
to 10" cm™ of metals, including Al, Ca, Fe, Mn, Ti [20, 21]. For comparison, high quality CZ silicon
typically contains less that 10'” cm™ of metal impurities. This difference in metal content is in a good
agreement with the typical segregation coefficient of transition metals between crystalline phase and
the melt. Lattice defects such as grain boundaries or dislocations are thought to be weak
recombination centers when they are clean [22, 23]. However, it is very unlikely to find a clean
dislocation in mc-Si since dislocations are efficient gettering sites which collect metal impurities thus
becoming efficient recombination centers.



Other types of defects which are present in much higher concentrations in me-Si than in
crystalline silicon are grain boundaries, dislocations, and intragranular microdefects. The latter type
of defect was detected in mc-Si in iron precipitation [24-26] and x-ray fluorescence mapping [27]
experiments, reported by our group in 1994-1996, and in TEM studies reported by Werner et al. [28]
in 1997. The microdefects appear to be effective precipitation sites for transition metals [24-26]. It
was shown [24-26] that the precipitation rate of iron was slow in “good grains”, while in “bad grains”
iron precipitated at a much faster rate. Furthermore, degradation of the minority carrier diffusion
length in “bad grains” was much stronger than in “good grains” [22-24]. It was suggested that the
major difference between the “bad grains” and the “good grains” was that the “bad grains” contained
a higher concentration of intragranular defects, which serve as efficient precipitation sites for iron
[29]. Very little was known about the nature of these microdefects, the binding energy of metals to
these defects, or the types of trapped metals. The strong binding energy of metals to these defects was
suggested to explain poor improvement of lifetime in “bad grains” after gettering. The high density of
these precipitation sites, particularly in grains with low minority carrier diffusion length, and the
strong binding of metals to the precipitates are thought to be the reason for the low effectiveness of
standard gettering techniques.

The studies done by the UC Berkeley group in the framework of this subcontract is a part of
the NREL research program in fundamental materials science, focused on understanding the
phenomena which limit the efficiency of multicrystalline solar cells. The goal of the program as a
whole is to develop improved materials and processes in order to narrow the efficiency gap between
multicrystalline and single crystalline solar cells. The objective of our subcontract was to understand
the role of metal impurities in the formation of defect clusters in solar cells and to study the process
of their precipitation, dissolution, gettering and passivation. The experiments were performed using
iron and copper as model impurities in silicon. Both crystalline and multicrystalline silicon were
used.



PART 1. Fundamentals of copper and iron in silicon

3 Diffusion, defect reactions, and recombination properties of copper in
silicon

3.1 Determination of intrinsic and effective diffusion coefficients of copper in
silicon

Copper is one of the most ubiquitous impurities in silicon device production [30]. The
electrical and structural properties of copper in silicon are still poorly understood despite intensive
research during the last 30 years (see, e.g., Istratov and Weber [10] for a review). Even such a
fundamental property of Cu in Si as its diffusion coefficient remains uncertain. Unlike most other 3d
transition metals, copper diffuses in silicon in the positively charged state [31]. The theory of
diffusion of positively charged ions in the presence of immobile acceptors was developed by Reiss et
al. [32]. They showed that, due to the processes of trapping and releasing of mobile donors by
immobile acceptors, the effective (apparent) diffusivity D, of donors in p-type material is lower than
their diffusivity D;,, in the intrinsic material. In the case of Np<<N, it is given by
Doy = Dy /[1+€QN, ], where N, is the acceptor concentration, Np is the concentration of mobile

donors and € is the pairing constant. The pairing constant can easily be calculated theoretically if the
interaction potential between copper and shallow acceptors is known. The simplest (and incorrect, as
it is shown below) approximation for the attraction potential, used in the previous studies, was
electrostatic (Coulomb) attraction.

The first data point on copper diffusivity was obtained on intrinsic silicon by Struthers [33].
Later, temperature-dependent measurements were made by Hall and Racette [3] on heavily boron
doped p-type Si (N,=5x10%° cm™). Assuming negligible copper-acceptor pairing, Hall and Racette [3]
suggested the expression D=4.7x10"xexp(-0.43 eV/ksT) cm’s™, which was later widely used as the
intrinsic copper diffusion coefficient in silicon (see, e.g., [30]). Keller et al. [34] were the first to
suggest a correction to the Hall and Racette’s data to take into account pairing of Cu with acceptors
and to extract the intrinsic diffusion coefficient. They used a simple Coulomb attractive potential for
V(r) and obtained a copper diffusivity of D=3x10"xexp(-0.15 eV/kzT) cm’s™. Mesli et al. [35] argued
that the treatment of Keller et al. [34] is incorrect since a high doping level requires use of a screened
Coulomb potential, and suggested a corrected diffusion coefficient of D = 5x10xexp(-0.40 eV/kzT)
em’s™ . Later, Heiser et al. [36] measured the effective copper diffusivity in In and Ga-doped p-Si
around room temperature by Transient Ion Drift (TID) technique. Plotting the corrected data from [3]
and their own estimates of copper diffusivity at low temperature [36] on the same plot, Mesli et al.
[37] suggested the expression D=4.5x10"xexp(-0.39 eV/ksT) cm’s™.

The studies discussed above were made on p-doped silicon and consequently only an effective
diffusion coefficient of copper was measured. The intrinsic diffusion coefficient was estimated by
assuming a Coulomb interaction between Cu ions and acceptors [34-37]. This model implies that the
potential energy of donor-acceptor interaction V(r) should depend only on the acceptor charge state
and not on its chemical nature. Yet, recent experimental studies of the copper-acceptor dissociation
energy reported by Wagner et al. [38] revealed that the dissociation energy is different for different
types of acceptors (0.61 eV for CuB, about 0.70 eV for CuAl, CuGa and Culn and 0.85 eV for CuPt),
thus indicating that the binding in these pairs has a covalent (or strain) component. This conclusion is
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in agreement with the theoretical calculations reported by Estreicher [39]. As follows from the results
presented below, the assumption of a purely Coulomb interaction [35-37] resulted in an
underestimation of the pairing constant €2 by more than an order of magnitude and the previously
published ‘intrinsic’ diffusion data need to be reconsidered.

One of the accomplishments of the first year of the subcontract was the development of a new
experimental procedure to accurately determine the intrinsic diffusivity of copper in silicon in the
temperature range between 240 and 380 K. Measurements were done by Transient lon Drift (TID)
[36] technique, which is essentially similar to Deep Level Transient Spectroscopy (DLTS, [40]).
However, the capacitance transients are due to drift of charged ions rather than emission of charge
carriers. The time constants of the capacitance transients bear information on diffusivity of the
drifting ions. To be able to accurately extract the diffusion coefficient of copper from our transient
ion drift experiments, we developed an exact model of transient ion drift obtained by solving a
system of coupled differential equations. This model describes the ion drift across a reverse biased
Schottky diode, assuming a constant diffusion coefficient, D, a diffusion-limited trapping of the
mobile ions (or solute) at the doping impurities, and a thermal dissociation of neutral solute-dopant
pairs. We also assumed that the majority carriers (holes) and solute ions (Cy; ") carry the same
electrical charge, that the background doping is uniform, and that Einstein’s relation between the ion
mobility, 4, and its diffusion coefficient, D, holds.

The solute density, Ny (x,t), obeys the following equations:

Nsol(x,t)zN(x,t)+ P(x,t) (1
IN(x,t) J { IN (x,1) &V(x,t)} IP(x,t)

e e e O o @
oP St" ) _ 47R DN (x,1)[4,, — P(x, )]~ vP(x,7) 3)
227 (x, _qlV(x0)-r(@)]
TLt) N )= 4 =N 7 @

where N(x,t) and P(x,t) are the concentrations of unpaired and paired solute atoms, respectively, 4

is the total doping density, V(x,?) is the distribution of electrical potential, R, is the capture radius, v
is the dissociation rate of the pairs, ¢ is the ion charge, & is the semiconductor dielectric constant, L
is the sample thickness, k& is the Boltzmann constant, s is the sign of the ion charge state and 7 is the
temperature. The backside solute density, N,(L), is supposed to be time independent. The meaning
of Eq. 1 is that the total copper concentration is given by the sum of its paired and unpaired fractions.
Eq.(2) describes thermally activated diffusion and drift in the electric field and includes a
recombination term to take pairing into account. Eq.(3) represents the solute-dopant interaction and
takes into account the diffusion-limited capture rate, and Eq.(4) is the Poisson equation. For
boundary conditions, we assume no solute flux on both sample surfaces and equilibrium of the
pairing reaction on the backside surface. The latter assumption is accurate as long as the sample
thickness, L, is considerably larger than the space-charge region (SCR) width. The total constant
voltage drop is given by AV =V (0)-V (L) =V), +V,,,, where V},; is the Schottky diode built-in
voltage and V., is the externally applied bias. The potential origin is chosen at the sample backside
surface (i.e., V(L)=0).
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In TID measurements, the signal acquisition starts when the applied voltage is changed from
Vipuise t0 Ve, Increasing the depletion region width. Typically, V,use=0 V and V,.,=5 V. We consider
that instant as the origin of the time scale. If the pulse voltage was applied long enough, the system
has reached a stationary state by t=0. Concentration of the solute atoms in the depletion region is then
negligibly low, while in the neutral region, a uniform solute density in equilibrium with the pairing
reaction has been established. We may thus approximate the initial solute distribution, Ny, (x,0), by:

Nsol ()C < Wpulse’ O): 0and Nsol (x > Wpulse’ 0): ]Vsol (%)
where W5 1s the width of the SCR under V)5, with the pairing reaction at thermal equilibrium.

N,,; is the average solute density in the bulk, which is equal to N, (L) and taken to be lower than

the doping level. The ion distribution will affect the SCR width and hence the depletion capacitance
C(t). Baccarani et al. [41] have proposed an analytical model to derive the Schottky diode
capacitance for arbitrary doping profiles. According to this model, the depletion capacitance per unit
area, C(t), can be related to the solute density by:
1} (6)
40

kT H p(W,t)}_ w(e) dp

=—€i (’)'. xtdx+

g | Lo piw.t)adx
p(x,1)=q [Ny (x,0) = 4y, 7
and
()= ;( 5 (8)

where p(x,t) represents the space charge density, and W(?) the depletion width. The term in curly
brackets in Eq.(6) takes into account the difference between free carrier and space charge
distributions. Egs. (1)-(4) were solved with the finite difference method implemented by the software
package ‘ZOMBIE’ [42]. A detailed discussion of the solution found in this study and its
implications for the analysis of Transient Ion Drift data can be found in our publication, Ref. [1].
Briefly, a very good agreement between the experimentally observed and theoretically predicted
capacitance decays was found. In particular, we found that the characteristic time constant of TID
capacitance transient, Trip, can be well described by analytical expression derived from a simplified
model of transient ion drift [2], if two correction coefficients, o=2.85 and f=1.95, are introduced as
follows:

eegkpT

TT[D =0X
2
q NaDint

FOX BXT 9)

The first term on the right-hand side of Eq.(9) describes the average drift time of unpaired
copper ions through the depletion region. The second term describes the dissociation of copper-
acceptor pairs. These equations were obtained for Np<<AN,. In the framework of the semi-empirical
model of TID [36], the coefficient o assigns to Trip the time needed by a diffusing ion to cover about
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95% of its distance to the edge of the space charge region. Coefficient 3 takes into account non-
equilibrium of the pairing process in the depletion region of a Schottky-diode.

Although Eq. (9) requires the knowledge of D;,, and of the dissociation rate of the copper-
acceptor pairs Tyiss |, it does not require the explicit knowledge of the attractive potential V() between
Cu;" and B". The process of trapping is characterized by a capture radius R¢, which is calculated from
the condition that the average thermal energy k3T equals the attractive potential energy V(r), i.e.,
ksT=V(R¢). Since in most cases R is as large as several nm, the covalent component of the ion
interaction can be neglected and V(R¢) can be approximated by a screened Coulomb potential. If
Trip>>0X X Tgiss, the pairing is weak and the TID time constant is determined primarily by the
intrinsic drift of copper ions through the depletion region. The intrinsic diffusivity D;,, can in this
case be determined directly from the experimental data as follows:

_ oeggkpT (g°N,)

D int —
Trp — X BXT i

(10)

An important conclusion that follows from Eq.(10) is that if the first term on the right-hand
side of Eq.(9) is small compared to the second one, i.e., Trip=0XBXT4iss, then the pairing is strong and
the denominator in Eq.10 becomes arbitrary close to zero. In this case, the information on the
intrinsic diffusion coefficient contained in the dependence trip(7) drops below the measurement
errors and D, cannot be extracted unambiguously from the experimental data. The conditions of
strong pairing, Trip=0XPXT4iss, and weak pairing, Trip>>0xXPXTqiss, can be distinguished by the slope
of the temperature dependence of Tryp. This is illustrated in Fig. 1, which presents the temperature-
dependent TID measurements done on boron-doped silicon with acceptor densities of 1.5x10" cm™
and 2x10" cm™. In the low-doped samples (Fig.1, circles) a change of the slope in the temperature
dependence of Trp is observed between T=255 K and T=310 K. The pairing of copper with boron is
dominant at T<255 K (1000/T>3.92), while above T=310 K (1000/T<3.22) the slope is limited by the
intrinsic diffusion process. For the boron doping level of N,=2x10"° cm™ the dependence Trp(7) is
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determined by pairing with boron up to the temperature of about 320 K (1000/T=3.125) (Fig.1,
triangles). Eq.9 can be used to determine the time constant of CuB dissociation at temperatures where
the pairing is strong, and Eq. 10 to determine the intrinsic copper diffusion coefficient at the higher
temperatures. Using these two data sets between 240 K and 320 K, the following expression for the
CuB dissociation rate was obtained:

T (T)=(2.05+0.80)x10" xexp(—w) (11)
This expression is very close to the one reported by Wagner ef al. [38]. The intrinsic diffusivity of
copper calculated using Egs.10 and 11 for the samples with N,=1.5x10"* cm™ in the temperature
range between 265 K and 380 K is presented in Fig.2 as an Arrhenius plot. A linear regression to our
data alone gives Dm,:(l.7J_r0.4)><10'4><exp(-0.l65i0.015 eV/kgT) em’s™. To expand the temperature
range in which the diffusion coefficient is valid, we made a least square fit to our data together with
the data obtained on intrinsic silicon at 1173 K by Struthers [33]. This yields the following expression
for the interstitial copper intrinsic diffusion coefficient:

0.1870.01eV
kgl

D, =(3.0£0.3)x10™* xexp(- ) (cm?/s) (12)
which is valid in the temperature range between 265 K to 1173 K and can be considered as the most
accurate expression for the intrinsic copper diffusivity in silicon reported up to now. The intrinsic
diffusion barrier of 0.18 eV in Eq.(12) is close to the value of 0.24 eV, recently predicted by Woon et
al. [43] from the molecular dynamics simulations.

104 —

A Struthers
O ourdata

Fig.2. Intrinsic diffusion coefficient of copper
determined from our experimental data
(N,=1.5x10"* cm™) in the temperature range 265
to 380 K (circles) and experimental data point
reported by Struthers (open triangle).
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We would like to emphasize that Eq.(12) describes the copper diffusivity in the absence of
copper-acceptor pairing and is valid only in intrinsic or n-type silicon, provided that no other trapping
processes exist. In p-type material, however, it is the effective diffusivity D, which describes copper
diffusion and which is relevant for all practical applications. D, can be either determined
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experimentally, e.g., from TID measurements (see Ref. [2] for more details), or calculated
theoretically as follows:

Def(NAﬂT):Dint /[1+47[XﬂXDintRCNaTdiss] (13)

where Tg4iss and D;,, are given by Eqgs.(11) and (12), respectively. The capture radius R¢ is determined
by either simple or screened Coulomb radius, depending on the doping level and the temperature. As
discussed above, the coefficient § reflects non-equilibrium capture conditions in the depletion region
during TID measurements and should be set to unity for bulk measurements. Inserting the constants,
Eqgs.(11) and (12), and an expression for R¢ into Eq.13, we obtain a convenient numerical equation
for effective diffusion coefficient in moderately boron-doped (N,<10'” cm™) silicon:

3x107* xexp(—2090/T)
1+2.584x107% xexp(4990/T)x (N, / T)

Deff = (14)

In Fig.3 we present the effective copper diffusivity for different doping levels calculated using Eqgs.
12, 13, and 14 with =1 (bulk diffusion). Also presented are the effective copper diffusivities
experimentally determined from TID measurements using samples with two different doping levels,
and the data of Hall and Racette. The different values used for  (unity for the bulk, and 1.95 for TID
junction measurements) lead to a slight deviation between curves 2,3 in Fig. 3 and the experimental
points at temperatures where pairing is dominant. The calculations agree over the whole temperature
range not only with the data used for the determination of D;,,, but also with the data measured in the
medium doped material (N;=2x10'"> cm™). Since Hall and Racette’s data points are close to the
calculated dependence (curve 5), the agreement between our model and experimental data extends
over the doping level range from 1.5x10' to 5x10%° cm™. This agreement also confirms that the Hall
and Racette data represent the effective diffusion coefficient for N,=5x10*° ¢cm™, and explains their
significant deviation from the intrinsic diffusivity curve. Furthermore, since the effective diffusion
coefficient depends nonexponentially on temperature (see Eqgs. 13,14), the exponential expression
suggested by Hall and Racette can be used only as an approximation in the temperature range where
the data points were taken and may result in significant errors if extrapolated outside of this range.
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3.2 Point defect reactions of copper in silicon

It is well known from literature that copper does not form electrically active point defects in
appreciable concentrations. It has been reported (see Ref. [10] for a review) that the total density of
electrically active copper-related defects usually does not exceed 10 of the total copper
concentration dissolved in the sample. Since this fraction is not constant and may vary depending on
the type of the wafer and its thermal history, it is impossible to determine the total copper
concentration from DLTS or EPR measurements. The reason of low probability of formation of point
defects was difficult to understand until the correct diffusion barrier for copper in silicon was

It is well known that the barrier
which an impurity atom (e.g., copper) has
to overcome to dissociate from a defect

diss

FeB

diss

CuB

determined.
Ed
Fe
Ts
Cu

CuB

(which can be another impurity atom, a
dislocation, or a precipitate) is determined
by two components: (i) the depth, £, and
the shape of the attractive potential
between the impurity and the defect, and
(i1) the height of the diffusion barrier, £,

FeB for the impurity (Fig. 4). To obtain a rough
Distance from the boron atom — estimate of the dissociation energy of a
pair, E g, some researchers add the
diffusion barrier height, £, to the binding
energy, Ep: Egiss=Ep+E,. Since accurate
data on the binding energy of defects in
silicon are rarely available, the binding
energy of a donor-acceptor pair in silicon
(i.e., a pair which consists of a negatively
charged and a positively charged ion,
located at a substitutional and the nearest interstitial lattice sites, respectively, with purely
electrostatic interaction between them) is frequently used as an approximation for Ej, £,=0.52 eV.
The diffusion barrier for Cu; is 0.18 eV, whereas for most other 3d transition metals it is greater than
0.6 eV (e.g., 0.67 eV for Fe;). Therefore, an estimate for the dissociation energy would be 0.7 eV for
CuB pairs and 1.2 eV for FeB pairs. The experimental data are fairly close to these estimates: the
dissociation energy of FeB pairs was reported to lie between 1.14 and 1.40 eV [44, 45], whereas for
CuB pairs it is as low as 0.61 eV [2, 38, 46]. Consequently, CuB pairs are unstable even at room
temperature and dissociate within milliseconds, whereas FeB pairs can be dissociated only by heating
the sample up to 200°C [47]. Since the diffusion barrier height, Ey, affects the dissociation energy of
not only CuB pairs, but of all other Cu complexes and agglomerates, it explains the poor stability of
Cu complexes in silicon. As complexes of Cu with other impurities and defects dissociate very easily,
they cannot permanently trap copper, but rather only slow down its diffusion until copper finds more
stable sinks. These sinks can either be extended defects in the bulk of the wafer (copper-silicide
precipitates, dislocations, grain boundaries), or wafer surface.

. Cuor Fe

Fig. 4. A schematical potential diagram which represents
the energy for dissociation of CuB and FeB pairs. Even if
the interaction potentials between Cu-B and Fe-B are
identical, higher diffusion barrier of interstitial iron makes
FeB pairs much more stable than CuB pairs.
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3.3 Precipitation behavior of copper in silicon

Since copper has a very high diffusion coefficient even at room temperature, while its
equilibrium solubility, extrapolated to room temperature is negligibly small [30, 31], it can not be
“frozen in” in the interstitial position by a rapid cooling to room temperature, and diffuses to stable
sinks during or quickly after the quench. Thus, the resulting recombination activity of copper is
determined by the properties (and location in the crystal) of its complexes and precipitates, rather
than by the properties of the interstitial copper itself. As discussed in the previous section, copper is
unlikely to form stable point defect complexes. Therefore, Cu precipitates and agglomerates should
determine the electrical properties of Cu in silicon.

Precipitation of copper in the bulk and in the near-surface region of the silicon wafers was
extensively studied starting from the 1980s (see, for example, Schroter et al. [48] and references
therein, or the recent review by Seibt et al. [49]). At slow cooling rate (air cooling, 1 to 25 K/s),
copper forms colonies of precipitates in the near-surface regions [50-52]. At fast cooling rate
(quench, >100 K/s), when copper does not have time to diffuse to the surface, and when huge
supersaturation caused by rapidly decreasing temperature forces it to precipitate, it precipitates in the
bulk [53].

Copper precipitate colonies can be detected by preferential etching of Cu-diffused wafers
[52]. TEM investigations [52, 54-56] revealed that the size of precipitate colonies can range from 0.5
to 80 um, and they protrude up to 40 um into the bulk of a Si wafer. The colonies consist of small
particles forming planar arrangements parallel to Si {110} and sometimes {001} planes. The colonies
are usually bounded by edge-type dislocation loops. The diameter of the particles varies between
about 7 nm (even values as low as 1 nm have been reported [57]) in the vicinity of the dislocation
loops and 20 nm for precipitates at least 50 nm away from the bounding dislocation. Copper-based
colonies show high recombination activity - Correia et al. [57] recorded EBIC contrast as high as
93% on a colony. The model of growth of planar precipitate colonies by a repeated nucleation
process on climbing edge dislocations has been proposed by Nes et al. [51, 55, 56, 58] based on a
mechanism described by Silcock et al. [59].

After a fast quench, copper forms precipitates in the bulk of silicon in the form of thin
platelets, lying mainly in the {111} planes. The size of the platelets depends on the cooling rate [53]
and usually varies between 20 and 600 nm. Independent of the cooling rate, the platelets are
surrounded by strong deformation fields. The atomic structure of the precipitates is not certain. Seibt
reported [53] that after a fast quench copper formed copper-silicide islands, surrounded by thin
extended defects, similar to stacking faults. The earliest stages of copper precipitation investigated so
far are characterized by platelets with a thickness of only two or three lattice planes [7, 60]. Larger
and thicker precipitates, which were not surrounded by stacking faults, were reported by Kajbaji [61].

A typical TEM micrograph obtained using the equipment available at National Center for
Electron Microscopy on a Cu-precipitate in p-type silicon, obtained after copper diffusion at 850°C
terminated by quench, is presented in Fig. 5. Contrasts surrounding the precipitate are indicative of
strong strain fields. These strain fields are associated with much larger molecular volume (volume of
a cell with one silicon atom) of copper silicide, CusSi, than that of silicon: 46 A, as compared to the
molecular volume of silicon of 20 A® [13, 48]. This means that approximately 1.3 silicon interstitials
should be emitted for each silicon atom forming copper-silicide (the other way to say it is that
precipitation of 2.3 copper atoms emits 1 silicon interstitial). High-resolution TEM image presented
in Fig. 6 enabled us, using advanced TEM image processing techniques, to determine that precipitates
are surrounded by misfit dislocations. The precipitates observed in n-type samples had very similar
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morphology to those observed in p-type silicon.

AR SR

Fig. 6. High resolution TEM image of a copper silicide platelet in p-type silicon. The Fourier transform of the
image in the top left corner of the figure was used to calculate the atomic distance of the 111 lines crossing the
platelet and to exactly determine the location of the lattice planes. The method clearly highlights the misfit
dislocations surrounding the precipitate.
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Interestingly, the size, orientation, and morphology of Cu-silicide precipitates were found to
be very similar to one of the types of intragranular defects, reported by Werner et al. [28] (see Fig. 7).

—

Fig. 7. A comparison of a TEM image of an intragranular microdefect, observed by Werner et al. [28]
(left-hand side of the figure) in a sample of mc-Si which was not intentionally contaminated, with a copper-
silicide precipitate (right-hand side of the figure). Close similarity of TEM images of both defects suggests that
Cu precipitates may be one of the types of intragranular defects.

DLTS measurements of Cu-contaminated samples, performed in collaboration with the group
of Prof. Schroter from the university of Goéttingen (Germany), allowed us to gain insight in the
electrical properties of the precipitates. A typical DLTS spectrum of Cu-silicide precipitates in n-Si
after copper diffusion at 850°C and rapid quench in 10% NaOH solution is shown in Fig.8. Note the
extremely unusual, almost rectangular shape of the peak, and its extremely large width. The
amplitude and the shape of the peak correlated with the initial Cu concentration and the cooling
regime. The observation that the peak shifted along the temperature axis as a whole when the DLTS
rate-window was varied (see Fig. 8) was interpreted as an indication that this peak was associated
with a defect band in the silicon band gap rather than with overlapping levels of point defects.
Numerical modeling of DLTS spectra of bandlike states (see Refs. [7, 62, 63]) revealed that both the
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frequency variations for a band-like defect with a
box-like distribution of levels between Ec-0.15 eV
and Ec-0.35 eV.
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Fig. 8. DLTS spectra of Cu-precipitates in n-Si.
The diffusion of copper was performed at 850°C
and then terminated by quench in 10% NAOH
solution. a) filling pulse width variation, t, = 30
us (curve 1), 300 us (curve 2), 3 ms (curve 3)
and 30 ms (curve 4); the spectra were taken with
the sinusoidal lock-in correlation frequency
=1.907 Hz. b) sinusoidal lock-in correlation
frequency variation: curve 1 - 1.907 Hz, curve 2
- 7.63 Hz, curve 3 - 30.52 Hz; filling pulse width
t,=100 ps.

shape of DLTS spectra presented in Fig.8 and their
dependence of DLTS filling pulse duration and rate-
window can be explained assuming that (a) copper-
silicide precipitates form a defect band between
approximately Ec-0.15 eV and Ec-0.35 eV, and (b)
the copper-silicide precipitates are electrically
amphoteric, i.e., they are positively charged when
empty and negatively charged when filled up to
about 80-100%. Fig. 9 represents the results of
computer simulation of DLTS spectra of bandlike
states, which are in a good agreement with the
experimental spectra of copper-silicide precipitates.
Minority carrier diffusion length analyses of
samples with copper precipitates indicated that
copper-silicide precipitates are extremely active
recombination centers. The diffusion length in both
n-Si and p-Si samples quenched from 850°C was
less than 2.5 um for NaOH quenched samples and
on the order of 13-15 um after silicone oil quench,
which results in the formation of a lower density of
larger precipitates. Comparison with the diffusion
length studies on samples where copper has not yet
precipitated [64] indicated that the same
concentration of copper is by far more recombination
active when it is precipitated than when it is in the
interstitial state. Extrapolation of the experimental
data from [7] to lower concentrations of copper
suggests that copper precipitates will control the
diffusion length in PV silicon at the level of several
tens of microns even if the concentration of
precipitated copper is about 10" to 10" cm™. Thus,
copper precipitates form strong recombination
centers which may control the lifetime in PV silicon
(see Sec. 3.5 below for further analysis of the
recombination properties of copper). The next
question that was addressed in our research was to
understand where the recombination-active copper-
silicide precipitates are likely to form in the wafer,
and what conditions are most favorable for their
formation.

20



3.4 Electrostatic model of precipitation behavior of copper in silicon

This section will present the results which enabled us to conclude that the charge state of
copper affects not only its diffusion, but also its precipitation in the bulk of silicon.

It has been assumed for a long time that the supersaturated copper precipitates completely
after cooling down the sample. However, recent experimental data suggested that this is not the case.
There were indications in the literature that precipitation of interstitial copper is retarded in p-Si.
Heiser et al. [36, 65] were the first to report that contrary to the common belief, copper does not
precipitate immediately during or after a rapid quench, but remains interstitial for at least several
hours. One can easily calculate using Eqs.(12,14) that during this time copper ions can typically
diffuse through half of the wafer thickness. The work of Shabani et al. [66] provided additional
evidence that in some cases copper may not completely precipitate in the wafer. They showed that
after a week almost all copper diffuses out from p-Si wafers contaminated with copper to the level of
10" — 10" cm” to the wafer surface, provided the surface oxide was removed. This observation was
confirmed by the similar studies of McCarthy et al. [67]. No out-diffusion was detected in n-Si [66]
unless the wafer was heated to 400°C.

At first glance, the finding that Cu does not immediately precipitate in p-Si may appear quite
surprising since the chemical driving force for precipitation of supersaturated copper,

Af =kgT In(C/Cy), where C is the concentration of supersaturated copper, and C, is its equilibrium

solubility, can be as high as 0.7 to 0.9 eV at room temperature. Unlike iron, which gets trapped by
shallow acceptors and forms FeB pairs, thus reducing the concentration of supersaturated Fe, to its
equilibrium level, CuB pairs are unstable at room temperature and cannot serve as efficient sinks for
supersaturated copper. For instance, it is easy to calculate that about 20% of the total Cu,
concentration remains in the free interstitial state in 10 Q2cm silicon at room temperature.

Lattice strain is clearly one of the factors that determine the precipitation behavior of copper
in silicon. Indeed, the large (150%, see [13, 48]) lattice expansion during formation of copper-silicide
can be responsible for this potential barrier: adding each next copper atom to the existing precipitate
increases the strain, which is relieved by emission of a silicon self-interstitial for each two
precipitated copper atoms. A very rough estimate shows that the energy gain due to precipitation of
two copper atoms, which is on the order of 2 eV, depending on the copper supersaturation level, is
compensated by about 4 eV which it takes to generate a silicon self-interstitial [68]. The remaining
precipitation barrier, which can be as high as 1 eV per copper ion, is sufficient to decrease the
precipitation rate of copper to very low levels. Since the surface usually represents a good sink for
self-interstitials, the strain-related barrier for copper precipitation can be expected to be lower in the
near-surface regions or be completely absent if copper diffuses out of the wafer bulk and ends up at
the surface. Likewise, local tensile strain, or the presence of efficient sinks for generated silicon-self-
interstitials (such as dislocations, possibly even punched out by copper silicide precipitates
themselves) may decrease the stress-related precipitation barrier. An interesting example of this effect
was presented by Kissinger et al. [69], who showed that the morphology and location of copper
precipitates colonies not only depended on the local stress at Si/Si, ,,Ge, , interface, but also reflected
the density and location of misfit dislocations. Although the existence of a stress-related barrier
explains the slow bulk precipitation of the interstitial copper, the difference in outdiffusion and
recombination properties of copper in n-Si and p-Si discussed above indicated that electrical effects
(such as effects determined by the Fermi level position in #n-Si and p-Si) may also be involved.
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Below, we present experimental evidence that such effects indeed play a role in the
precipitation and recombination behavior of copper.
The understanding that not only

P-type Si N-type Si interstitial copper ions, but also copper-
S Ec precipitates are positively charged in p-type
S N @ + @ —> silicon (see the discussion in Sec. 3.3 above),

enabled us to hypothesize that it is the
electrostatic repulsion between the positively
""""""""""" E:  charged nuclei of copper precipitates and
positively charged copper ions that increases the
stress-related barrier for copper precipitation to
the level sufficient to completely suppress the
precipitation of copper in p-type silicon. On the
contrary, in n-type silicon the copper precipitates
are neutral or negatively charged, and there is
either no significant electrostatic repulsion
between Cu;" and Cu precipitates, or even electrostatic attraction that enhances precipitation. This
electrostatic model is sketched in Fig. 10. It is important to notice that the transition from repulsive to
attractive electrostatic potential is determined by the Fermi level position, which is affected not only
by the concentration of shallow dopants such as boron or phosphorus, but also by the concentration of
Cu;". If the concentration of copper is higher than that of shallow acceptors, then an inversion of the
conductivity type of the sample from p- to n-type will occur. This raises the Fermi level to a position
close to the bottom of the conduction band, thus changing the charge state of copper-silicide
precipitates and enhancing the precipitation of copper. One can than expect that (a) there should be a
threshold copper concentration in p-Si, which has to be reached to remove the electrostatic
component of the precipitation barrier, and (b) that this threshold copper concentration should
increase with the increasing boron doping level as the Fermi level position is determined by both Cu; "
and B, concentration.

Cu-precipitate  Interstitial Cu Cu-precipitate  Interstitial Cu

Fig. 10. An illustration of the effect of the
electrostatic interaction between positively charged
copper ions and growing copper precipitates on
copper precipitation kinetics in p-Si and in »n-Si.

To test our model of electrostatic effects
on the kinetics of copper precipitation in p-Si, we

: ' investigated precipitation of copper in samples
. Eal [B]:2*10zcm'z with different initial copper concentrations and
§ ] DU ] different boron doping levels. Interstitial copper
s —A~ =410 om concentrations have been measured within 30
% minutes after the quench with the Transient lon
B Drift (TID) technique [1, 65]. The concentration
2 of precipitated copper in the bulk was measured
9 out-oiffused copper by synchrotron-based X-Ray Fluorescence (XRF)
detedtion limit after removal of the near-surface layer of the
1E16'1E.16 ”””””””” ] sample. The XRF measurements were performed
solubiliy of copper at in-dif, temp. in ci® at beamline 10.3.1 at the Advanced Light Source
of Lawrence Berkeley National Laboratory in
Fig. 11. Precipitated copper concentration collaboration with S.A.McHugo (see, e.g., [70]
measured with XRF plotted vs. the solubility of for the details of the technique). We used our
copper at in-diffusion temperature for the samples standard procedure [2, 65] to diffuse copper,
with three different doping levels. quench the sample, and prepare Schottky diodes

for TID measurements. The initial copper
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concentration was determined by the indiffusion temperature. The decay of the interstitial copper
concentration during room temperature storage was monitored using the Transient Ion Drift
technique. A complete disappearance of the TID signal observed after several days of room
temperature storage indicated that all the copper has found stable sinks either in the bulk, or at the
surface. The concentration of Cu that has precipitated in the bulk was measured by the XRF
technique after removing the surface layer chemically. The concentration of the outdiffused copper
could not be measured directly, and was calculated as the difference between the measured
concentration of precipitated copper, and the equilibrium Cu solubility at the diffusion temperature.
Since we could not distinguish Cu trapped in the native oxide from copper, precipitated in the near-
surface area of the sample, the term “outdiffusion” is used in this section in a broader meaning than
suggested by Shabani [66] and includes both of these two sinks for copper. Additionally, both values
were compared with the interstitial copper concentration, determined by TID after the quench. An
example of such comparative measurement by TID and XRF is presented in Fig. 11. The ratio of the
outdiffused copper and the copper precipitated in the bulk depended on the initial copper
concentration and the boron doping level. The fraction of the outdiffused copper varies from nearly
zero to about 70% depending on the experimental conditions. In the case when outdiffusion to the
surface (a relatively slow process limited by copper diffusivity) was dominant, TID measurement
taken within 30 min of room temperature storage after the quench could detect nearly all indiffused
copper in the interstitial state. On the contrary, in the case when bulk precipitation was dominant, a
significant fraction of copper would precipitate during the time required to fabricate Schottky diodes,
and the interstitial copper concentration detected by TID was much lower than expected. Detailed
TID studies on three series of samples with different boron doping levels and with different initial Cu
concentrations revealed that the onset of the bulk Cu precipitation is reached only at a Cu
concentration which depends on the doping level of the samples. While these threshold Cu
concentrations were found to vary with the boron doping level of the sample, the Fermi level position
corresponding to the threshold copper concentrations was the same for all samples (Fig. 12). This
indicated that the mechanism of this threshold effect was correlated with the Fermi level position in
the sample. The critical Fermi level position was found to be at approximately Ec-0.2 eV, which
matches the electroneutrality level of the copper
precipitates (see [7]). This confirms the model

E iered _//"\- ] that th§ growth of copper prepipitates i§
; . . determined by the electrostatic interaction
g 1e1s - ° . ] between Cu;" and Cu precipitates, as illustrated in
= ./ — ‘\ Fig. 10.
7 el BRI e For an initial copper concentration lower
E T ::: E::*121“22'3 " \Ak than the acceptor concentration, the Fermi level is
§ 1ena . ‘ 1 in the lower half of the band gap and rises slowly
04 02 00 02 04 with increasing copper contamination. When the
Fermilevel: £, in eV copper concentration exceeds the doping level,
the conductivity type changes from p- to n-type.
However, this is not yet sufficient to change the
Fig. 12. Maximum interstitial copper precipitation behavior of copper (see Fig. 12).
concentration as measured with TID for samples Only when the Fermi level exceeds the critical
with three different doping level plotted vs. value of about Ec-0.2 eV, does Cu precipitation

Fermi level position immediately after quench to take place. When the copper concentration is
room temperature. below the critical level, the precipitates (or their
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nuclei) are positively charged, and Coulomb repulsion inhibits precipitation of the positively charged
interstitial copper ions. If the copper concentration exceeds the critical concentration, the Fermi level
rises above the neutrality level, the charge state of copper precipitates changes and precipitation can
occur (see Fig. 10). However, during precipitation the Fermi level decreases as the concentration of
interstitial copper ions decreases, and the precipitates turn positively charged again. This significantly
slows down the precipitation and enables out-diffusion of the rest of the interstitial copper atoms. In
n-type silicon with a sufficiently high doping level the Fermi level remains above the neutrality level
of the precipitates for any copper concentration and precipitation is the dominant process to decrease
the supersaturation of interstitial copper at room temperature.

The fast copper precipitation rate in #-Si explains why no one was able to actually detect the
conductivity type inversion after copper diffusion — the excessive Cu concentration precipitates too
fast to be detected. Furthermore, the suppression of the bulk copper precipitation in p-Si enabled us to
understand the conditions of the complete outdiffusion of copper to the wafer surfaces, reported by
Shabani et al. [66] and McCarthy et al. [67].
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3.5 Study of the recombination activity of copper in n-type and p-type silicon:
copper as a lifetime killing impurity at high copper concentrations.

Although the detrimental impact of copper on semiconductor device yield was recognized
already in 1960 by Goetzberger and Shockley [71], literature data on the impact of copper on
minority carrier diffusion length remained controversial until now. It was found [72-78] that
intentional Cu contamination up to the level of 10''-10" cm™ had very little or no effect on the
minority carrier lifetime in p-type silicon, or even improved it, whereas high copper concentrations
inevitably led to significant degradation of minority carrier diffusion length [7]. In contrast, a strong
effect of Cu on lifetime in n-Si was observed even at low Cu contamination levels [74, 79, 80]. To
the best of our knowledge, a consistent explanation was offered neither for this difference in
recombination activity of copper in n-Si and
p-Si, nor for its weak impact on lifetime in p-

) 10* ' ' ' ' 10 - Siatlow Cu concentrations.

p L9 120 s In this section, we present results of
2 10°F // S systematic experimental studies of the impact
% n-Si <>/ : 1% £ of copper contamination on minority carrier
ke _— : )} . . .
o 10%F <& : 1100 § diffusion lepgth in n-type apd p-type as-grown
= \ 1200 § Czochralslq (C2) 5111c.0.n with .d1fferent doping
% 105 L { pSiwith 24107 am® @  levels, and in p-type silicon with internal
L O, 00 ¢ oxidepredipitates | 500 5 gettering sites, and suggest a model to explain
- 106 PSi. & gown CZ . . the observed dependencies.

1013 1014 1018 1016 1017 1078 COppCI' diffusion in CZ—grown p—type

Cu concentration (cm™) silicon was performed in the temperature

range between 450°C and 950°C for
' o S sufficiently long time to reach the equilibrium
Fig. 13. Dependence of minority carrier diffusion solubility of copper. For comparison, similar
length on Cu contamination level in 10 Ohm-cm FZ- diffusions were performed using n-type

grown n-Si samples (Fliamonds), iI.l 10 Ohl?'cn}3p‘5i’ silicon. Due to the lack of suitable CZ-grown
as-grown CZ (open circles) and with 2x10" cm™ of n-type samples, float-zone grown n-type Si
internal gettering sites (black circles). The IG site samples were used. Both n-type and p-type

density was determined from optical precipitates . .
Y P precip silicon samples had resistivities of 10 Q-cm.

profiler measurements. Copper was chemically deposited on the

sample surfaces by dipping them into dilute
copper-fluoride solution. Diffusion anneals were performed in a vertical furnace in nitrogen ambient
and were terminated by a quench in silicone oil. After the quench, samples were chemically cleaned,
etched, and stored for several days at room temperature before measurements to allow all defect
reactions of copper to go towards completion. The minority carrier diffusion length was determined
by the surface photovoltage technique using the CMS-IIIA system by Semiconductor Diagnostics
(SDI). The results of the SPV measurements are presented in Fig. 13. We found it instructive to plot
the data in Figs. 13-15 against the effective density of recombination sites, which is proportional to
1/L?, where L is the minority carrier diffusion length. This proportionality holds because according to
the Shockley-Read-Hall statistics, the density of recombination centers is proportional to 1/t
(assuming that there is only one predominant type of lifetime limiting defects in the sample), whereas
the minority carrier lifetime, T, is proportional to L*. The corresponding values of the minority carrier
diffusion length, L, are given in Figs. 13-15 on the right vertical axis.
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—O— 35-50 Ohm-cm (3x10™ cm™®)

3
—a— 10-12 Ohm-cm (1.1x10" cm™®) [T ; _
0.6-1.2 Ormeem (2210 om™ Fig. 13 presents three curves, one for n

A

102 f type silicon, and two for p-type silicon, as
grown CZ and with internal gettering (IG) sites.
Initially, our discussion will be confined to the
curves obtained on the n-Si (diamonds) and p-Si
without intentionally formed IG sites (open
circles). It is seen from Fig. 13 that in n-type
silicon, the effective density of recombination
. . centers increases almost linearly with the
10" 10% 10" indiffused Cu concentration, whereas in p-type
Cu concentration (cm™) silicon, the effective density of recombination
centers remains very low at low Cu
concentrations and experiences a sharp increase
at a Cu concentration of approximately 10"
cm”. This critical Cu concentration matches the
Fig. 14. Dependence of minority carrier diffusion threshold concentration of copper that has to be
length on Cu contamination level in p-type silicon reached in 10 Qxcm p-Si to start forming Cu-
samples with different boron doping level. precipitates in the bulk (see Sec. 3.4 above).
This suggests that a step in the effective trap
density, observed in the curves plotted in Fig.
13, is associated with the onset of the formation of Cu precipitates in the bulk of the samples. These
precipitates are efficient recombination centers for charge carriers. Indeed, EBIC measurements of
our samples, mentioned in Sec. 3.4 above, indicated that Cu precipitates are very efficient
recombination centers [9]. This can be explained by a combination of two factors, the positive charge
of Cu precipitates in p-Si, which increases their capture cross-section for minority charge carriers,
and the effective recombination of these charge carriers through the bandlike states associated with
Cu precipitates [7, 11]. Therefore, it is reasonable to assume that the step in minority carrier lifetime
(Fig. 1) is caused by recombination of the charge carriers at copper precipitates. These precipitates
are formed at high density as soon as the Fermi level position in the sample reaches the
electroneutrality level, thus reducing the total barrier for nucleation and growth of Cu precipitates.
To further test this model, we investigated the effect of Cu on minority carrier diffusion
length for samples with three different resistivities (35-50 Ohm-cm (<B>=3x10" cm*), 10-12 Ohm-
cm (<B>=1.1x10" cm”), and 0.8-1.2 Ohm-cm (<B>=2x10"" cm”)). This experiment enabled us to
compare the minority carrier diffusion length in samples with the same starting copper concentration,
but with different Fermi level position. Results are presented in Fig. 14, which shows that the
position of the step in the effective density of recombination sites depends on the doping
concentration. A higher concentration of Cu is required to cause the step-like transition in the
effective density of recombination sites in the samples with a higher boron doping level. However,
the position of the room-temperature Fermi level calculated for the moment immediately after the
quench is the same for all three types of samples, see Fig. 15. This allows us to conclude that all three
samples have experienced the same dominant defect reaction, which determines the observed step in
the efficient density of copper-related recombination sites: the formation of copper precipitates which
starts as soon as Fermi level reaches the electroneutrality level of copper precipitates.

10-3 -

10-4 -

10-5 -

Diffusion length (microns)

Effective trap density, a.u.
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This result provides a confirmation of

—0— 35-50 Ohm-cm (3x10™ cm®) the electrostatic model of Cu precipitation in
102 = 10-12 Ohm-cm (1-1><101;5 C”f) . 10 silicon [11, 12] and explains the step-like
5 —— 0.8-1.2 Ohm-cm (2x10™ cm™) %  dependence of minority carrier lifetime on Cu
© 120§ concentration in p-type Si. At low copper
= 100 r 1% 2 concentrations, very few precipitates are
c 150 — . . . .
g £ formed in high crystalline quality p-type
o 107 r 1100 5 silicon. As discussed in our recent publications
Z . 1200 § [4, 5], complexes of interstitial copper are
5 105 ¢ 'y ng 1300 é unstable, and outdiffusion of copper to the
uué'j 1500 5 wafer surface is the predominant defect
10 . . reaction of Cu in p-type silicon. Since only a
00 02 04 0 8 T 1. O small fraction of Cu is left in the bulk, its
Fermi level after the quench

impact on minority carrier diffusion length is
small, and may even result in passivation of
electrically active defects, if complexes of Cu
with these defects are less recombination active
than the original defects. However, when the
critical copper concentration is reached, copper
starts forming recombination active precipitates
everywhere in the bulk. As these precipitates
are very efficient lifetime killers, the minority

(from the valence band edge)

Fig. 15. The same data as in Fig.14, plotted against
Fermi level position in the sample at room
temperature immediately after the quench. The Fermi
level position was calculated assuming that all copper
is in the ionized interstitial state. The range of the

horizontal axis corresponds to the bandgap with of carrier diffusion length decreases drastically. In
silicon at room temperature. The arrow indicates the n-type silicon, the Fermi level is very close to
position of the electroneutrality level of copper the electroneutrality level of copper

precipitates. precipitates, and nucleation of copper

precipitates occurs much easier. Therefore, the
effect of copper on minority carrier lifetime at
low copper concentrations is greater in n-Si
than in p-Si.

Even with this qualitative understanding, the details of the behavior of copper and,
consequently, its effect on the lifetime on the quantitative level may vary from wafer to wafer,
depending on its thermal history, concentration of lattice defects and other impurities in the wafer,
and its surface condition. It is instructive to compare two dependencies, taken on boron-doped CZ
samples with the same resistivity with (filled circles, Fig. 13) and without (open circles, Fig. 13) IG
sites. The curve obtained on the sample with IG sites shows the same step-like behavior as the curve
obtained on as-grown CZ sample, but the step is much smoother and its height is lower. This can
tentatively be explained by heterogeneous precipitation of copper at lattice defects (e.g., dislocations
or stacking faults) associated with the oxide precipitates, which results in a small increase in the
effective trap density at sub-critical Cu concentration range between 10" and 10" cm”. As the Cu
concentration reaches 10'"°cm”, the effective trap density becomes approximately equal to that for as-
grown CZ sample. This indicates that precipitation of Cu at oxide precipitates does not seem to be
playing a significant role in determining the minority carrier diffusion length at copper concentrations
above the critical copper concentration.

Finally, we would like to point out that the slope of the nearly linear dependence obtained for
n-type silicon in Fig. 13 (diamonds) suggests that the copper-related recombination centers consist of
more than one atom of copper. Recombination at centers which consist of a single impurity atom
should follow a proportional dependence between the metal concentration and the effective density of
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precipitation sites, whereby doubling of metal concentration doubles the concentration of
recombination sites. In contrast, the increase in Cu concentration by over four orders of magnitude
results only in an increase in efficient density of recombination sites in n-Si by about a factor of 20
(see Fig. 13). This confirms our hypothesis that the minority carrier diffusion length is limited in n-Si
by agglomerates of copper. This is reasonable also because it is known that interstitial copper is a
very shallow donor, which, according to Shockley-Read-Hall statistics, is expected to have very weak
recombination properties, and cannot account for such a strong effect (similar to that of iron) of Cu
on minority carrier diffusion length in silicon.

28



3.6 Impact of copper on minority carrier diffusion length in n-Si at low copper
concentrations.

In this section, we report data observed on samples contaminated with low concentrations of
copper (around 2.3x10" cm™). We observed that, in contrast to high copper contamination levels,
low copper concentrations can even improve the minority carrier diffusion length in the p-type
samples.

In this study, we used a variety of samples, including as-grown float-zone (FZ) and Czochralski
(Cz) grown silicon, Czochralski-grown samples with dissolved oxygen (CZdo), and Czochralski-
grown samples with different densities of oxide precipitates (Si6, Si7). Our standard procedure was
used for sample preparation, with the only difference that a slow ramping down was used to achieve
the equilibrium copper concentration at the diffusion temperature below 550°C. Namely, copper
diffusion was initially performed at 650°C for 30 min, and then the temperature was decreased step-
wise, by 50°C every 30 min, to the required indiffusion temperature. The 650°C step was intended to
assist with the formation of copper-silicide at the sample surface, which then served as the boundary
phase necessary to reach the equilibrium copper solubility at lower temperatures.
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Fig. 16. Diffusion length for six different silicon Fig. 17. Diffusion length vs. time after a 450°C
samples before and after anneal without copper. treatment for 30 min and subsequent quench. FZ
The diffusion length for these samples was is float zone, CZdo is a CZ sample which was
measured as grown (AG). Then samples were annealed at high temperature to dissolve oxygen
annealed at 450°C for 30min and then quenched at  precipitates, CZ1 and CZ2 are standard
RT. Anneal(30) refers to anneal sample whose Czochralski wafers, Si6 and Si7 has 8.9x10° cm™

diffusion length was measured 30 min after quench.  and 1.1x10’cm” oxide precipitates.
Anneal(9000) refers to same sample as Anneal(30)
measured 9000 min after quench.

In the first step of this experiment, we studied how the minority carrier diffusion length changes
after annealing the sample in a furnace without an intentional copper contamination. Fig. 16 shows a
vertical bar chart for diffusion length of noncontamined silicon samples annealed at 450°C for 30 min
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and subsequently quenched at RT. The diffusion length is then measured at two different time
intervals after quench. There is a drop in diffusion length after anneal, as compared to the diffusion
length before the anneal (see Fig. 16), which is most probably due to residual unintentional metal
contamination. This metal contamination could be introduced either during cleaning, or during
annealing in the furnace. Since our diffusion furnace is not located in a clean room, a certain
background contamination level (at or below 10'' cm™) can be expected.

It is interesting to note that in two of the samples, namely Si6 and Si7 (silicon with a density
of 8.9x10%m™ and 1.7x10’cm” oxide precipitates respectively), an increase in diffusion length is
observed over time (Figs. 16, 17). This increase could be explained by a defect reaction caused by
unintentional metal contamination, for instance by the association of FeB pairs. The change in the
minority carrier diffusion length after annealing and quench is routinely used in SPV technique to
determine the iron concentration in the wafers [47]. Application of the observed change in diffusion
length corresponded to a Fe,” concentration of about 10" em™.

DLTS experiments on sample Si7

60 confirmed the presence of [ Fe; J=10"em™.
- s Since the reaction of FeB formation with the

5007 | g Qu Amneal(30) 1 l inherent increase in the diffusion length was
[ Cu Anneal(9000)

observed only on samples Si6 and Si7, but not
on as-grown CZ samples or FZ samples, it is
proposed that Si7 wafer samples have an
unintentional iron contamination which

Diffusion Length (um)
g

o0 occurred before we received them in our lab.
This unintentional contamination was indeed a
100 { complication in our experiments. However,
H H since Cu concentration in experiments with
0

‘. ‘. ‘ ‘ ‘ ‘ intentional Cu contamination was several
S6 s7 2 A e Rz - .
Sarple Name orders of magnitude hlghe‘r than the
background Fe concentration, the impact on

' o . lifetime of silicon was expected to dominate
Fig. 18. Diffusion length observed on different types of

samples for different anneal procedures. AG refers to
as grown/received samples measured without any confirmed experimentally, as shown in Figs.
annealing procedure. Anneal(30) refers to non- 18-20.

contaminated samples annealed at 450°C for 30min.

Cu Anneal(30) refers to anneal Cu contaminated

samples whose diffusion length was measured 30 min

after quench. Cu Anneal(9000) refers to same sample

as Anneal(30) measured 9000 min after quench

due to Cu, not Fe,; . This assumption was
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Fig. 19. Diffusion length vs. time after a 450°C
treatment for 30 min and subsequent quench. L1, L2,
L3 are the diffusion length values 30 min after
quench. Lls, L2s, L3s are the steady state values of
diffusion length. L1,2R and L3R are the reference
values.
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Fig. 20. Diffusion length vs. time after a 450°C treatment
for 30 min and subsequent quench. This figure compares
amplitude of the transients observed in samples with only
unintentional iron contamination, and with Fe and Cu
contamination combined.
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As shown in a vertical bar graph in
Fig. 18, low level of Cu contamination
(diffusion at 450°C, which corresponds to
the equilibrium Cu solubility of 2.3x10"
cm™) generally increases the minority
carrier diffusion length to a value, which is
higher than the diffusion length observed in
the samples which were subjected to the
same heat treatment and quenching, but
without any copper contamination.
Measurement of time dependence of
minority carrier diffusion length revealed
transients shown in Fig. 19.

An increase in diffusion length as a
function of time at RT is observed for the
samples with oxide precipitates namely Si6,
Si7 and the CZdo sample. The time
constants calculated for each of the
transients are shown on the graph.

Fig. 20 clearly shows that the
amplitude of minority carrier diffusion
length transients, observed in Cu-
contaminated samples, is much greater than
the iron-related transients observed in
samples which were not intentionally
contaminated with Cu. The two curves in
Fig. 20 correspond to two of the Si7 silicon
samples (containing 1.7x10’cm™ oxide
precipitates), one of which received a non
Cu contaminated anneal treatment of 450°C
for 30 min and the second one received a Cu
contaminated for the same temperature and
time. Both of the curves show a rise in
diffusion length but the sample
contaminated with copper shows a greater
rise than the one not contaminated with
copper.

Thus, it is clear that the presence of
low concentrations of copper compensates
the detrimental effect of other defects and
impurities and increases the minority carrier
diffusion length in the samples. This
confirms observations previously reported in
literature [74, 79, 81]. Since interstitial
copper is somewhat similar to hydrogen
(i.e., it is also a fast diffuser in silicon and is



positively charged), we think that its compensating effect is also similar to that of hydrogen, i.e.,
interaction of interstitial copper with recombination-active defects in silicon results in the formation
of less recombination active complexes. This process is facilitated by the fact that interstitial copper
is a very shallow donor, and it is much less recombination active that the rest of 3d transition metals
[64]. As long as interstitial copper gets trapped by other impurities and the lattice defects, it has either
little effect on minority carrier diffusion length, or even passivates the existing defects. As soon as it
starts forming precipitates and agglomerates, which are extremely recombination active, the
passivating effect of copper changes to a detrimental lifetime limiting effect. The time constant of the
change in minority carrier diffusion length (see the curve in Fig. 20) is in a reasonable agreement
with characteristic time constants of “disappearance” of interstitial copper from the sample in the
reactions of its outdiffusion or gettering, as 880 min is the time which copper requires to diffuse a
distance on the order of several hundred microns.

The exact nature of defect reactions observed in our experiments remains uncertain. It is
possible that copper is trapped either by extended defects associated with oxide precipitates, such as
punched-out dislocations, or by microscopic lattice defects, such as voids. Fig. 18 indicates that the
passivating effect of copper may vary in a wide range, depending on the thermal history of a wafer,
and, presumably, on the type of lattice defects in the wafer. Additional research is required to
determine the exact nature of defect reactions involved in the passivation effect of copper. However,
it is clear that the similarity between hydrogen and copper passivation can be beneficially used to
gain a better understanding of the defect reactions of both hydrogen and copper in silicon.
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3.7 Studies of kinetics of precipitation of interstitial copper at oxygen
precipitates

Although it is well known that some types of extended defects such as stacking faults, Frank-
type partial dislocations, and grain boundaries, serve as effective precipitation sites for copper (see,
e.g., [54, 82-84]), a quantitative description of the efficiency of various precipitation sites, and
oxygen precipitates in particular, was lacking. Since photovoltaic grade multicrystalline silicon
contains high concentration of the dissolved oxygen and oxygen precipitates, it is quite likely that
dissolved copper will precipitate at these oxygen clusters, thus creating recombination-active centers
in the bulk of the wafer. This will decrease the solar cell efficiency.

In our experiments we used CZ silicon with the density of oxygen precipitates varying from
10° to 10" cm™. The wafers were pre-characterized, i.e., the decrease of interstitial oxygen
concentration after the precipitation anneal, AO;, and the bulk microdefect density, Noxy, were known.
Additionally, the same experiment was performed using EFG multicrystalline material.

Using the new value for the diffusion coefficient of copper in silicon obtained in Sec. 3.1
above, one can apply Ham’s law (see Refs. [85] for details) to predict the precipitation rate of copper:

7= (42D, nr, ) (15)

Assuming that the whole surface of oxygen precipitates serves as a precipitation site (this is
the standard assumption in Ham’s precipitation theory), the following precipitation time constants of
copper were calculated:

Table 1.

Sample | AO; (x10" cm™) | Noxy (precip/cm’) | radius (x10° cm) | Expected T (s)

Si6 <0.1 (below 1.8x10° unknown >10,000
detection limit)

Si7 <0.1 (below 2.0x107 unknown >4000
detection limit)

Si8 0.28 2.3x10° 8.38 930

Si9 0.54 1.6x10° 5.46 205

Sil0 225 1.5%10'"° 4.15 28.8

Sill 6.00 2.5%10" 2.25 3.2

Thus, one can expect that Cu would precipitate in the CZ samples with the density of oxygen
precipitates from 10° to 10" cm™ with the time constants from 930 s to 3.2 s, respectively, and be
very slow in the samples Si6 and Si7. In the latter two samples the expected time constants could not
be calculated accurately since AO; was below the sensitivity limit of FTIR system used to pre-
characterize the wafers. By extrapolating the dependence of the expected precipitation time constants
versus the density of oxygen precipitates to the density of oxide precipitates in the samples Si7 and
Si8, the precipitation time constant T were estimated as greater than 4000 s for the Si7 sample, and
more than 10,000 s of the Si6 sample. Since it takes at least 30 min to chemically clean the samples
after the quench and to evaporate Schottky diodes required for TID measurements, one can predict
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that the initial Cu; concentration, present in the sample at the moment of quench, will decrease by the

beginning of measurement by the factor:

Table 2.

Sample T(s) 30min/7 Cu concentration decay factor
after 30 min at room temperature

Si8 930 1.93 6.9

Si9 205 8.78 6.5x10°

Si10 28.8 62.5 1.4x10”

Sill 3.2 562.5 Complete Cu precipitation

Consequently, if oxygen precipitates are effective precipitation sites for Cu, then one may
expect that Cu, concentration in the Si8 sample will decrease as compared to the equilibrium Cu
solubility at the diffusion temperature by a factor of 7, while in the Si9 sample it will decrease by
more than three orders of magnitude and will be close to the detection limits of TID. Finally, Cu can
be expected to precipitate completely in the samples Sil0 and Sill. In the samples Si6 and Si7 with
very slow precipitation rates the interstitial copper concentration should change by less than a factor
of 2. This anticipated variation of the precipitation rate by several orders of magnitude as the density
of oxygen precipitates changed from 10° to 10" cm® was confirmed by our earlier study of

precipitation of iron in silicon [86].

However, experimental measurements showed that precipitation of copper at oxygen
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Fig. 21. Interstitial copper concentration detected by
TID 30 min after the quench for different density of
oxygen precipitates and different initial copper
concentration. The initial copper concentration,
determined by the annealing temperature, is indicated
in the inset. Solid lines represent the best fit achieved
using Ham’s law obtained assuming that only 10% of
the surface of oxygen precipitates getter copper.

precipitates is not described by Ham’s law.
Namely, the precipitation rate of copper,
measured by TID was much slower than
expected from Ham’s law, thus indicating that
oxygen precipitates are poor gettering sites. The
decay of the interstitial Cu; concentration (decay
factor) during the 30 min required to
manufacture Schottky-diodes, which was
predicted from Ham’s law to be 6.9 for the
sample Si8, was as low as a factor of 2 (see Fig.
21). For the sample Si9, the decay of copper
concentration was less than one order of
magnitude, although the concentration decay
expected from Ham’s law was about a factor of
6x10° (see the table above). Furthermore, in the
samples Si10 and Sil1, in which we expected
the indiffused copper to precipitate completely
within the first 30 min, the decay of the Cu; "
concentration was only given by a factor of 20
to 40. Hence, there is no direct proportionality
between the products of the density of oxygen
precipitates and their radii, which is the product
which determines the precipitation rate in
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Ham’s law (Eq. (15)) and the experimentally observed copper precipitation rate. Additionally, the
decay time of the remaining copper concentration was in agreement with the precipitation-free
outdiffusion model, see Fig. 22. This implies that oxygen precipitates did not have any significant
effect on the behavior of interstitial copper during measurements, although the decay of Cu;
concentration during the first 30 min after the quench, plotted in Fig. 21, indicates that some of the
copper does precipitate at oxygen clusters immediately after the quench.

One could hypothesize that we observe the
effect of saturation of oxygen precipitates with
copper, whereby the oxygen precipitates become
inefficient as soon as they getter a certain amount of
copper. However, comparison of TID data obtained
on samples with different initial copper concentration
(Fig. 21) suggests that the effect is more complicated.
Obviously, precipitation of copper at oxygen
precipitates depends not only on the density of the
precipitates, but also on the initial copper
concentrations. For relatively high initial copper
concentrations, 2x10" ¢cm™ and 4x10'° cm?, the
gettering effect becomes appreciable only in the
samples with the density of oxygen precipitates
exceeding 10® cm™. In contrast, if the initial copper
concentration is lower, 4x10'* cm™ (bottom curve in
Fig. 21), then there is no dependence of the Cu;
concentration detected by TID on the density of
oxygen precipitates whatsoever. An interesting
feature of the Fig.21 is that the residual interstitial
copper concentration, detected in the Si10 and Sil1
samples at the beginning of the TID measurements, is
almost independent of the starting copper
concentration and is equal to about 2x10'* cm™. This
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Fig. 22. Time dependence of the decay of
interstitial copper concentration in CZ samples
Si7 (density of oxygen precipitates 10’ cm™,
red (upper) curve) and Sil1 (density of oxygen
precipitates 10" cm?, blue (bottom) curve), as
measured by TID. Black line represents results
of modeling of outdiffusion of copper to the
wafer surface in the absence of bulk
precipitation sites.

suggests that similarly to bulk precipitation of copper in FZ silicon [12, 87, 88], there is a critical
copper concentration which should be reached to trigger precipitation of copper at oxygen
precipitates. As soon as interstitial copper concentration drops below this critical value, precipitation
of copper at oxygen precipitates slows down or stops. Our data presented in Fig. 21 suggest that this
critical concentration is about 2x10'* to 4x10'* cm™ of copper in 10 Qxcm silicon. Note that since
interstitial copper is a shallow donor, an increase of the Cu; concentration in the sample results in
electrical compensation of the sample and a gradual shift of the Fermi level upwards. The critical
compensation level observed in this study corresponds to the Fermi level position between
approximately Ey+0.3 eV and Ey+0.5 eV. This agrees with the theoretical predictions that the
position of the energy levels of dislocations in silicon should be close to the mid-gap (see, e.g., Ref.
[89]). Indeed, it is known that oxygen precipitates tend to punch out dislocations, and that
dislocations are efficient precipitation sites for copper. Therefore, this result gives us reasons to
believe that electrostatic effects are also involved in the precipitation of copper at extended defects

associated with oxygen precipitates.
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Fig. 23. Result of a TID measurement on EFG material.
While most of copper has precipitated, non-negligible
fraction of it remains in the bulk even 30 min after the
quench. The residual copper concentration is similar to

that observed in CZ samples.

Outdiffused Cu

Presently, we can suggest the
following model: as long as the Fermi level
in the sample lies above the energy level of
dislocations punched out by the oxygen
precipitates, these dislocations (which are
thought to form acceptor levels in the band
gap) are negatively charged and attract
positively charged interstitial copper ions.
As soon as the Fermi level drops below the
energy level of these dislocations in the
band gap, they change their sign from
negative to neutral or positive, and copper
precipitation slows down considerably. This
hypothesis is similar to our model of Fermi-
level dependent precipitation behavior of
copper, discussed in Sec. 3.4.

An experiment similar to those
described above and presented in Fig. 21
was performed using EFG multicrystalline

material. As it follows from Fig. 23, 90% of the copper has precipitated in the bulk. However, the
remaining 10 percent did not precipitate and could be detected as interstitial copper by TID 30 min
after the quench. The kinetics of decay of the residual copper concentration, monitored by TID over
the subsequent 24 hours, was in a good agreement with the model of outdiffusion of copper to the
wafer surface without any precipitation in the bulk. This result is similar to that obtained on Si10 and

Sill CZ samples.

Thus, the following conclusions can be made. First, EFG silicon provides a very high density
of precipitation sites for copper in the bulk of the wafer, comparable to the density of precipitation
sites in CZ silicon with 10' to 10" cm™ of oxygen precipitates in the bulk. However, these
precipitation sites do not getter all the copper. In fact, almost 2x10'* cm™ of copper remains
ungettered 30 min after the quench, although the precipitation rate predicted by Ham’s law for as
high a density of defects as is available in the EFG material would be sufficient for all copper to
precipitate within several minutes or less. This residual copper may diffuse to the p-n junction and
form precipitates there, which may eventually decrease open-circuit voltage or even form shunts.

Our data, presented in this report, suggest that electrostatic effects, which we proposed to
explain these observations, are as important in the EFG material as they are in CZ silicon with

oxygen precipitates.
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3.8 Study of the thermal stability of copper precipitates in silicon

In this study we used single crystal Czochralski-grown silicon, doped with 10'° boron
atoms/cm’, and containing 10'® oxygen atoms, as measured by FTIR. The wafers were subjected to a
series of heat treatments to produce an oxygen precipitate density of 10'' cm™, and a stacking fault
density of about 10° cm™ (see [86] for details of the heat treatment; the pre-characterized CZ wafers
were courtesy of R.Falster). Copper was intentionally introduced by dip coating the samples in a
solution of copper fluoride trihydrate, HF, and H,O followed by a 900°C in-diffusion performed in a
N, ambient. The annealing times used in these experiments were more than sufficient to establish the
equilibrium concentration of 10'® Cu atoms/cm” throughout the thickness of the material. The
samples were air-cooled with an average cooling rate of 25°C/min. Excess copper was subsequently
removed from the surface by mechanical polishing and chemical etching. The slow cool allowed for
Cu precipitation at the internal defects and for outdiffusion of the rest of copper to the wafer surfaces.
Anneals to dissolve the Cu precipitates were performed at 360 and 460°C for 30 min and were also
terminated by a rapid quench.

For copper detection, we utilized synchrotron-based XRF (Beamline 10.3.1 at the Advanced
Light Source, Lawrence Berkeley National Laboratory) with which we ascertained the spatial
distribution of copper in silicon. In this system, x-rays from a synchrotron source are focused to a
spot size of 1-2 um?. The sensitivity of the u-XRF system is such that one Cu precipitate with a 10
nm radius or greater can be detected within the sampling volume of 80 um3. The sample stage can be
scanned, allowing mapping of large sampling areas.

Using the u-XRF system, we have identified the positions of Cu precipitates with reference to
an intentional scribe mark on two samples. The elemental map taken on the first sample after the Cu
in-diffusion is shown in Fig. 24(a). The density of Cu clusters agrees well with the stacking fault
density of 10%/cm’. Furthermore, the orientation of the Cu clusters is similar to the preferred
orientation for stacking faults in silicon, where stacking faults prefer to lie on the (111) planes.
Considering the total Cu concentration measured with XRF was 10'® per cm? of the scanned sample
surface and the thickness of the silicon was 500 um (giving a maximum concentration of 2x10"" cm’
%), we see a large fraction of the Cu has not precipitated at the internal defects but has likely returned
to the surface during cooling.

We then annealed the sample at 360°C for 30 min in an attempt to dissolve the Cu
precipitates. After annealing, the sample was rescanned with the u-XRF system in the same area
using the scribe mark as a reference point. As shown in Fig. 24(b), we observe a decrease in the
amount of Cu at the clusters. However, all precipitates remain, indicating that the 360°C anneal was
insufficient to fully dissolve the Cu precipitates.

For the second sample we attempted to dissolve the Cu precipitates using a higher
temperature anneal at 460°C. The u-XRF maps of the sample in the initial state and after the 460°C
anneal are shown in Figs. 25(a) and 25(b), respectively. We observe more dissolution of the Cu
precipitates with the 460°C anneal as compared to the 360°C anneal. Some clusters have dissolved to
below the u-XRF sensitivity limit while others have significantly decreased in size and intensity.
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Fig. 24. (a) Precipitated Cu in CZ silicon with oxygen precipitates and stacking faults as measured
with u-XRF. Cu was intentionally introduced at 1180°C and precipitated during a slow air cool. (b) Cu
distribution in the sample from Fig. 1(a) after the sample has been annealed at 360°C for 30 min. Note that
some of the Cu clusters have decreased in size and intensity.

The rapid dissolution of Cu at low temperatures indicates that Cu precipitates formed at
stacking faults are relatively unstable. However, the stability of the observed precipitates is higher
than one could expect. Assuming Cu is in the form of Cu;Si precipitates, theoretical calculations [90,
91] predict a CusSi precipitate with radius smaller than 9 and 70 nm would fully dissolve during 30
min anneals at 360°C and 460°C, respectively. Considering that we do not observe full dissolution of
all Cu clusters in this study, either some Cu precipitates may be larger than 70 nm, or some of the Cu
precipitates are in a more stable form than Cu;Si. Past TEM studies on precipitated Cu by Solberg et
al. [92] and Seibt et al. [53] identified the formation of Cu3;Si when Cu was allowed to precipitate in
silicon. However, these studies were performed on silicon material without previously formed
oxygen precipitates. The presence of oxygen precipitates may allow for the formation of Cu oxides,
which would dissolve slowly compared to metallic Cu and Cu silicides. From the point of view of
equilibrium thermodynamics, Cu oxide formation seems unlikely since a comparison of heats of
formation between SiO, and Cu oxides indicates SiO; is the thermodynamically favorable phase.
However, thermodynamics does not preclude the formation of metal oxides and silicates, particularly
in multicrystalline materials grown using rapid solidification techniques. For example, Fe oxides and
silicate precipitates have been observed to form in the presence of Si0,, even though SiO; is the
thermodynamically favorable phase [15, 93]. This indicates Cu oxide or silicate formation can occur
in the presence of SiO; via a preferred kinetic pathway.

Other TEM studies [94, 95] provide an alternative possibility to enhance Cu precipitate
stability. These works identified the formation of CuSi rather than Cu;Si for Cu precipitation in
silicon and at the silicon surface. CuSi would be expected to have a slightly different dissolution rate
than Cu3Si, however, not as great of a difference as would be found for a Cu oxide compound.
Hence, the conclusion of our study is that the moderate level of stability indicates that the Cu
precipitates may be in a more stable form than CusSi.
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Fig. 25. (a) Precipitated Cu in CZ silicon with oxygen precipitates and stacking faults as measured
with u-XRF. Cu was intentionally introduced at 1180°C and precipitated during a slow air cool. (b) Cu
distribution in the sample from Fig. 2(a) after the sample has been annealed at 460°C for 30 min. Note that
some of the Cu clusters have been dissolved below the system sensitivity limit and others have decreased in
size and intensity.
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4 lIronin silicon

4.1 Analysis of the current understanding of iron in silicon

Iron is the best studied metal impurity in silicon, which was found in high concentrations at
intragranular microdefects. Although the chemical state of iron at these defects was unclear, the
attention of the photovoltaics community has been confined mostly to the interstitial iron, iron-boron
pairs, and iron-silicide clusters. Since interstitial iron is a fast diffuser in silicon, and iron-boron pairs
and iron-silicide easily dissociate, iron in the form of Fe;, FeB, and FeSi, should be easy to remove
from wafers by gettering. Therefore, it is unlikely that they form gettering-resistant clusters. To gain
a better understanding of the other types of clusters/complexes formed by iron in silicon, and to
identify iron compounds which can potentially be responsible for gettering-resistant clusters, we
performed a detailed analysis of the literature on iron-related defects and their electrical properties.
This study was published as two review articles, Refs. [6, 17], and was presented in our quarterly
reports submitted to NREL in 1999-2000. Due to the large volume of the data presented in those
reviews, in this section we will discuss the issues of hydrogen passivation of iron-related defects and
interaction of iron with oxygen with the formation of iron oxides and silicates. We think that these
issues can shed some light on the nature of gettering-resistant defects in silicon.

The first problem to be discussed in this section is the interaction of iron with hydrogen. The
ability of hydrogen to passivate electrically active defects is well known (see, e.g., the review of
Pearton et al. [96]) and is widely used in photovoltaics to increase the minority carrier diffusion
length (see, e.g., Refs. [97, 98]). Passivation is usually implemented by a relatively low-temperature
hydrogen plasma treatment. Substantial concentrations of hydrogen are also introduced into the near-
surface region of silicon during routine chemical etching (see, e.g. [99-102]). Recent experimental
data showed that the interaction of hydrogen with metal impurities is more complicated than just
passivation. Complexes of transition metals with hydrogen often introduce new levels in the bandgap
(see, e.g., recently published data on Pt-H complexes [101], Ag-H complexes [103], and Co-H
complexes [104]).

Despite the importance of the problem of interaction of iron with hydrogen and passivation of
iron-related defects, literature data are inconclusive. Tavendale and Pearton [105, 106] studied the
influence of hydrogen plasma treatment on Fe-related deep levels and reported that the levels at
Ey+0.32 eV and Ey+0.39 eV (note that the latter level is not the level of Fe;), which appeared in
DLTS spectra after iron diffusion, were neutralized by hydrogen to the depth of the hydrogen
penetration. They also found that the level of interstitial iron was not affected by the plasma
treatment. The latter result has recently been confirmed by Weber [107]. Data of Kouketsu et al.
[108, 109] indicate that the FeB peak at Ey+0.1 eV is effectively neutralized by hydrogen. Yakimov
et al. [110] suggested that the introduction of hydrogen during wet chemical etching stimulates the
dissociation of FeB pairs in the near-surface layer and increases the local concentration of unpaired
interstitial iron. However, the mechanism of such a dissociation process remains unclear. Kaniewska
et al. [111] reported a change in the shape of the DLTS spectra taken on n-type Fe-contaminated
silicon samples with dislocations and stacking faults after hydrogenation. However, the complex
nature of the spectra made it impossible to identify the passivated centers.

Several authors suggested that the levels at Ey+0.23 eV, Ey+0.38 eV [108, 109], and Ey+0.31
eV [112] appear in the bandgap after hydrogenation of iron-contaminated samples and argued that
they are levels of iron-hydrogen complexes. It was shown that these levels are unstable at elevated
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temperatures and dissociate after anneals at 175°C for 30 min [112]. Unfortunately, the experiments
described in Refs. [108, 109, 112] lacked a systematic analysis of the interaction of hydrogen with the
impurity levels, such as the one developed in Refs. [99, 103]. This approach includes the comparison
of DLTS spectra of cleaved (no hydrogen) and etched (hydrogen in the near-surface region) samples
and a comparison of the depth profiles of the traps with the predicted distribution of hydrogen. This
correlation even enables one to determine the number of hydrogen atoms in a complex. To the best of
our knowledge, this technique has not yet been applied to iron in silicon. It is clear, however, that
hydrogen passivation can be inefficient for some complexes of iron.

The second aspect of properties of iron in silicon important for solar cell efficiency, which
will be discussed in detail in this section, is precipitation of iron and formation of iron silicide and
iron silicates in the bulk of the wafer. Similarly to other transition metals, iron forms a number of
silicide phases, including cubic e-FeSi, tetragonal a-FeSi,, orthorhombic 3-FeSi,, hexagonal FesSis,
and cubic Fe;Si [113, 114]. A phase diagram of iron-silicides can be found in [115]. Note that it is
usually much more difficult to find iron-silicide precipitates in the bulk of a silicon wafer after
thermal diffusion and cool down than to find precipitates of copper or nickel. This is because the
solubility of iron is much lower than that of Cu or Ni. Low strain fields around the precipitates make
their TEM observation difficult. Additionally, the pairing of iron with boron is an efficient trapping
mechanism, which significantly reduces the driving force for the precipitation of iron in the bulk.
Several groups [30, 116-118] succeeded in finding rod-like FeSi, precipitates, up to 0.5 um long and
a few tenths of a nanometer thick, in TEM samples prepared from devices or wafers after thermal
indiffusion of iron. These iron-silicide precipitates were observed at Si/SiO; interfaces. However,
most observations of iron-silicide precipitates were done after implantation of high doses of iron with
subsequent annealing [119-129]. These studies were stimulated by the prospect of using iron-silicide
or silicon-based optoelectronics (see, e.g., [130-132]) since its direct band gap of about 0.87 eV
makes it suitable for the fabrication of infrared detectors or emitters integrated to silicon circuits.

In contrast to bulk precipitates of iron in high crystalline quality silicon, agglomeration of iron
at extended defects, such as dislocations or low-angle boundaries, can easily be observed after
thermal diffusion of iron. A significant increase in the recombination activity of iron-contaminated
dislocations, silicon-oxide precipitates, and misfit dislocations in Si/SiGe epitaxial structures has
been reported in Refs. [133-139]. However, the formation of distinctive large iron-silicide
precipitates at extended defects is very uncommon. With a few exceptions (such as [140]), it was
found that iron precipitates along dislocation lines very uniformly, and does not form any contrast
spots in EBIC images, common for Cu-contaminated samples [84, 117].

Decoration of dislocations and oxidation-induced stacking faults (OSF) with iron is a well-
known cause for pr-junction leakage, breakdown of oxides, and retention time (refresh) failures of
DRAMs [141-144]. Interestingly, iron not only decorates the existing stacking faults, but also affects
their growth. As discussed in the April 99 quarterly report and in our article, Ref. [6], the data on the
effect of iron on nucleation of silicon-oxide precipitates are contradictory. However, everyone agrees
that iron enhances the final stage of growth of silicon-oxide precipitates, i.e., the formation of OSFs
[113, 141, 145-149]. Fujino et al. [147] showed that the density of OSFs increased by nearly 5 orders
of magnitude as iron surface contamination level increased from 3x10'' cm™ to 10" cm™. Likewise,
Miyazaki et al. [145] observed higher OSF densities for iron concentrations above 5x10'* Fe/cm’.

The increase of the precipitation rate of iron in polycrystalline silicon, proportional to the
density of dislocations, grain boundaries, and intragranular defects, was observed by Bailey et al.
[22], and clearly indicated that iron precipitates at these defects. A similar correlation of precipitation
rate of iron with the density of silicon-oxide precipitates has been done by Gilles et al. [150, 151].
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Experimental studies of Aoki et al. [152-154] showed that the presence of silicon-oxide precipitates
does not affect the solubility of iron in the bulk, but changes the kinetics of its precipitation [154].
Aoki et al. [154] performed TEM-EDX (transmission electron microscopy combined with energy-
dispersive X-ray analysis) measurements and were able to directly detect iron at silicon-oxide
precipitates. Our group [86, 155] (see Sect. 3.3 below) developed a quantitative technique for
analysis of iron precipitation kinetics. Application of this technique to CZ silicon with different
densities of silicon-oxide precipitates confirmed that the effective density of precipitation sites for
iron correlates well with the density of silicon-oxide precipitates. We concluded from our studies that
iron is gettered by the surface of silicon-oxide precipitates rather than by associated dislocations. In
contrast, Sadamitsu et al. [156], and Ogushi et al. [157] argued that iron is most probably gettered by
the bulk of the precipitates.

Besides precipitation of iron at extended defects in the bulk, accumulation of iron at the
Si/Si10; interfaces or at the bare silicon surface has also been observed [113, 127, 158-164]. The
precipitation of iron near the growing Si/SiO, interface may be stimulated by silicon self-interstitials,
injected by the growing oxide and consumed by the iron-silicide precipitates, or by local compressive
strain fields at the Si/S10, interface [161, 162]. This is because the molecular volume of iron silicide
is less than that of silicon, and the precipitates are surrounded by a tensile strain.

The thermal stability of precipitated iron was studied by Ramappa et al. [165], Colas et al.
[166], and Aoki et al. [167] in FZ silicon, and by Aoki et al. [167, 168] in CZ wafers with silicon-
oxide precipitates. All of these studies showed that iron is weakly bound at iron-silicide precipitates,
and can be dissolved back into the silicon by annealing the samples. Detailed studies of McHugo et
al. [169] indicated that the stability of iron at oxygen precipitates somewhat depends on the carbon
content of the sample. It was found that iron is more stable at oxygen precipitates formed in silicon
with low carbon content. It was suggested that carbon reduces the strain, which stabilizes the iron at
oxygen precipitates [169].

It is important to note that the relatively low thermal stability mentioned above refers only to
iron (or possibly iron silicide), precipitated at already existing extended defects. As we will show
below, the presence of iron in the wafer surface during silicon dioxide growth may lead to the
formation of strong chemical bonds between iron, oxygen, and silicon, with the formation of iron
oxides or iron silicides. A similar effect may also take place during rapid solidification of silicon
melt, used in PV technology. Since mc-Si for PV applications contains high concentration of oxygen,
unintentional contamination of melt with transition metals may result in formation of iron-oxygen
complexes. The starting concentration of iron in polysilicon feedstock steadily decreases with the
development of silicon purification technology. Relatively recent studies of Huber et al. [21] revealed
that the iron concentration in polysilicon is below 2.5x10'" cm™. In single crystal growth
technologies (FZ and CZ), only a small fraction of this amount of iron is transferred to the growing
crystal due to the effect of segregation of impurities in the melt. Literature data on segregation
coefficient of iron between the silicon solid crystal and the melt are in reasonably good agreement:
10, as reported by James et al. [170], 8x10® as reported by Trumbore [171], 3x107 as reported by
Bugay et al. [172], 4.6x10°® as reported by Mishra et al. [173], 5x10° to 1x107 as follows from the
experiments of Collins [174], and 7107 as derived by Weber [31, 175]. Thus, the average value of
distribution coefficient is about 10”. Unfortunately, the photovoltaics manufacturing uses simplified
low-cost technologies to grow multicrystalline silicon at high pulling rates. These technologies
cannot benefit from the segregation effects of transition metals in the melt to the same extent as
monocrystalline technology does. Hence, it is reasonable to expect that mc-Si can contain iron in
concentrations from 10'' to 10" cm™, as follows from the data from Refs. [20, 21].
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A number of authors have discussed the possibility of forming other phases of iron which are
thermodynamically more favorable than either - or B-FeSi, [176-178]. Hackl et al. [178] presented a
table of formation energies for possible iron-oxygen-silicon compounds to show that the highest
formation energy is for a silicate of Fe,SiO4 followed by Fe;O4, while FeSi, has a lower energy of
formation by a factor of 18.

Probably the first experimental observation of the effect of strong binding of iron in the
surface silicon-dioxide was made in the studies of the solubility of iron in silicon [163, 179-181]. It
was found that if there is no oxide on the surface, and the annealing ambient does not contain traces
of oxygen to form such an oxide during the anneal, then all iron deposited on the surface easily
diffuses into the bulk. If the wafer surface is covered by silicon dioxide, and particularly if trace
concentrations of oxygen or residual water vapors [182] are present in the annealing ambient, iron
becomes bound to oxygen contained in the surface oxide [147]. Rotondaro et al. [183] reported that
in dry O, only about 50% of the surface Fe contamination was found in the bulk after diffusion,
while the use of N, results in a diffusion of 70 to 100% of the contamination into the bulk. Recent
Auger electron spectroscopy (AES) and X-ray photoelectron spectroscopy (XPS) studies by Swart et
al. [184] confirmed that iron in the oxide indeed forms chemical bonds to silicon and oxygen.

Note that the equilibrium bulk iron concentration after diffusion in oxidizing ambient may be
affected not only by the fraction of iron bound at the surface, but also by the fact that a new boundary
phase different from iron silicide FeSi, is formed. A phase with a larger formation energy results in a
lower equilibrium solubility of iron in silicon. Colas et al. [166] studied the solution of iron in the
presence of oxygen clusters of different morphology and speculated that they might have observed
the formation of an oxygen-iron compound which is more stable that the FeSi, silicide. However, the
possibility of formation of iron oxides or silicates in the silicon lattice was not fully explored until
highly-sensitive synchrotron-radiation-based X-ray techniques, which can unambiguously distinguish
different types of bonding, became available. Kitano [93] diffused iron into boron-doped CZ silicon
wafers through a 20 nm SiO, film at 750°C and 900°C, removed oxide by HF chemical etching, and
studied the chemical state of iron at the silicon surface (former Si/SiO, interface) by using the
angular-dependent total X-ray fluorescence and X-ray absorption fine structure techniques. It was
found [93] that a significant amount of iron was concentrated at the SiO,/Si interface and that
chemical bonds of the type Fe-O, Fe-Si and Fe-Fe were formed. The valence of iron was a mixture of
Fe’" and Fe**, but mostly Fe’". From these observations, Kitano [93] inferred that the layer formed by
iron at the Si0,/Si interface is iron silicate, in which a portion of F > ions are reduced to Fez+,

similarly to the natural iron silicate Fe>" F. eg} [SiO, ], known as laihunite. Clearly, similar behavior of

iron may also be expected if iron and oxygen co-precipitate in the bulk of the wafer. Sadamitsu et al.
[113] reported that their TEM analyses revealed inclusions in silicon oxide when they intentionally
contaminated silicon with iron and oxidized it. They suggested that the inclusions may be either
Fe;04 or Fe,Si04 [113]. The formation of the iron oxide embedded into the chemical oxide on the
wafer surface was suggested by Takizawa et al. [185]. Shimizu [186-189] argued that thermal
oxidation of Fe- and Al-contaminated wafers leads to the incorporation of these metals into a growing
oxide in the form of (FeOSi) negative ions, which are oxidized, during the oxide growth, into neutral
metal oxides. In agreement with the observations of Refs. [147, 190-192], they found that metals
were located primarily at the oxide surface, furthest from the Si/SiO; interface. A similar observation
was made by Tardif et al. [193, 194], Hocket et al. [195], and Zhong et al. [196]. Takiyama et al.
[197] investigated a possibility of chemical reactions of iron with SiO, by mixing powders of iron-
oxide with silicon-dioxide, sintering them in a nitrogen ambient, and analyzing them by X-ray
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diffraction. They observed formation of iron-silicates, tentatively Fe,SiOj, after sintering at
temperatures of 900°C and above.

Since there are strong indications in the literature that dissolution-resistant iron-oxides and
silicates can be formed in silicon, a series of analyses was performed with the purpose of assessing
the feasibility of finding such complexes of iron in solar cells. These data are presented in Sec. 6.
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4.2 Method of evaluation of precipitation sites density from the analysis of iron
precipitation kinetics.

So far, there was no reliable experimental technique to determine the density of
heterogeneous precipitation sites in the bulk of silicon wafers. Such techniques as chemical etching,
laser scattering tomography (LST), Optical Precipitate Profiler (OPP), and Fourier transform infra-
red spectroscopy (FTIR) can be used to detect only large precipitates, containing more than 10°
impurity atoms, and are not sensitive to microdefects. We developed an experimental technique
which enabled us to determine the precipitation site density from the analysis of precipitation
kinetics. The technique is based on theoretical analysis of Ham [85]. Taking into account the growth
of the precipitates and the increase of their radii during growth, Ham solved the three dimensional
diffusion equation and obtained the following analytical equation to describe the kinetics of
precipitation:
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and where c¢(¢) is the time dependent solute (impurity) concentration, ¢, is the initial impurity
concentration, ¢; is the impurity equilibrium solubility concentration, c, is the density of the impurity
in the precipitate, D is the diffusivity of precipitating impurity at the fixed precipitation temperature,
n is the precipitate site density, and r, is the initial precipitate radius. Eqs. 16 and 17 can be used to fit
given experimental data by varying »n as long as the precipitation took place at a constant temperature.
However, because of the implicit nature of this formulation, Eqs. 16 and 17 would have to be solved
using convergent techniques for each time increment. This would require long computer times to
complete.

To simplify the problem, Ham assumed a fixed precipitate radius ,. For a precipitate of fixed
radius, Ham finds that the precipitation process is adequately described by,

-t/1

c(t)—c, =(c, —c,) e V% (18)

with
7, =1/4mr,D (19)
Ham also showed that the growing radius solution approximates the fixed radius solution if

the precipitate radius does not change significantly during growth, i.e. when more than 50% of the
solute has precipitated:

45



ct)=¢s _yp 17, 0)
C

o~ Cs

where £ is a constant which is larger than 1 and depends on the ratio of n/c,, and 7, is given in Eq. 19.
To the best of our knowledge, only few experimental studies, published to-date, analyzed the
precipitation kinetics of impurities, and all of them used the exponential approximation. For example,
Gilles et al. [151] and Livingston et al. [198] applied Ham’s law to the gettering effect of oxygen
precipitates. Bailey et al. [22] precipitated iron in different types of PV silicon and found a
correlation between the initial diffusion length in as-grown samples and the precipitation rate of iron.
However, since they used an exponential approximation, they could not give a quantitative estimate
for the density of precipitation sites. The disadvantages of applying the exponential approximation
method are as follows:

e Fitting this equation to experimental data points yields only the product nr,, and does not allow
one to determine » and ry separately.

e Early in the precipitation process the precipitate radius is growing, giving rise to a
non-exponential curvature. Unfortunately, most experimental techniques are most accurate while the
solute concentration is still large, i.e. early in the precipitation process.

e The product nr, does not indicate whether the early precipitation was non-exponential (small
r, and large n) or exponential (large r, and small n).

To address the first point, some studies [150, 199] have used the conservation of mass to
obtain n as follows. The conservation of mass is simply expressed as,

Ac =%7rr03ncp 21

Combining Eq. 19 and 21, one obtains an expression for # as,
3 | ¢ 1/2
n= (—75- — —”] (22)

where Ac is the drop of solute
10” i ] concentration, and ¢, is the density of the
§ ] impurity in the precipitate. This already
enables one to get an estimate of the
precipitate density.
To demonstrate the application of
Eqgs.21,22, combined with the exponential
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Fig. 26: Iron precipitation in Cz silicon at 650°C. The approximately 4.75x10" Fe/cm® as
straight line fit is equivalent to the fixed radius measured by deep level transient

approximation and yields a precipitate site density (with spectroscopy (DLTS). They were then
Eq. 7) of 3.9x10°® sites/cm’. The second straight line fit annealed for various times at 650°C

through the last three data points yields a site density of
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followed by a quench. The remaining interstitial iron concentrations were then measured with DLTS.
Assuming precipitation follows Ham’s law (Eq. 18 and 19), the time constant T can be obtained from
the slope of a straight line fit through experimental data points as illustrated in Fig.26. The resulting
nr, product found from the slope in Fig.26 is 402 cm™. Using Eq. 22, one finds that n=3.9x10%
sites/cm’ using a c,=25.6 Fe/nm®. While this is close to the value obtained by more rigorous methods
(see below), n=7.2x10°® sites/cm’, the error incurred is sensitive to where the data points are
measured. Lines fitted to data taken early in the precipitation induce greater error than a linear fit
through data taken later in the precipitation. For example, the last three data points were fitted with a
second straight line and Eq. 22 was used to obtain n=4.7x10® sites/cm”’. Clearly, the site density
estimate is improved as lines are fitted to data points later in the precipitation process. Here the ‘fixed
radius’ 7, is approximately the radius of the final precipitate.

The accuracy of the evaluation of precipitate sites density can be further improved using an
iterative technique based on the fixed radius solution, which provides a number of advantages. First,
this method can simulate the growing radius solution by appropriately increasing the radius after each
small time interval, Az. Furthermore, this approach can be used in conjunction with other finite-
difference simulations that require an explicit expression of the change in dissolved concentration as
a function of time. Finally, the precipitation can still be modeled when the temperature is not fixed, as
during a slow cool.

For the iterative solution of Ham’s equation, we have slightly modified Eq. 18 to obtain:

AC(At)=Cp —C =c, — Et]x(l —e M f) with 7 =1/4znrD (23)

In this equation Ac is the change of the solute concentration from the starting concentration of
the time interval At. It is slightly different from Eq. 17 because that equation yields the absolute
concentration with respect to the equilibrium solubility concentration.

To calculate changes in precipitate radius, we used the following equation,

Ac = %ﬂ(rf - r03 )>< nc (24)

p
where 7y and r; are, respectively, the precipitate radii before and after the time interval Ar.

The results of the iterative calculations are shown in Fig.29 using the same experimental data
as in Fig.28. Both the analytic growing radius solution, Egs. 16 and 17, and the iterative solution fit
each other and the data well for 7=7.2x10°® sites/cm’. Solutions for 7=5x10* and 9x 10 sites/cm’ are
also shown to illustrate the sensitivity of the solution on n. The superiority of the fit in Fig.27
compared to that in Fig.28 is obvious. Thus, the developed iterative algorithm can be used to fit
experimentally measured precipitation kinetics and enables us to determine not only the product nry,
as it was the case in the previously reported studies, but the density of precipitation sites z and the
average radius of precipitation sites 7y separately. The developed algorithm is much faster than the
direct solution of Eq.16, and the obtained density of precipitation sites is accurate since the data
points in the beginning of the decay are used.

Experimental data presented in Fig.27 show the superiority of the iterative technique over the
methods based on exponential approximation. To obtain an additional proof of accuracy of data
obtained from the analysis of iron precipitation kinetics, we applied the technique to precipitation of
iron at well characterized oxygen precipitates in CZ silicon. As a matter of fact, this work was the
first consequent quantitative study of precipitation of iron at oxygen precipitates. Previous studies
succeeded only in establishing an unambiguous correlation between the density and size of oxygen
precipitates and the kinetics of internal gettering of iron. For example, Gilles et al. [150, 151]
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measured the low temperature precipitation
rate of iron and derived nry products, where

x n is the density of precipitation sites with a

\ 1 radius of ry. They showed a direct
\\ 1 correlation between the nry product of
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Fig. 27: More accurate methods used to evaluate center regions of four different wafers, all
experimental precipitation data. The thick line is the with an initial oxygen level of
exact analytic solution with a growing radius given by approximately 7x10" <Oi>/Cm3 and a
Ham using an iron precipitate density of 7.2x10° boron doping of 1.5x10"° B/cm®. These
sites/cm’. The iterative technique with the same site wafers were first heat treated to dissolve all

density yields essentially the same curve. Variations in

oxygen nuclei, and then subjected to
n are also plotted.

different oxygen nucleation treatments and
finally a single 1000°C, 16 hour growth
step. The resulting drop in oxygen concentration and the oxygen precipitate density are listed in the
Table 4.

Oxygen precipitate concentrations were obtained near the center of the cleaved wafers by
preferential etching and then counting the pits. Samples for this experiment were taken near the
center of un-etched wafers. These samples were cleaned, scratched with 99.997% pure iron and
annealed at ~900°C, contaminating the samples to (2 to 4)x10'® Fe/cm’®. The samples were cleaned
again and annealed (precipitation anneal) in a horizontal furnace or in a rapid thermal anneal system
followed by a quench to room temperature. After the precipitation anneal, more than 60 pm were
etched from the surfaces, and aluminum diodes were evaporated for deep level transient spectroscopy
(DLTS) measurements, which were used to determine the concentration of interstitial iron remaining
in the solute.

Table 4: Experimental data and calculated radius for various silicon samples used in this study.

AO; Noxy Radius
Sample (x10"7 O/em?) (precip/ cm’) (x10° cm)
Si8 0.28 2.3x10° 8.38
Si9 0.54 1.6x10° 5.46
Si10 2.25 1.5x10" 4.15
Sill 6.00 2.5x10" 2.25
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Ham’s equation was fitted to the

"2 10'%4 — experimental data points. The decay of
= _S_Fﬁ\ Egﬁé interstitial iron in the experiment was
Z o * a1 exponential, indicating that the radius was
p 0 D¢ large and not growing. Such an
2 101035 2 0 exponential decay could be explained if
= 3 T < \ . .. . .
2 Ex.%.ﬁ EJ\U\\ iron were precipitating on or decorating a
I rors T —— ¢ | larger defect such as the oxygen
~ Ebe .. . . . .
° 10 ——A— A A precipitate itself. In this case, if the radius
E ng ﬁ‘Aﬁ—m of the oxygen precipitate were used for 7,,
% 10 e 300 400 500 600 700 800 900 then the iron precipitate site (here and
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Fig. 28: Effective iron precipitate density plotted for the smallest nucleus, i.e. a pair of atoms,
various temperatures using the radius of the oxygen which results in a non-exponential decay.
precipitates for r,. The horizontal bars on the y-axis The term “precipitation site” will refer to
indicate the oxygen precipitate density for the materials

sites with a larger initial radius resulting in
an exponential decay) density, nz., should
match that of the oxygen precipitate
density, noy,. Assuming the oxygen precipitates are essentially spherical, the radius of the oxygen
precipitates was estimated from the number of precipitates and the total oxygen concentration
precipitated. Using this calculated radius of the oxygen precipitates for 7,, the resulting iron
precipitate densities, 7., for various annealing (precipitation) temperatures are shown in Fig.28. One
can see that for low temperatures, nr. = noy, proving the model that iron precipitates on or decorates
the surface of the oxygen precipitates.

Additionally, for the samples Si8 and Si9, the low temperature ng, is even slightly above the
noyy as might be expected for an oxygen precipitate with a shape that has a larger surface area than a
simple sphere. From Fujimori’s [200] study of oxygen precipitate morphology, we can expect that the
oxygen precipitates in the Sil1 sample have octahedral and truncated octahedral morphologies
(essentially spherical), while the oxygen precipitates in the Si8 sample have truncated octahedral and
platelet morphologies. The platelet morphology provides a larger surface area for the iron to
precipitate on or decorate, resulting in a slightly larger ng, than noy,.

In Fig.28, one can also see that the low temperature data can not be used at high temperatures,
since there is dependence of the iron precipitation rate on annealing temperature. Therefore a better
quantitative method for describing precipitation is to specify r,, thus determining the form of the
decay, and then to specify n for various temperatures. The simplest explanation for the temperature
dependence of nr,, is that at lower supersaturation (high temperature), not all of the oxygen
precipitates act as sinks for iron. This implies that some of the oxygen precipitates are more
favorable sites for iron precipitation. That the temperature effect is strongest for the Sill samples
which contain the smallest oxygen precipitates may indicate that there is a size or a strain [169]
effect. It seems more likely, however, that some sites on the oxygen precipitate itself are more
favorable for iron precipitation. Thus at low supersaturation (high temperatures) only a portion of the
oxygen precipitate surface serves as an iron precipitation site, reducing the effective number of sites.
At high supersaturation (low temperatures), the whole oxygen precipitate behaves as a precipitate
site, increasing the effective ng,.

specified.
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4.3 Studies of the processes of precipitation of iron, dissolution of iron
precipitates, and effect of iron precipitation on minority carrier diffusion

length

While the impact of interstitial iron on minority carrier diffusion length is well documented
[47] and is used as the primary tool for non-contact determination of the dissolved iron content in
silicon wafers, the impact of precipitated iron on minority carrier diffusion length is unclear. We
performed a series of studies of the change in the diffusion length in various types of samples as iron
precipitates. As shown in Fig. 29, for most samples, the minority carrier diffusion length did not
improve and even degraded as the iron precipitated.

The next experiment was to observe dissolution from iron precipitated at oxygen precipitation
sites. This process can be simulated using an iterative approach of Ham's law. The silicon sample
contained 2x10° oxygen precipitates/cm’ and was contaminated with iron to approximately 3x10"
Fe/cm’. The iron was allowed to precipitate during a slow furnace cool. The sample was then cleaned
and annealed at 845°C. The dissolved iron concentration was monitored by DLTS as a function of
time. A computer simulation was also performed using the above parameters. The results are shown
in Fig. 30. As can be seen, the simulation follows the experimental results satisfactorily. The minority
carrier diffusion length was already limited by the oxygen precipitates and did not correlate with the
amount of dissolved iron.

i N‘\P o=1.8x10 ™ cm®
B - <€~ Precip at 235;C
F ° - O S <Xo—  Precip at 600;C
| ¢ |=— 0o A0 ~<A— Precipat
*> ) Various Temps

Diffusion Length (um)

10
Fe-B Concentration (cm )
Fig. 29: Minority carrier diffusion lengths as iron precipitates in quenched samples. The straight line is the

minority carrier diffusion length for FeB as a function of FeB concentration. FeB concentrations measured by
DLTS.
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Fig. 30: Dissolution of iron which was previously precipitated at oxygen precipitates.

The results presented above suggest that anneals at 845°C can dissociate iron precipitated at
oxygen precipitates, which indicates that iron has precipitated in its metallic or silicide form and did
not form silicates or oxides.
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Part 2. Transition metals in PV-silicon

5 Application of synchrotron radiation-based X-ray fluorescence
microprobe to detect impurities at the location of a shunt.

Shunts are one of major defects limiting solar cell efficiency. They are local spots of low open
circuit voltage, which drain current from the areas with a higher open circuit voltage. This decreases
the total output voltage of the cell and, consequently, their overall efficiency. Localization and
identification of shunts in processed solar cells had remained a problem for a long time, until the
technique of thermography was developed and applied to photovoltaics (see, e.g., [201-204]). This
technique detects a local increase of temperature on the wafer (typically on the order of millikelvin or
less) in the area where a current flows through the shunt. A temperature map of the wafer is obtained
either by means of a thermocouple, pressed against the wafer and moved from one position to another
by a step motor, or by a highly sensitive infrared videocamera, coupled with a lock-in amplifier and
averaging electronics to achieve the best possible sensitivity.

According to the majority of authors, localized dislocations are not involved in the shunt
formation. Some of the local shunts were found to be associated with accumulations of grain
boundaries, while the others are defects of pn-junctions. The dominant shunts have often been found
at the edges of the cells. The dependence of the shunt strength on elastic deformation of the cells,
which is sometimes observed, indicates that mechanical stress may influence certain shunts.
According to Breitenstein ef al., the quantitative influence of shunts on the efficiency is shown to
increase to above 30% for illuminations below 0.2 suns. For stronger illuminations the effect may be
weaker, but certainly not less than several percent of the efficiency of the cell.

It was shown that shunts, localized by IR thermography, can also be observed as contrast
spots in EBIC and LBIC maps. However, only few of recombination-active spots are shunts, and
there is no simple way to tell from EBIC or LBIC measurements alone which of the contrasts is a
shunt. Additionally, despite numerous efforts to identify the nature of the shunts, no consistent model
is available yet. In this study, we applied the X-ray fluorescence microprobe technique to test whether
metal impurities are involved in shunt formation. The study was performed in collaboration with our
colleagues from the Instutute of Semiconductor Physics (Frankfurt-Oder, Germany), who provided us
with RGS material pre-characterized with infra-red thermography and EBIC. The location of a shunt
was described by its position relative to grain boundaries, visible also in an optical microscope (see
Figs. 31-34). These data were used to position the sample in the XRF system. At this point we can
only say that our experiment indicated that shunts are associated with metal contaminants, and that
these contaminants are likely to be heavy metals. A series of experiments is required to obtain a
statistically significant representation of the probability of finding one or another metal at the location
of a shunt. The hypothesis that shunts may be associated with titanium is physically plausible because
Ti has a very low diffusivity in silicon, and cannot be efficiently gettered by non-proximity gettering
techniques unless the gettering is performed for a long time and at very high temperatures. Therefore,
it should be very difficult to eliminate shunts from the solar cells by gettering.
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Fig. 31: EBIC images of the solar cell which was
found by infra-red thermography to contain a
shunt. Arrow indicates shunt position.
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Fig. 32: Secondary electron image showing the

position of the shunt relative to grain

boundaries and scratches on the sample. Dark
arrows mark scratches on the surface which

were used to locate the shunt.

Fig. 33. 20X Optical image of the smaple. White
box denotes XRF scan area.
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Fig. 34. XRF map of Ti in sample 22-6

6.4x10"
5.4x10'°
4.4x10"
3.4x10"°
2.4x10"
1.4x10%

4.0x10"

arbitrary
units

53




6 Study of chemical state and stability of iron precipitates in silicon

The dissolution rate or stability of metal precipitates with the application of a thermal treatment is
an important factor for solar cell technology, which may affect the degree to which the minority
carrier diffusion length in a wafer can be improved by gettering. Stability of precipitates is
determined by the thermodynamic balance between metal precipitates and dissolved metal impurities
in the silicon lattice. For nm-scale precipitates in silicon crystals, complete dissolution is possible
since the silicon material generally is of sufficient volume to absorb all dissolved impurities afforded
by the precipitates. The thermodynamic balance is primarily determined by the chemical state of the
metal precipitate. The strain field of a structural defect and native point defect concentration may
slightly alter the balance but these effects are thought to be minor compared to a variation in the
chemical state of the precipitate.

Past research has been only partially successful in determining the chemical state of metal
precipitates at structural defects in silicon mainly because of the small sampling volume and poor
sensitivity of standard characterization techniques. The chemical state of copper precipitates has only
been identified when precipitated at unspecified structural defects, typically near the surface, where
the copper was found to be in a low-temperature polymorph form of Cu;Si [49, 53, 92, 205]. The
chemical state of nickel, cobalt and palladium precipitates has also been studied when precipitated
near the surface [50, 52] (see also [10] and references therein). Studies of iron have concentrated on
iron reactions with a Si-SiO; interface, where both FeSi, and a modified form of Fe,SiO4 phases have
been detected [93, 113, 128]. While these studies suggest chemical phases that can form in silicon,
they do not directly show which phases actually form at structural defects such as oxygen
precipitates, dislocations and stacking faults where the presence of oxygen, carbon and strain fields
may modify the phase transformation process. Identification of the chemical state at these defects is
of critical importance to fully understand the stability of metal precipitates in solar cells.

The work presented in this section is a study of the chemical state and stability of metal
precipitates at dislocations in polycrystalline silicon and at oxygen precipitates and their growth-
related defects in single-crystal silicon. We utilize the novel characterization techniques of
synchrotron-based X-ray fluorescence and X-ray absorption microscopy to determine elemental
distribution and the chemical state of nm-scale precipitates of iron and copper in silicon. Based on
our results, we discuss the effect of oxygen-metal reactions in regards to precipitate stability.

X-ray fluorescence (XRF) and X-ray absorption spectroscopy (XAS) were performed at the
Advanced Light Source, Lawrence Berkeley National Laboratory (in collaboration with Dr.
S.A.McHugo, whose work was funded through DOE) in order to ascertain elemental distribution and
chemical state, respectively, of metals in the silicon material. Both XRF and XAS analysis were
performed with X-rays focused to a spot size of 1-2 um?, with scan areas typically over hundreds of
microns. Considering typical sampling depth for 3d transition metals with XRF and XAS are on the
order of 10-80 um, the sampling volumes are significant. Furthermore, the u-XRF system is capable
of detecting metal precipitates with radii > 20 nm, which is superior to other standard characterization
techniques such as secondary ion mass spectroscopy. This combination of large sampling volume and
high sensitivity allows for analysis that was previously unachievable.

The p-XRF system detects fluorescent X-rays emanating from the material after excitation with a
wide band pass, 12.4 keV energy X-ray beam. The energy of the fluorescent X-rays signifies the
elements present. The u-XAS system detects changes in the excitation of core-level electrons into
empty valence band states with the use of a narrow band pass, variable energy X-ray beam. By
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monitoring the absorption of the impinging X-ray beam as the energy of the beams varied, we obtain
a fingerprint of the chemical state of the element, which is compared to standard samples of known
chemical state. Since the valence band electrons are sensitive to variations in chemical binding, this
technique provides an excellent means for chemical identification.

Fe Ko and K3 X-ray emissions were detected in as-grown polysilicon with the u-XRF system.
The energy position and relative ratio of Fe Ko to K clearly identified the fluorescent X-rays as
those from Fe in the polysilicon. The Fe signal was compared to a standard sample of known Fe dose
to obtain a peak concentration of 5x10'® Fe atoms/cm”. If we assume that the Fe is precipitated as one
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Fig. 35. X-ray absorption spectra from Fe in Fig. 36. X-ray absorption spectra from Fe in
polysilicon, FeSi, FeSi, and metallic Fe. polysilicon, a-Fe,Os (+3 charge state) and Fe,SiO,

(+2 charge state).

precipitate, located within the top 5 um of the sample, the precipitate size can be calculated to be 288
nm. However, considering earlier work [91], the Fe is more likely a fine dispersion of small
precipitates.

The absorption spectra of the Fe precipitate(s) in the polysilicon sample is shown in Fig. 35, 36,
which is the summation of 19 spectral scans taken with the u-XAS system. Multiple XAS scans are
also shown in Fig. 35 for Fe, FeSi and FeSi, standards. Fe silicides would be expected to form in this
material since silicide formation temperatures are in the same range as crystal growth temperatures.
We observe little similarity between the absorption spectra, indicating that Fe in the polysilicon is not
Fe, FeSi nor FeSi,. This is unexpected considering the matrix is silicon.

The shift of the absorption edge for the Fe spectra suggests the Fe atoms have been elevated to a
higher valence state. This is common for metal oxides and metal silicates but not for metallic iron or
Fe silicides. Furthermore, the presence of the pre-edge structure indicates the local environment of
the Fe atoms in this compound is highly asymmetric, which again is common for oxides and silicates
but not for metallic Fe or Fe silicides. Further indications of Fe-related complexes comes from other
research, which has indicated that Fe may complex with oxygen precipitates in silicon (see, e.g., the
literature analysis presented in our report for the 3-rd quarter of 1999, or its summary in Sec. 4.1
above).

With these possibilities in mind, we analyzed standard powders of a-Fe,Os and Fe,SiO4 with the
U-XAS beamline for comparison to the Fe in the polysilicon. Results are shown in Fig. 36. We
observe some similarity between the absorption spectra of the metal oxides and silicates with the Fe
in polysilicon. In particular, the pre-edge structure is remarkably similar. Furthermore, the absorption
edge of Fe in polysilicon falls between a-Fe,Os3 and Fe,Si04. Considering Fe in o-Fe,O; is in a +3
charge state and Fe,;SiOy is in a +2 charge state, the Fe in polysilicon seems to be a mix of +2 and +3
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charge states. From these comparisons, one may suggest the Fe in polysilicon is in a mixed state of
oxide and silicate. These results compare well with Kitano [93] who observed the formation of a
mixed +2, +3 state of Fe,Si04 with Fe reaction at a Si-Si0, interface.

Table 3. Enthalpies of formation of Fe related compounds.

Compound AH (KJ/mol)
FeSi -39.3

FeSi, -30.6

72 Fe; 03 -412.1

1/3 Fe;0y4 -372.8

v FeZSiO4 -740

With the iron in an oxide or silicate state, the ability to remove or getter the iron from the material
is greatly hindered by the high binding energy of iron to oxides and silicates relative to iron silicides.
Table 3 lists the standard molar enthalpy of formation for iron silicides, oxides, and silicates at 298
K, data from [206, 207]. The data has not been corrected for compound formation within a silicon
matrix, however, these numbers provide a relative indication of binding energy. From the data, the
thermodynamic formation energies of iron oxides and silicate are significantly higher than iron
silicides, thus, the binding energy of the iron atom to an oxide or silicate precipitate is higher than to
a silicide precipitate. With a higher binding energy, the solubility of Fe in the presence of an oxide or
silicate precipitate will be low, compared to the presence of a silicide precipitate. Since dissolution is
a flux-limited process, this lower solubility decreases the dissolution rate, i.e., the gettering rate. This
result has significant impact on solar cell improvements via gettering as well as for the robustness of
gettering at oxygen precipitates in IC-grade silicon.

Based on our results we can conclude that Fe in polysilicon solar cells can be in the form of an
oxide or a silicate. This is contrary to common thought, where a Fe silicide is expected to form. With
the iron being in the form of an oxide of silicate, the rate of impurity removal is significantly reduced
due to higher binding energy of Fe atoms to oxides or silicates as compared to silicides.
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7 Application of X-ray fluorescence microprobe technique to the
analysis of fully processed solar cells

XRF studies of metal impurities in multicrystalline silicon, performed by our group in the
past, involved extensive sample preparation, which included chemical cleaning of the samples and
removal of the metal contact used for their characterization by LBIC, EBIC, or thermography. An
important step of the experiment was to create marks on the sample surface to establish a one-to-one
correspondence between the XRF-map and the recombination activity/thermography map. Features
revealed by selective etching, such as grain boundaries (see, e.g., the example of Sec. 7) and
scratches on the sample surface were used as such marks in the initial experiments. However, this
involved tedious and often destructive sample preparation. Therefore, it was important to develop a
procedure for analysis of impurities in fully processed solar cells without etching and scratching of
the samples.

In this section, we report the results obtained on solar cells fabricated at Fraunhofer Institute
for Solar Energy Systems using BaySix material. The processed solar cells were square in shape with
sides measuring 47 mm. This relatively small size enabled us to install the whole cell in the sample
holder, although only a small area of the cell (on the order of 0.01-0.02 mm?) could be scanned
within a reasonable period of time. The top grid consisted of thin contact strips made of evaporated
TiPdAg, additionally electroplated with Ag, with approximately 2.2 mm between them. The cells
were pre-characterized by LBIC. To analyze the distribution of metal impurities in the cells, they
were installed in an XRF microprobe system, ALS beamline 10.3.1, without any preliminary surface
preparation, to check whether the fluorescence map of a metal from the contact grid on the cell
surface (evaporated TiPdAg, additionally electroplated with Ag) could supply sufficient features to
be used to pinpoint the area of the scan and to link it to optical and EBIC micrographs.

We found that contact strips generated a fluorescence signal, which consisted of a background
signal and a number of overlapping peaks with energies of around 1.5keV (close to the K, Al) and
around 3 keV (Ly-Lg Ag). No signal was found for the most intense K, Ti line indicating a full
absorption of the radiation in the upper silver layer. Lo-Lg Ag lines interfere strongly with the Ar
lines. We found that the XRF-image giving the most topographical details of the metal strip contacts
can be obtained using the spectral area around 1.5 eV, although the element which originates the
signal in this area is not known precisely. Fig. 37 presents two complimentary maps with sensitivity
tuned for silicon and for aluminum. The contact strip is clearly seen, with a strong contrast between
the strip and the silicon. A dotted line in Fig. 37 schematically indicates the position of a grain
boundary which we observed also in an optical microscope.

Fig. 38 is a comparison of an XRF scan of the same area of the cell as presented in Fig. 37
(note that the scan presented in Fig. 37 was taken with the sample orientation 180 degrees rotated
from its position in Fig. 38). The characteristic features (uneven edge) of the contact strip, indicated
by arrows in the XRF image, can also be clearly seen in the optical micrograph. This unambiguous
correlation of characteristic features of the contact strip edges on optical and XRF maps has been
successfully used in this set of experiments for locating the same area of the sample in subsequent
experiments. Interestingly, the grain boundary, which is well seen in the optical microscope, is not
detectable in the XRF image.

The area of the cell mapped in Figs. 37,38 was selected using LBIC map of the whole cell,
shown in Fig. 39. On the LBIC map we selected a small area which contained a defect cluster with
significantly lower diffusion length than in the nearby area. The blown-up image of the cluster is
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shown in the upper right corner of Fig. 39. The location of this enlarged area of the solar cell on the
overview LBIC map is shown by a rectangle (left-hand side of Fig.3). The image in the right bottom
corner of Fig. 39 is the optical image of the area of the cell. The whole area of this optical image
corresponds to the area within the rectangle on the enlarged LBIC image in the upper-right corner of
Fig. 43. Finally, the area which was actually scanned by XRF, approximately 150x100 microns, is
shown by a rectangle in the optical image.

The XRF map of copper distribution in this area of the cell is shown in Fig. 40; the XRF map
of iron distribution in the same area of the cell is presented in Fig. 42. Fig. 41 is the energy scan of
the XRF signal from copper precipitate located at the bottom of Fig. 40. This scan indicates that the
precipitate consists of copper with inclusions of iron. Indeed, the location of this precipitate can also
be traced as a weak contrast on the iron map, Fig. 42. Note that the two iron precipitates visible as
dark spots in Fig. 42 are located in different spots than the copper precipitate.

In summary, we have demonstrated that our XRF tool is suitable for analysis of metal
impurity clusters in processed solar cells without chemical etching. The metallization grid on the cell
surface does not significantly interfere with the measurements and can even be used as a marker to
accurately pinpoint the location of the area of interest on the cell. Our results confirm that iron and
copper clusters are indeed found in low lifetime regions of solar cells. A copper precipitate was found
on the grain boundary, and it was found that copper has co-precipitated with iron.
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Fig. 37. XRF scans of the same area of the wafer, tuned to sensitivity to the silicon peak (on the left)
and the Al peak (which strongly overlaps with the numerous heavy metals constituting the contact strips). The
contact strip is clearly seen. The silicon fluorescence signal under the contact strip is attenuated by the metal.
A dotted line schematically represents the location of a grain boundary, which is shown in greater detail in the

following figures.

Fig. 38. Comparison of the same area of the cell imaged by XRF and optical microscopy. Features at
the edge of contact stripes can easily be identified by both techniques.
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Fig. 39. LBIC image of a solar cell (on the left) with an area of local low minority carrier diffusion
length shown on a large scale in the top right corner of the figure. This area is shown on a large-scale LBIC
image by a rectangle, which encompasses 2,3, and 4-th contact strips from the left. The red rectangle on the
blown-up LBIC image shows the boundaries of the optical image (presented in the right bottom corner of the
figure). The boundary of a contact strip and a grain boundary can be well seen in the optical image. The yellow
rectangle indicates the area scanned with XRF (it is the same area as mapped in Fig. 2).
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Fig. 40. XRF scan of copper distribution in the local low diffusion length area of the cell. The optical
image of this area is shown in Fig. 38. A copper precipitate with a strong XRF peak was found at the location
of a grain boundary.
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Fig. 41. Energy scan of the XRF signal from the copper precipitate identified in Fig. 4 showed that
copper has co-precipitated with a small amount of iron. A red line illustrates the background signal, measured
at an arbitrary location about 20 microns away from the Cu precipitate.
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Fig.42. XRF scan of iron distribution in the local low diffusion length area of the cell. The mapped
area is identical to that presented in Fig. 5. The optical image of this area is shown in Fig. 3. Two iron
precipitates are found in the area away from the grain boundary. The location of copper precipitate visible in
Fig. 3, which, as follows from Fig. 4, also contains some iron, can be seen in this figure as a weak green
contrast at the same spot as in Fig. 3.
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8 Development of an experimental procedure to locate defects in-situ in
a beam line

One of the problems of application of X-ray microprobes to mc-Si is that each data point
requires an accumulation time of at least several seconds. Consequently, only a small area of the
sample can be scanned with a good resolution. As a rule, we are interested in determining the metal
content of the areas of low diffusion length on the wafer. Our experience shows that it is quite
unlikely to find metals in the areas of locally high diffusion length. Therefore, it would be desirable,
to save beamline time wasted on measuring each point within a rectangular area, first find in-situ the
areas of locally short diffusion length, and then perform XRF analysis in these areas only. Although
EBIC enables one to find areas with low diffusion length with high spatial resolution, there remains a
problem of how to move the sample to the beamline and focus the X-ray beam to precisely the same
spot.

To simplify this task, we developed and demonstrated the proof of principle of a new
technique, X-ray Beam Induced Current (XBIC), which enables one to easily and quickly locate grain
boundaries and electrically active defects without removing the sample from the beamline. This
powerful in-situ technique can be used to locate recombination active defects, oxide shorts, or p-n
junctions, and will be used in the subsequent research for elemental and chemical x-ray
characterization of impurities in solar cells.

XBIC is essentially the same technique as EBIC except that the minority carriers are
generated by monochromatic x-rays. As it is well known, EBIC technique is a very useful method for
locating electrically active defects and junctions. In EBIC, the electron beam of the SEM is used to
inject charge carriers, while in XBIC, the minority carriers are generated by X-ray beam in a small
region of the sample. The sample itself acts as a detector of electronic charge. What is then measured
in EBIC and XBIC is the charge collection efficiency, which depends upon numerous spatially
inhomogeneous factors including electrically active defects. Such defects reduce the charge
collection efficiency. The detection of charge carriers requires some type of electric field either
internally from a p-n junction or externally supplied by an applied voltage or both. The electron beam
or x-ray beam is scanned across the surface and the collected current is measured to form an image of
electrically active defects.

However, there are some significant differences between EBIC and XBIC. In EBIC, the
resolution of the image is primarily determined by the size of the electron cloud generated in the
sample by the impinging electron beam, and can range from 1 to 10 um depending upon the
accelerating voltage of the electrons. For a narrow x-ray beam, similar resolutions would be expected.
The depth distribution of the electron beam generated electrons is somewhat spherical while the x-ray
generated depth distribution determined by the exponential absorption profile of the x-rays. An
interesting feature of EBIC or XBIC is that even very small defects, i.e. precipitates less than 80nm
or decorated dislocations, can be easily imaged as micron sized features as long as the defects are
highly electrically active.

The feasibility of XBIC was demonstrated at beamline 7.3.1.2 at the Advance Light Source,
which is the microXPS technique, utilizing relatively small x-ray energies to study near-surface
defects. The x-rays at this beamline are generated by a bend magnet. An intense monochromatic x-
ray beam with approximately ~10'° photons/s focused to a 2um spot in the soft x-ray range is
delivered to the sample. In this work, we applied this technique to the edge-defined film-fed grown
(EFQG) polysilicon sample, slightly etched to remove any surface contamination. After an RCA clean,
an aluminum diode of 3mm diameter and ~300nm thick was evaporated on one side, and a 500nm
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Au contact was evaporated on the other side. The sample was inserted into beamline 7.3.1.2 using an
automated sample transfer system. The sample holder makes an electrical contact when inserted with
which to measure the collected current as a function of beam position and beam energy. No external
voltage was applied, only the electric field from the aluminum Schottky diode was utilized to collect
minority carriers.

Figure 43 shows an XBIC image taken using a photon energy of 1000eV and represents an
area of 180x180pum. A grain boundary can be clearly observed as the dark line. The dark line is

Fig. 43: XBIC image of a grain boundary and point Fig. 44: Secondary electron image (any electrons

defects. Xray energy of 1000eV has a penetration ~ from 2 to 20eV) of same area as in Fig. 43. The

depth of approximately 2.2um (180x180um). grain boundary is not observed in this image. The
spots are observed, and are thus surface features.

approximately 30um wide. Since the grain boundary is physically much smaller, we can estimate that
the electron generation volume is approximately on the order of 15um. This wide generation volume
is partially due to the fact that the photons enter the sample at a 60° angle rather than 90°. There are
also two dark spots in the upper right hand corner. A secondary electron image of the same area, also
taken using X-ray beam as a probe, is shown in Fig. 44 and the two spots are still observed. The grain
boundary, however, is not observed in this image. Thus it can be concluded that the spots are surface
artifacts, either particulates or imperfections in the aluminum diode. At 1000eV, the penetration
depth of the x-rays at a 60° angle is approximately 2.3 pm. The depth vs. photon energy for this
configuration is shown in Fig. 45.

The incoming photon energy can be adjusted, changing the penetration depth of the x-rays. In
Fig. 46, three images were made using different X-ray energies, 800, 950, and 1200 eV. As the
photon energy increases, the X-ray penetration depth, the electron generation volume, and the total
number of electrons generated, all increase. A byproduct is that the image contrast also increases as is
observed in EBIC as the electron acceleration voltage is increased. One can see new features arise
with increasing photon energy. This is a result of the increased penetration depth. Thus, the depth of
an electrically active defect can be estimated by observing the onset of contrasts as the photon energy
is increased. In this case, there seems to be a precipitate at the grain boundary 3 to 4 um below the
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surface. Again, the secondary electron image, shown for the 950 eV photon energy in Fig. 51, shows
none of the features of the XBIC images proving that the XBIC features are not surface artifacts.
Elemental information may even be

6 obtained from the collected current. If the
: photon energy matches an absorption peak
£ 5; of an element in the x-ray probe volume, the
2,7 resulting increase in the number of
= generated electrons would appear as an
A 3] increase on collection efficiency, i.e. XBIC
5 | current. On the other hand, absorbing
:§ 5] elements in the aluminum diode or at the
% ] aluminum-silicon interface would screen
e 1 incoming x-rays, resulting in a drop of the
] — observed XBIC current. In Fig. 48, the
Q=— XBIC current is shown as a function of

200 400 600 800 1000 1200 1400
Photon Energy (eV)

Fig. 45. Penetration depth as a function of photon
energy with an incident angle of 60°.

photon energy for two spots in Fig. 46
labeled D (dark) and L (light). Since the
incoming photon flux varies with photon
energy, the XBIC current was normalized by
the incident flux. The normalized XBIC
current increases with photon energy due to increased generation of minority carriers at higher
energies. The drop off in XBIC current at approximately 1200 eV occurs because the minority
carriers are generated further from the Schottky diode depletion region and thus few minority carriers
are collected despite the increase in the minority carrier generation at higher energies. There are two
features on the normalized XBIC current curves. There is a dip (loss of flux) at approximately 534 eV
on both the light and dark curves. This is likely absorption by oxygen in a thin Al,O3 film on the
diode. This absorption is similar in both spots and does not show up in the difference curve, D*L/(L-
D). On the other hand, a feature on the dark curve at approximately 1070 eV does show up as a on the
difference curve. The feature is likely to be a phosphourous 1s absorption which has an energy
double that observed. This absorption due to the second harmonic from the monochromator. Other
phosphorous absorption peaks are less than 400 eV and are not observed.

The next step in development of XBIC, which unfortunately was not achieved in this contract
due to temporary technical difficulties at the beamline, is to set up XBIC technique on XRF beamline
to be able to identify the metal clusters in low lifetime areas in situ.
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Fig. 46: Series of images taken with various energies, 800, 950, and 1200eV. These energies correspond to a
penetration depth of 1.2, 2.0, and 3.8 pm.
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Fig. 48. The XBIC current normalized to the
photon flux as a function of photon energy. The
light and dark curves correspond to the light and

Fig. 47: Secondary elegtron image Qf same dark regions labeled in Fig. 4. The light and dark
area at 9593V-‘ The grain boundary is not curves were multiplied and then divided by the
observed in this image. difference in order to obtain greater contrast.

In conclusion, we suggested a new method to facilitate the location of objects of interest in
multicrystalline silicon for solar cell applications, and demonstrated it on the example of EFG
material.
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9 An attempt to apply the experimental techniques developed for
interstitial copper to nickel in silicon.

As pointed out by Weber [31], low formation enthalpy of nickel in silicon can be considered
an indication that it dissolves in the silicon lattice as a positively charged ion. This conclusion was
based on results of the theoretical treatment of Van Vechten [208], who showed from general
thermodynamic considerations that the formation enthalpy would be lower for dissolution of
impurities which are ionized in silicon at the diffusion temperature than that for the neutral
impurities. He calculated that dissolution of a neutral interstitial impurity would cost about 2.1 eV,
whereas it should take only 1.4 eV to dissolve a positively charged interstitial impurity. Indeed, as
was pointed out by Weber [31], transition metals in silicon can be distinguished into two subgroups
according to their enthalpy of formation, AH=2.110.1 eV for Cr, Mn, Fe, and Co, and AH=1.50.1
eV for Ni and Cu. Since these experimentally determined values are very close to the predictions of
Van Vechten [208], Weber [31] argued that Cu and Ni dissolve in silicon in the positive charge state.
The positive charge state of Cu was indeed confirmed experimentally at high [209] and low [36]
temperatures as well as by theoretical calculations [210, 211]. In contrast, the data on the charge state
of Ni in Si are controversial. In this study we attempted to apply the experimental techniques
developed to study interstitial copper in silicon to nickel-contaminated samples. If nickel is positively
charged in silicon, then it should (a) compensate shallow acceptors, (b) quickly drift out of the
depletion region when reverse bias voltage is applied, and (c) within a short time after the quench (no
longer than a few days) either precipitate in the bulk or diffuse to the surface. Therefore, in our
experiments we looked primarily at changes in electrical properties of the samples with the time of
storage at room temperature or annealing on a hot plate.

FZ crystalline silicon samples with p-type conductivity were contaminated with Ni using a
solution of NiCl in DI water. Diffusion was performed in a vertical furnace at 6500C, 7500C, and
850°C and was terminated by quench in ethylene glycol. These temperatures correspond to the
solubility of nickel of 8x10" cm™, 6.5%10"° cm™, and 3.5x10'® cm™, respectively [30, 31]. The
duration of anneal was sufficient to achieve a homogeneous distribution of Ni through the sample.
Following the quench, the samples were stored in liquid nitrogen. The first capacitance measurements
were performed after approximately 50 minutes of storage at room temperature after the quench. This
time was required to perform chemical cleaning of the sample and to evaporate Schottky diodes. A
Ni-correlated peak at approx. Ey+0.33 eV and a peak associated with inadvertent iron contamination
were observed in the DLTS spectrum. However, no changes in the deep level spectrum, measured by
DLTS, or in the doping level of the sample, as determined from capacitance-voltage measurements,
was observed even after a week of storage at room temperature or after annealing the sample on a hot
plate. This indicates that similarity between nickel and copper is not as close as we initially expected:
there is no compensation of boron by mobile interstitial nickel, as it usually happens in the case of
copper, and no metastable effects in the deep level spectra.

This finding can have two explanations: either interstitial nickel is neutral in silicon, as it was
recently suggested by Hoelzl et al. [212], and therefore cannot be observed by Transient lon Drift or
as a change in netto doping level by capacitance-voltage measurements, or it precipitates completely
during or immediately after the quench. The observation that nickel silicide fits silicon lattice almost
perfectly [213] indicates that there is no lattice strains which can contribute to the precipitation
barrier for nickel (as compared to the 150% lattice expansion known for copper). Additionally,
nickel-silicide precipitates were shown to be negatively charged in silicon [214, 215]. Hence, there
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will be no electrostatic barrier to repel nickel from the growing precipitates, as it is the case with
copper. Hence, it appears that there may be a significant difference between the behavior of copper
and nickel in silicon. Namely, the mechanisms which suppress bulk precipitation of copper seem not
to work for nickel, which makes precipitation of nickel its preferred defect reaction that occurs
immediately when sufficient supersaturation to overcome the initial nucleation barrier is reached. If
this model is correct, one can expect formation of nickel precipitates everywhere in the wafer,
whereas copper precipitates are more likely to be formed at existing defects, where the precipitation
barrier is reduced due to tensile lattice strains or electrostatic effects. Further studies are necessary to
ascertain the possible mechanisms of the impact of nickel on minority carrier diffusion length in
silicon and its impact on solar cell efficiency. It should be emphasized that the available literature
data [214, 215] indicate strong recombination activity of nickel precipitates in silicon.
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10 Summary and outlook

A detailed list of major achievements of this subcontract is presented in the executive
summary. This list, and the detailed report presented above, shows that major progress in
understanding the physics of transition metals in silicon and their possible impact on the efficiency of
solar cells was achieved during the three-year span of this subcontract. We found that metal-silicide
precipitates and dissolved 3d transition metals can be relatively easily gettered. Gettering and
passivating treatments have to take into account the individuality of each transition metal. Our studies
demonstrated how significant is the difference between defect reactions of copper and iron. Copper
does not significantly affect the minority carrier diffusion length in p-type silicon, at least as long as
its concentration is low, but readily precipitates in n-type silicon. Therefore, copper precipitates may
form in the area of p-n junctions and cause shunts in solar cells. Fortunately, copper precipitates are
present mostly in the chemical state of copper-silicide and can relatively easily be dissolved. In
contrast, iron was found to form clusters of iron-oxides and iron-silicates in the wafers. These clusters
are thermodynamically stable even at high temperatures and are extremely difficult to remove. The
formation of iron-silicates was observed at temperatures over 900°C. We speculate that these
compounds are formed in PV-grade mc-Si since it contains relatively high concentrations of both iron
and oxygen.

A significant effort was focused on development of novel material characterization
techniques, suitable for photovoltaics. These techniques are X-ray fluorescence microprobe analyses,
particularly X-ray fluorescence and X-ray near-edge absorption spectroscopy. They allow one to
detect metal precipitates as small as 80 nm in diameter, and map their distribution in a solar cell on a
micron scale. We have shown that XRF microprobe can be used for characterization of fully
processed solar cells, and applied the technique to characterization of metal content at the location of
a shunt.

Our studies of recombination and electrical activity of metal-silicide precipitates explained
why application of DLTS and other electrical characterization techniques to mc-Si or process cells
did not detect any elelctrically active defects above the detection limit, although recombination
centers were clearly present in the wafers. We showed that band-like states of extended defects and
precipitates form extremely wide DLTS peaks, whose apparent amplitude is much lower than the
actual impurity concentration.

On the other hand, our findings raised a number of new questions which have to be resolved.
We hope to address these questions in the next round of the NREL-sponsored research program.
These questions include (but not limited to) the following issues:

1. Using a combination of XBIC and XRF, determine what fraction of recombination-
active defects in a solar cell contains clusters of transition metals.

2. Determine the recombination activity of gettering-resistant metal clusters, such as
metal-oxides and metal-silicates.

3. Determine what other metals, besides Fe, Cu, and Ni, are commonly found in fully

processed solar cells.

Address in greater detail the nature of shunts in solar cells.

Study the kinetics of defect reactions between extended defects (dislocations and
grain boundaries), dissolved interstitial oxygen, and metals during solar cell
production. Determine the likelihood of the formation of gettering-resistant
compounds for different growth techniques and establish a correlation of the density
of these defects with crystallization rate, density of lattice defects (such as
dislocations and grain boundaries), and concentration of oxygen and carbon.

i
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Compare the efficiency of the available passivation techniques, including SiN
passivation, for different types of metal clusters in silicon.

Address the problem of recombination activity of “clean” lattice defects, such as
agglomerates of self-interstitials, vacancies, oxygen, and carbon.
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