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Abstract. We present results of the GABLS3 model intercomparison benchmark revisited for
wind energy applications. The case consists of a diurnal cycle, measured at the 200-m tall
Cabauw tower in the Netherlands, including a nocturnal low-level jet. The benchmark includes
a sensitivity analysis of WRF simulations using two input meteorological databases and five
planetary boundary-layer schemes. A reference set of mesoscale tendencies is used to drive
microscale simulations using RANSekand LES turbulence models. The validation is based

on rotor-based quantities of interest. Cycle-integrated mean absolute errors are used to quantify
model performance. The results of the benchmark are used to discuss input uncertainties from
mesoscale modelling, different meso-micro coupling strategies (online vs offline) and
consistency between RANS and LES codes when dealing with boundary-layer mean flow
guantities. Overall, all the microscale simulations produce a consistent coupling with
mesoscale forcings.

1. Introduction

The increasing growth of wind turbines, with rotor tip heights approaching 200 m, and wind farm
clusters extending for tens of kilometers, is pushing the wind farm flow modeling community to
consider effective ways of integrating forcing from large meteorological processes in the simulation of
the flow at wind farm scale based on computational fluid dynamic (CFD) models. The dynamics of
these forcings determine the interplay between the wind climatology, relevant for the assessment of
the wind resource, and the wind conditions relevant for wind turbine siting.

A recent review of state-of-the-art methodologies for mesoscale-to-microscale modeling is
provided in Sanz Rodrigo et al [1]. Outstanding challenges include: coupling of codes dealing with
fundamental differences in terms of physical hypothesis and numerical methods, lack of suitable
parameterization in the "terra incognita" [2] that links mesoscale and microscale turbulence processes,
and lack of a systematic evaluation procedure that can identify the source of modeling errors.
Additionally, for the wind energy community, design conditions are almost entirely based on idealized
turbulence and boundary-layer models rather than recognizing and classifying wind conditions that
account for mesoscale forcing in design standards.

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 licence. Any further distribution
BY of this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI.
Published under licence by IOP Publishing Ltd 1


http://creativecommons.org/licenses/by/3.0

Wake Conference 2017 IOP Publishing
IOP Conf. Series: Journal of Physics: Conf. Series 854 (2017) 012037 doi:10.1088/1742-6596/854/1/012037

With these challenges in mind, the boundary-layetemrology community has conducted a series
of model intercomparison GEWEX Atmospheric Boundaayer Studies (GABLS) [3]. The third
GABLS benchmark deals with a diurnal cycle obseraedhe Cabauw meteorological tower in the
Netherlands, under relatively stationary synoptiaditions, that lead to the development of a strong
nocturnal low-level jet (LLJ) [4][5]. Model intercoparison results for single-column models (SCM)
are reported in [6].

This benchmark has been revisited by the wind gnecgnmunity to help design meso-micro
methodologies for resource assessment and desity it particular: incorporating time- and height-
dependent mesoscale forcing in microscale modalbulence modeling at varying atmospheric
stability conditions, defining suitable surface bdary conditions for momentum and heat and
characterization of the wind profile in (hon-logamic) LLJ conditions [7]. Initial results, using a
single-column model (SCM) as proxy for microsca® @odels, show how adding more realistic
mesoscale forcing systematically leads to bettdopaance considering cycle-aggregated rotor-based
quantities of interest. Still, a large bias is aled in the hour-to-hour evolution of the vertigahd
profile due to the inherent input uncertainty frime mesoscale model [8][9].

This paper summarizes the results of the Windb&®&BLS3 model intercomparison benchmark,
discussing three topics: characterization of uladeties in the input forcing, methodologies for mes
micro coupling, and consistency of turbulence meageldifferent fidelity levels.

2. The Windbench/GABLS3 Benchmark

The GABLS3 original set-up is described in Bosvetdal. [5]. The case analyzes the period from
12:00 UTC 1 July to 12:00 UTC 2 July 2006, at theb&uw Experimental Site for Atmospheric
Research (CESAR), located in the Netherlands (32M,74.927°E). The elevation of the site is
approximately -0.7 m, surrounded by relatively ftrain characterized by grassland, fields andesom
scattered tree lines and villages. The roughnesgtiefor the wind direction sector of interest
(60° - 120°) is 15 cm.

The CESAR measurements are carried out at a 2@wer t free of obstacles up to a few hundred
meters in all directions. The measurements inclL@enin averaged vertical profiles of wind speed,
wind direction, temperature and humidity at heigtlds 20, 40, 80, 140 and 200 m, as well as surface
radiation and energy budgets. Turbulence fluxesatge monitored at four heights: 3, 60, 100 and
180 m. A RASS profiler measures wind speed, wimdation and virtual temperature above 200 m.

The original GABLS3 setup uses a simplified sefoo€ing terms that was obtained by piecewise
linear approximations of the mesoscale tendenai@&ACMO numerical weather prediction model to
obtain a better agreement of the wind speed at 200nour model intercomparison we will use
directly the input forcings derived from mesoscaledescribed in the next section, without calibrat
against observations. This is in favor of testinggeneral methodology for offline coupling of
mesoscale and microscale models.

The GABLS3 benchmark for wind energy is publishec&aVindbench repository in [7].

2.1.Reference WRF simulation: Input Data for Microscdsledels

Input forcing for most of the microscale models o@gpting VENTOS/M) is derived from a
mesoscale simulation using the Weather ResearchFangcasting model WRF-ARW v3.8 [10].
Following previous work from Kleczek et al [11]etlmeference WRF simulation is based on a one-
way nesting configuration of three concentric sgudmmains centered at the Cabauw site, of the same
size (Figure 1) based on a 181x181 points grid @jtB and 1 km horizontal resolution. The vertical
grid, approximately 13 km high, is based on 46dierfollowing (eta) levels with 24 levels in thedf
1000 m, the first level at approximately 13 m, &#anm spacing of 25 m over the first 300 m and then
stretched to a uniform resolution of 600 m in thpper part. The U.S. Geological Survey (USGS)
land-use surface data, that comes by default wghWRF model, is used together with the unified
Noah land-surface model to define the boundary itiond at the surface. Other physical
parameterizations used are: the rapid radiativesten model (RRTM), the Dudhia radiation scheme
and the Yonsei University (YSU) first-order PBL safe [12]. The simulation uses input data from
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ERA-Interim [13] with a spin-up time of 24 hourshd input forcing of VENTOYM differs from the
other microscale models and is discussed below.

Time and height-dependent mesoscale forcing isaeted directly from the momentum budget
components (so-called “tendencies” in WRF) aftiering out fluctuations at the grid-resolution lsca
by spatially averaging data from a 9-km wide 3x&l grround the site and using a 1-hour rolling
window on the time series. More details about thisso-micro coupling method and a sensitivity
analysis of rotor-averaged forcing on the filterge are discussed in [9].

2.2.Validation Data and Metrics
The performance of the models is based on quantfiinterest relevant for wind energy applications
These quantities are evaluated across a referatoe span of 160 m, between 40 and 200 m,
characteristic of an 8-MW large wind turbine. Besidhub-height wind spee$,,, and direction
WD\, it is relevant to consider the rotor-equivalembadvspeedREWS the turbulence intensity (not
evaluated here), the wind speed sheand the wind direction shear or veer

The REWSis especially suitable to account for wind sheawind turbine power performance tests
[14]. The REWSIs the wind speed corresponding to the kinetiagnéux through the swept rotor
area, when accounting for the vertical shear:

13
REWS = FZ(A@? cos )}
AT
(1)
whereA is the rotor area an®l are the horizontal segments that separate vertieasurement points
of horizontal wind spee& across the rotor plane. TREWSis here weighted by the cosine of the

anglep; of the wind directionWD, with respect to the hub-height wind direction tx@unt for the
effect of wind veer [15].

Wind shear is defined by fitting a power-law cuaeross the rotor wind speed poiSts

z. a
S :Shub( : )
Zhub )
Similarly, wind veer is defined as the slapef the linear fit of the wind direction difference
B =¢(z ~Znp) 3)

To evaluate simulations and measurements condistethiese quantities are obtained after
resampling, by linear interpolation, velocity anoh@direction vertical profiles at 10 points acrtiss
rotor area and then computing fREWSand the shear functional fits. While these fittfagctions are
commonly used in wind energy, their suitability lihJ conditions is questionable. The regression
coefficient from the fitting can be used to detarenihis suitability.

A rolling average with a window size of one houapplied to simulation and observational data to
remove the impact of high frequency fluctuationthie analysis.

Validation results are quantified in terms of theam absolute error (MAE):

1N
MAE :szﬁ)red _Xobs|

E (4)
wherey is any of the above mentioned quantities of irteneredicteddred) or observeddps), andn
is the number of samples evaluated in the timeseri
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3. Participating Models

Tablel shows a list of the models participating ire modelintercompariso benchmark. The
microscale models do not include humidity, whichn relevant in this case since the selec
criteria for the cycle excluded wet conditio

Table 1: Summary oimodel simulations. Mon-Obukhov similarity theoryMOST) surface
boundary conditions use either heat flH), 2-m (T,) or skin temperaturel§,) from WRF

Name Input Turbulence Z-Levels Surface B.C.
WRF-YSU (ref) ERA Interir YSU 46 Noah
WRF ERA Interim, MYJ, MYNN, QNSE, 46 Noah
GFS TEMF, YSU

WRF-YSU_LES ERA Interir LES-TKE 101 Noah
WRF-VentosM_ke ERA Interin YSUK-¢ 70 MOST,H
CFDWind1D_ke WREF (ref) k-¢ 301 MOST, T,
Alya-CFDWind1D_ke WREF (ref) k-¢ 500 MOST, T,
EllipsyslD ke WREF (ref) k-e 512 MOST, Tsk
Ellipsys3D_ke WREF (ref) k-¢ 192 MOST, Tsk
Ellipsys3D_LES WREF (ref) Smagorinsky 128 MOST, Tsk
SP-Wind_LES WREF (ref) LES-TKE 500 MOST, T,

3.1. WRF

We use the Advanced Research Weather forecastidglnid/RF) version 3.8.[10] configured with
three nested domains with grid sizes of 27, 9, &keh (Figure 1. All model domains have ' x 61
horizontal grid points and are centered at the Qaltawer. We use the same vertical grid as in
WRF-YSU (ref) simulation (see Section 2.1), with 46 d&taels defined to increase the verti
resolution in the lowest part of tiplanetary boundary layer (PBLJhe boundary conditions at t
surface are defined by the default USGS -use
surface data and the unified Noah I|-surface
model. The rapid radiative transfer model (RR1 ., | -
and the Dudhia radiation scheme are also. All :
simulations are spuap for 24 hours s I, 36
We performa sensitivity analysis varying PE
schemes and global input data, similaKleczek et .., | .
al. [11]. The first of the selected PBL hemes is
Yonsei University (YSU) [12 a norlocal, first- .| -
order closure scheme. Other PBL schemes us
this study are the Mello¥amad—Janjic (MYJ) .| &
[16], Mellor—-Yamad~—Nakanishi—Niino J
(MYNN2.5) [17], and Qua-Normal Scale .|/
Elimination (QNSE) [18] which are classified ¢ /
local, 1.5erder turbulent kinetic energ(TKE)
closure schemes. Total Energy Mass Flux (TE
is the final PBLscheme tested and is classified i Figure 1: Model domainarrangement, with tl
hybrid local/non-local,1.®rder closure schen red star indicating the center of each dor
[19]. We assess the sensitivity of WRF to input ¢ representing the Cabauw tow.
by running each of the five PBL schemes with
different sources of input data: E-Interim [13] and GFS reanalygsiThis ensemble of simulations
used in this study to quantify the spread of meslessolutions that could be input into the micrdes
simulations.

5°W 1°w 3°E
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3.2.WRF-LES
Five additional telescopic nests are added to ¢ference mesoscale set-up of 3 nests to physically
downscale, using one-way coupling, to a resolutibi2.5 m in the innermost domain using large-
eddy simulation (LES). All domains use a 181x18tizumtal grid. The finest three nests are refined
vertically to double the number of levels and afbta isotropic grid of 12.5 m in the lowest 300An.
prognostic equation fofKE is solved for the LES subgrid-scale model [23]Jngghe WRF default
constants [10]. The time step is reduced from @Dthe outermost domain to 0.2 s in the innermost
nest. Since the cycle starts from unstable atmegpleenditions, spin-up is deemed unnecessary.
Hence, the first few hours of the cycle are tramsibg to reach equilibrium with the mesoscale
boundary conditions.

Mean flow profiles are obtained by spatial averggimer a 1-km wide horizontal box. Fluctuations
about the mean flow within this box are used to pota theTKE.

3.3.VENTOS/M

The VENTOS/M computer code is an atmospheric flow solver ayiplg a one-way dynamical
coupling methodology, where WRF model simulatiosuiess are used as initial and boundary
conditions. It solves the URANS equations assumaimgjastic fluid, together with a transport equation
for potential temperature andka& turbulence model [20].

The WRF simulation follows the reference set-upcdbed in Section 3.1 with few differences,
namely the software version was WRF-ARW v3.6.1 arfdurth nesting level was added, increasing
the downscaling to 1-km horizontal resolution. Rtglsparameterizations, grid dimensions, nesting
grid ratios and the simulation spin-up time werptlegjual to the reference simulation.

The VENTOS/M domain encompasses 12x12%@entered on Cabauw, the horizontal resolution
was kept constant at 160 m within a square are8x8fknt, afterwards expanding towards the
boundaries. At each vertical level the horizontddl gvas composed of 47x47 control volumes. The
vertical grid consisted of 10 km columns with 7(hitol volumes, expanding from 4 m above the
surface to 730 m at the domain top, where a 4-kiyldigh damping layer was set. The simulation
time-step was 1.5 s and the boundary conditiong wpdated every 5 minutes. The simulation spin-
up time was 12 hours, less than the WRF simulat&imilarly to WRF-LES, the results were
smoothed through spatial averaging using 1-km widgzontal boxes. The VENTU8 model
surface boundary condition is based on Monin-Obuksimilarity theory (MOST) functions and a
prescribed surface heat flux, as such quantitkpeeted to be less sensitive to height discrepancie
between the mesoscale and microscale orographéekedt-flux boundary conditions are not suitable
to differentiate between intermittent and fullylutent regimes [21], the VENTG8 model always
assumes the latter, which is not appropriate @ti$ication conditions are indeed very stable.

3.4.CFDWind

CFDWiInd1D is a python-based finite-difference cotike single-column model (SCM) is used as a
prototype to design the CFDWind 3D model [9]. Tlaeg both based on unsteady Reynolds-Averaged
Navier Stokes (URANS) equations using the model of Sogachev et al [23] with constar@@g; =
1.52,C,, = 1.833,0 = 2.95,0, = 2.95 andC, = 0.03.

The SCM is solved on a 4-km long log-linear velttipad with 301 levels using a time step of 1 s.
Pressure gradient and advection forcings are luntpgdther as a time and height-dependent
equivalent geostrophic wind that enters momenturaatgns as source terms. The advection
temperature tendency is also added as a sourceirtetine potential temperature equation. No-slip
conditions are defined for momentum equations at sbrface. Surface boundary conditions for
potential temperature are defined based on MOSa&rring the surface temperature by prescribing the
diurnal 2-m temperature from the mesoscale inpta dad using the dynamic surface-layer friction
velocity and heat flux as described in [9].

3.5. Alya-CFDWind
Alya-CFDWind1D is a fortran-based finite-elementsle equivalent to CFDWindSCM. Similarly, the
model is used at early-stage design and as a garcof the in-house 3D model Alya-CFDWind for
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numerical modelling of wind farms [24][25]. The samset ofk-¢ constants than CFDWind1D is used
in this study.

The 1D mesh is 4-km tall using 500 vertical eleraavith a geometrically growing rate from 0.5 m
up to 10 m. The time step is setto 10 s.

3.6. Ellipsys3D

The EllipSys3D code [26][27] is an in-house mutitk finite volume solver for the incompressible
Navier-Stokes equations in general curvilinear domtes. The code uses a collocated variable
arrangement, where revised Rhie/Chow interpolasarsed to avoid odd/even pressure coupling. The
code is parallelized with Message Passing Interf@d®l) for executions on distributed/shared
memory machines, using a hon-overlapping domaionmeosition technique.

The URANS case is based k@ model [22], with the same set of constants tharother URANS
models of the benchmark. The problem is solved dtkan high vertical domain with 192 tanh
stretched grid points using a time step of 1 s.

No-slip wall boundary condition at the bottom angsyaametry boundary condition at the top were
applied. Periodic boundaries in both horizontakdiions were used to mimic the 1D SCM basic
setup. Pressure gradient and momentum advectiecmdsr together with the temperature tendencies
are included in the code in a way completely amalsgto the procedure presented for the
CFDWIindSCM code [9].

In the LES case, the 4x4x4 km domain was discretine128x128x128 equidistantly spaced grid
points, and Smagorinsky SGS model is used. Prdyiaescribed URANS boundary conditions and
time stepping are also applied in the LES casgp®ts1D [28] is a recent “stripped down” version of
EllipSys3D. The basic 3D URANS set-up was also iappin the 1D case. Only 512 tanh stretched
grid points were used for discretizing the 6-kmhhigrtical domain.

3.7.SP-Wind

SP-Wind is an in-house LES code developed at KUveru[29][30][31] for research on the
simulation and optimization of turbulent flows. 8HRnd solves the Boussinesq form of the
conservation equations for mass, momentum and {@itetemperature on a three-dimensional
Cartesian grid. The horizontal directions are di8zed with pseudo-spectral schemes, while the
vertical direction uses a fourth-order energy-covestive finite difference scheme. Time integratisn
performed using a classic four-stage fourth-ordemdge—Kutta scheme. The subgrid-scale stress and
heat flux are computed with a prognostic TKE md@2)], and the surface boundary conditions are
imposed using classic Monin-Obukhov similarity thed32] with standard stability correction
functions [33].

The LES is solved on a horizontally periodic domaiirbx5x5 km with 400x400x500 grid points.
The vertical grid has a uniform spacing of 5 m he first 2 km, above which it is stretched to a
maximum grid size of 40 m. A Rayleigh damping layeradded above 4 km. Initial profiles,
mesoscale forcing and surface temperature (infdrogd the 2-m temperature) are all extracted from
mesoscale WRF simulations as in [9].

In view of the large computational cost, no spintiape is used for the LES simulations. Analysis
of the vertical profiles of turbulent kinetic engrghows that the positive surface heat flux at UTC
2006-07-01 12:00 leads to intense generation dlutance, which rapidly fills up the entire boundary
layer and reduces the transition time to less tranhour.

4. Results

4.1.Input uncertainties: Sensitivity Analysis at Mesbsc

We conduct a sensitivity analysis on the impact$BL scheme and global input data on WRF.
Atmospheric profiles of potential temperatu®, (moisture §) and winds § WD) over Cabauw at
midnight LT on 2006-07-02 illustrate noticeable egmt in the model output by the different
configurations (Figure 2). Most of the configuratsoexhibit very similar temperature (Figure 2a) and
wind (Figure 3c,d) profiles, while more spreadv&ent in the moisture profiles (Figure 2b). Furthe



Wake Conference 2017 IOP Publishing
IOP Conf. Series: Journal of Physics: Conf. Series 854 (2017) 012037 doi:10.1088/1742-6596/854/1/012037

the TEMFGFS (orange open squares) appears to deviate noosttiie other configurations, mc
noticeably in the lowest layers of the potentiahperature, moisture, and wind speed profiles.
YSU-ERA (green filled dots), the rerence mesoscale model used as input for the mile
simulations in this study, shows good agreementh& low-level moisture observations from t
Cabauw tower (black dots), but overestimates threlsvaind the slope of the temperature inversic
a similar degree as the other configurations. Asidenftbe large difference in the TEN-GFS and
TEMF-ERA output, input data appear to have little impaietthe model solution in thiparticular
case suggesting the input datasets agree on the -scale facing, unlike other cases which sh
more spread between input data.
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Figure 2: Atmospheric profiles of (a) potential temperati8), (b) water vapor mixing raticq), (c)
wind speed (S), and (d) wind direction (WD) oCabauw at midnight LT on 20-07-02.

Time series of the same variables plotted over2d-hour period between UTC 2C-07-01 1200
and 2006-002 1200 at 80 m show a similar spread between Ble $theme and input d:
configurations (Figure 3)The TEMF-GFS again deviates most from the other simulatems the
Cabauw observations, especially in the moistFigure 3) and wind speecFigure 3c) data. The
other configurations form a generally narrow spre&autput @ta. In paticular, the time series «
80-m potential temperatur&igure 3a) exhibits a spread of ~2 K between the configomat giving
the whole ensemble a potaitiemperature bias consistently betw-1 and 4 K. For the moistur
and wind time series (Figuré-8l), the ensemble of configurations frequently eopelthe Cabau
observations during the 2#bur period, which may allude to minimal errors sdi by choice of PB
scheme and input data on the microscale simulatigimsilar conclusions may be drawnm time
series of friction velocity ( ), PBL height PBL h), latent heat flux (E), andsensible heat fluxH)
over the same 2HMeur period at CabauwFigure 4). Thegreatest differences between
configurations is the TEMIGFS friction velocity and the TEMERA PBL height. The largest spre
of output data is present in the PBL height, wtiile latent and sensible heat fluxes have the ssh
spread. The ensembdé configurations generally overestimated laterd aensible heat fluxes durii
the day when compared to Cabauw observations fewthr error during the nigl
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Figure 3: Time series of 8@n (a) potential temperatur®), (b) water vapor mixing raticq), (c) wind
speed §, and (¢ wind direction WD) over Cabauw during the Z¥bur period between UT
2006-07-01 1200 and 2006-02-120C
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Figure 4: Time series of (a) friction velocityu.), (b) planetary boundary lay height PBL h), (c)
latent heat flux I(E), and (d) sensible heat fluH) over Cabauw during the Z¥bur period between
UTC 2006-07-01 1200 and 2006-02 1200.

These results show that, excluding the TEMF, chofdaeput data haa neamegligible impact on th
WRF output for this particulacase although input boundary condition datasets exhshbiongel
influence in other cases [34Ratter, differences in both the vertical profildsdure2) and the time
series (Figure 3 and Figurg detween the tested configurations appear to bgecemore so by choi
of PBL scheme. Bspite this dependence on PBL scheme, the ensemti®ices tends to maintair
consistent spread near the observations, with thg significant biases evident in the poten
temperature and daytime latent and sensible heaed The greatest diffence between PBL
schemes occun the PBL height calculationsFigure 4b).PBL heights were determinevia direct
output from each scheme, where eecheme uses a different approach ttattributed t the scatter
in the dataln the YSU and TEMF schemes, the PBL height ismti@gd from the bulk Richards
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number [12] [19]. For the local PBL schemes (MYJINN, and QNSE), PBL height is diagnosed as
the height where prognostic TKE decreases to acirifly small value (0.2 fis? 1.0 x 1 nm? s?,
and 0.01 rhs? respectively) [16] [17] [18]Overall, the nontrivial spread in mesoscale forsing
should be considered when making a choice in PBlerse for a simulation that will be used as
forcing for a microscale simulation.

4.2.Consistency among LES and RANS Microscale Models

All of the microscale models produce similar patterof the diurnal cycle, demonstrating the
effectiveness of the offline coupling methodoloBigure 5 shows contour plots of the evolution & th
vertical profile of mean flow quantities computeg the participating models compared to the
observations on the top row. The second row cooredp to the reference mesoscale model that is
used to derive input forcings and boundary conad#ito drive the microscale simulations. Since no
higher-resolution terrain or land cover informatignadded at microscale, we can assume that this
mesoscale simulation is already a good referencenficroscale models to verify a correct
implementation of the meso-micro methodology. Thféeences in the mean flow arise from the
different ways each model represents turbulencehwh noticed in th@KE contour plots.

The ensemble mean of the WRF simulations usedeirséimsitivity analysis is plotted in the third
row. By ensemble averaging, we obtain a better iImaith the observations than by using any single
WRF simulation — this result was also seen forlth@ cases discussed in [34]. The ensemble here
provides a better prediction of the LLJ with a idist velocity maximum around midnight instead of a
broader double-peak as in the reference WRF siioalat

The microscale models diverge in their estimatesotafr-based quantities of interest. Time series
of rotor-based quantities of interest are showrrigure 6. The spread of the models REWSis
around 2 m$ and around 15° in terms WD, The spread in terms of wind shear and wind v&er i
also large specially during nighttime stable candg. Vertical profiles of wind speed and directain
midnight (Figure 7) show how the models capturectieracteristics of the LLJ. The phase error in the
input data dominates the bias in the simulatidnis; input error cannot be corrected at microscgle b
simply changing the turbulence model.

Table 2 summarizes the differences between thelgiions and observations in terms of (4) with
respect to observationMAE,,) and with respect to the reference WRF simulafddAE.¢). These are
differences integrated over the whole diurnal cytiierefore mixing all kinds of surface stabilityca
large-scale conditions into a single quantity. Wallsfocus on theMAE.; to quantify the impact of
choosing a different turbulence model at microscale

Table 2: MAE with respect to observations and to the refeeamesoscale simulation.

REWS[ms'  Sup[msh WD [°] a (shear) w (veer)
MAE MAE,. MAE,, MAE,. MAE,, MAE,. MAE,, MAE,. MAE,, MAE,
obs f s f s f s f s f

WRE-YSU (ref) 126 0.00 1.35 0.0 1049 000 0.3 000 0.07 0.00
WREF ensemble 116 0.63 1.12 076 1424 514 0.1 005 0.7 0.02
WRF-YSU_LES 151 045 1.60 054 10.67 4.09 0.15 005 006 0.03
WRF-VentosM ke 156 0.69 159 072 1074 634 012 005 006 003
CFDWind1D_ke 156 0.63 1.62 0.68 11.49 6.22 0.5 009 006 0.05
Alya-CFDWind1D ke 1.48 073 142 070 11.30 290 0.14 007 007 0.02
Ellipsys1D_ke 137 055 150 0.61 1151 522 0.16 010 006 0.04
Ellipsys3D_ke 1.36 0.66 152 074 1061 5.17 0.16 009 006 0.04
Ellipsys3D_LES 138 1.13 137 127 11.90 11.99 0.18 009 0.09 0.06

SP-Wind_LES 147 063 138 069 879 325 0.13 004 007 0.02




Wake Conference 2017 IOP Publishing
IOP Conlf. Series: Journal of Physics: Conf. Series 854 (2017) 012037 doi:10.1088/1742-6596/854/1/012037

S [ms 1] WD [°] 0 [K] TKE [m?s 2]

B ™ BN 'a

0 2 4 6 810121416 30 60 90 120150180210 285 289 293 297 301 305 O 1 2 3 4 5

103

z[m]

102

Observations

10*

103

102

z[m]

10*

103

z[m]

102

10!

103

z[m]

102

WRF-YSU_LES WRF-Ensemble WRF-YSU (ref)

10*

10°

z[m]

102

VentosM

10!

103

z[m]

102

10!

103

102

-Wind1D_ke CFDWind1D_ke

z[m]

10t

103

z[m]

102

Ellipsys1D_ke Alya

10!

103

z[m]

102

Ellipsys3D_ke

10!

103

z[m]

102 [}

Ellipsys3D_LES

10*

103

z[m]

102

SP-Wind_LES

1 L I L I I I i I

10 12 1518 21 00 03 06 09 12 12 1518210003 06 09 12 12 1518 21 00 03 06 09 12 12 15 18 21 00 03 06 09 12
UTC time in hours since 2006-07-01 12:00, L,,, = 9 km, t,,, = 60 min
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WRF-YSU_LES is the closest to the reference, wisdo be expected since they are results from
different nests of the same simulation. Still, eliénces are significant of around 0.5 ™o wind
speed and 4° of wind direction at hub-height. Mécade models increase the error by 0.2-0.7'rofs
wind speed and up to 7° of wind direction at hulglewith respect to the WRF-YSU_LES results.
With respect to observations, all simulations stsawilar results with MAE of 1.1-1.6 m 3 of wind
speed and up to 14° of wind direction at hub-hei@lonsidering vertical wind speed shear and wind
direction veer, SP-Wind and the WRF ensemble predbe closest results to the reference WRF
simulation.

Different sets ok-¢ constants have been tested (not shown) leadiobaoges that are within the
spread shown in Figure 6, which is also compartibkbhat observed in the WRF sensitivity analysis
when changing the planetary boundary-layer scheme.

Recently, capabilities of EllipSys3D have been edésl to cover wall modeled LES of stratified
flows and at the same time, a “striped” down 1Dsi@r of the code have been made operational [28].
Figures 5 and 6 and Tables 2 and 3 show a geneml ggreement between URANS based
EllipSys1D and EllipSys3D computations. Some midifierences exist thought; a possible cause of
them might be related to the fact that the vertigdbcity W) and the advection terms are implicitly
assumed to be zero in the EllipSys1D. Further itiyasons are necessary to confirm this.

Initial LES computations based on coarse grid gsm and very basic Smagorinsky SGS model
show that EllipSys3D LES is capable of reprodudimg basic LLJ features observed at the Cabauw
site, but Tables 2 and 3 MAE comparisons and Fgy@end 3 indicate that significantly higher
resolution and a more advanced approach to SG8lémde modeling are needed in order to capture
all main details relevant for its application imvand energy context.

Regarding VENTO%M wind speed results, both Figures 5 and 7 shaat the LLJ magnitude
was reasonably well predicted. The diurnal cycléhefsimulation wind speed shows over-predictions
around 1.4 m’§ affecting theREWSand S,;, error values in Table 2 which are higher than the
reference simulation. Good agreement was obtaioeth& wind direction, shear and veer regarding
their integrated error. Analysis of Figure 6 indesaa generalized under-predictioncofor several
nocturnal periods, analogous to a higher turbulemhpe factor of the boundary-layer. These
mismatches happen also with WRF and, despite ti¢TVES®/M limitations of its heat-flux boundary
condition, the microscale simulation predicts highalues ofa and closer to the observations. The
results further show a -2.5 K temperature bias dleatrs in both WRF and VENTG®1 results, as
well as in the other microscale simulations, whaciginates from the ERA-Interim input data.

Table 3: MAE with respect to the reference mesoscale sinaudor unstable (': z/L < -0.2), neutral
('n: -0.2 < z/L < 0.2) and stables'('z/L > 0.2) conditions.
REWS [m s7] S [M 81 WDy [] a (shear) w (veer)
U n S u n S u n S u n S u n S
WRF-YSU (ref) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

WRF ensemble 0.45 0.51 0.82 0.51 0.60 1.02 579 8.98 3.97 0.03 0.09 0.06 0.01 0.02 0.03
WRF-YSU_LES 0.48 0.44 0.42 0.58 0.72 048 459 415 3.62 0.03 0.05 0.08 0.02 0.02 0.03
WRF-VentosM 0.64 0.75 0.74 0.68 0.80 0.73 9.74 7.02 3.10 0.04 0.08 0.05 0.04 0.02 0.03
CFDWind1D_ke 0.74 0.45 0.56 0.73 0.53 0.65 5.62 7.87 6.53 0.07 0.10 0.11 0.05 0.09 0.05

Alya-
CFDWInd1D_ke 0.79 0.39 0.72 0.78 0.51 0.66 4.66 3.16 1.24 0.09 0.03 0.06 0.02 0.02 0.03

EllipsyslD_ke 0.58 0.40 0.55 0.57 0.40 0.69 4.30 7.47 575 0.06 0.12 0.13 0.03 0.10 0.05
Ellipsys3D_ke 0.67 0.47 0.68 0.67 0.60 0.83 4.13 8.03 570 0.04 0.14 0.13 0.02 0.10 0.04
Ellipsys3D_LES 0.56 1.27 1.64 0.59 1.06 1.93 11.69 8.36 12.81 0.07 0.10 0.11 0.02 0.05 0.11
SP-Wind_LES 0.48 1.36 0.66 0.50 1.38 0.76 3.00 1.72 3.71 0.02 0.02 0.06 0.01 0.02 0.03

Finally, Table 3 shows th®AE.: is computed for different stability classes filbgy with the
observed stability parameter z/L, whete is the Obukhov length and =10 m: unstable
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(u: z/L <-0.2), neutral if: -0.2 < z/L <0.2) and stables('z/L > 0.2). Not all the models behave
similarly depending on stability. The WRF ensemBIEWSis more sensitive in stable conditions.
This is also the case for Ellipsys3D_LES probable do the coarser resolution of the simulation
compared to the other LES simulations that do hotsthis high sensitivity in stable conditions.

In general, it is difficult to extract more meaninigconclusions from Table 2 and Table 3 due to
the limited statistical significance of the sampl€be overall assessment would be richer if several
diurnal cycles from uncorrelated synoptic condisiomould have been tested. The ensemble WRF
simulations for the same cycle already show sigaift improvement on mean flow quantities.

5. Conclusions
Results of the GABLS3 diurnal cycle benchmark wath emphasis on rotor-relevant values are
presented. The main challenge for microscale models to produce consistent flow fields with
respect to the mesoscale model that was useditedbeir input forcings. This consistency has been
achieved by both LES and URANS models. The sprdatieomodels is significant but of similar
magnitude as that shown by WRF using different ldamytrlayer parameterizations. The input
uncertainty coming from the mesoscale, even irtivelly ideal conditions, is large and resultdMAE
of wind speed at hub-height of the order of 1.1+h.6" over the whole cycle and hourly errors of up
to 3 m &. This is partly mitigated when using an ensembkrage of several simulations which also
lead to better results in terms of wind shear amdi weer.

By ensuring consistency of the microscale modelstabducing input forcings we can proceed
with further analysis on how RANS and LES modeteripret the structure of turbulence in different
stability conditions.
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