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Enhancements to Overset Methods for Achieving

Higher Accuracy and Solution Convergence

Dylan Jude1, Jayanarayanan Sitaraman2, and Michael Brazell3

1Science & Technology Corporation, NASA Ames Research Center, Moffett Field, CA
2Parallel Geometric Algorithms LLC, Sunnyvale, CA
3National Renewable Energy Laboratory, Golden, CO

Overset methods, when utilized within a multi-solver framework, provide a very flexible
and powerful toolset for analyzing moving body problem. However, many overset frame-
work suffer from several deficiencies such as (1) convergence degradation of the non-linear
iterative schemes (2) difficulty in achieving higher-order accuracy and (3) high computa-
tional costs over long simulation times. In this work, we explore approaches that mitigate
these deficiencies and provide a pathway for improved accuracy and fidelity of overset
methods. A high-order, discontinuous Galerkin solver is integrated into an existing overset
framework and applied to an unsteady ROBIN fuselage case. For convergence acceleration,
an Overset-GMRES linear solver with a timestep controller is applied to a DLR-F6 aircraft
steady simulation and an unsteady, notional rotor-fuselage. Finally the same rotor-fuselage
case as well as the JVX rotor/wing case is simulated using a reduced-order aerodynamic
model.

I. Introduction

The Helios and Kestrel software1–5 are products of the HPCMP CREATETM-AV (air vehicles) program6 

that provides high-fidelity analysis capability to the Department of Defense (DoD) for the acquisition of new
rotary-wing and fixed wing aircraft. A multi-mesh paradigm7 is the basis of the CFD aerodynamics solution 
procedure, where a near-body solver is used to capture viscous flow around complex geometry, and block
structured Cartesian solver8 in the off-body is used to resolve the wake through a combination of high-order 
algorithms and adaptive mesh refinement (AMR). The PUNDIT9, 10 domain connectivity software facilitates 
parallel data exchange between the two mesh types as well as enables relative motion between the mesh
systems. Coordination of the different codes is managed through a lightweight and flexible Python-based
infrastructure.11

Helios is now in routine use at several DoD sites and US Helicopter companies. The usual mode of
operation is to use a near-body mesh system composed of both structured and unstructured meshes –
structured curvilinear meshes are used for simple geometries such as blades and unstructured or strand
meshes are used for complex geometry such as fuselages and hubs. Any combination of structured grid based
flow solvers (OVERFLOW,12 HAMSTR13), unstructured grid based flow solvers (NSU3D,14 FUN3D15 or 
KCFD16) or strand grid based flow solvers17 can be used to model the flow near the body. The flow away 
from a body is resolved using a high-order off-body Cartesian grid solver, SAMCart.18 Helios is highly 
capable and is in production uses for various acquisition programs including the Joint Multi Role helicopter
(JMR), CH-47 block-II upgrade and CH-53K risk analysis and design.

Helios has consistently shown ability to resolve vortex wakes and their interaction with blades and
airframes, largely due to the use of the high-order background Cartesian solver SAMCart.18 All near-body 
solvers commonly used with Helios, however, are second-order accurate and require fine meshes to resolve
complex fluid structures. The development of high-order accurate algorithms has been a core area of CFD
research in the last decade. To achieve greater than second-order accuracy on curved, unstructured meshes
many research groups have used Discontinuous Galerkin (DG) methods19, 20 in an overset framework. Flux-
reconstruction methods have also gained popularity in both sliding-interface21 and overset22, 23 applications.

Accuracy limitations of the near-body region in Helios are supplemented by challenges in achieving high-
order accurate interpolation between meshes. Overset interpolation, especially between moving meshes,
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is a likely cause of vortex destabilization in the flow solution of rotor wakes.24 High-order interpolation is
significantly more complex than traditional second order interpolation since it requires additional connectivity
data between computational cells. To avoid passing additional large, complex datasets between the flow
solver and connectivity routines, a popular approach for high-order interpolation is with the use of callback
functions.20 In this work, PUNDIT is augmented with flow-solver-provided call-back function to perform
high-order interpolation between near and off-body grids.

Interpolation between meshes also poses temporal accuracy and convergence challenges for overset sys-
tems. In the current framework, the PUNDIT connectivity module within Helios performs exchanges between
grids every timestep. Temporal accuracy could be improved by integrating communication between meshes
at the non-linear iteration level however this can result in degraded convergence trends. Recent work by
Jude et al˙25,26 has demonstrated good convergence in an overset system coupled at the linear-solver level
in a Python framework similar to Helios. The Overset Generalized Minimum Residual Method (O-GMRES)
from Jude et al. has been integrated into the Helios framework for use with SAMCart and mStrand.

Lastly, this work also addresses a new functionality in Helios using a reduced-order aerodynamic model
(ROAM) in place of the high fidelity model in the interest of reducing simulation time. The ROAM Helios
module represents rotor blades as actuator lines and solid bodies as immersed boundaries. The influence of
the blades or solid bodies are accounted for in the background Cartesian grids as momentum sources and
internal boundary conditions. One of the goals of using ROAM is to accelerate simulations for generating
surrogate or machine-learning models which may involve running hundreds or thousands of cases.

II. Technical Approach

II.A. Governing Equations

SAMCart, a finite-difference solver, and mStrand, a finite-volume solver, share the same governing equations
based on the strong conservation form of the Navier–Stokes equations:27

∂Q

∂t
+
∂Fi
∂x

+
∂Gi

∂y
+
∂Hi

∂z
=
∂Fv
∂x

+
∂Gv

∂y
+
∂Hv

∂z
+ S (1)

where Q is the vector of conserved variables {ρ, ρu, ρv, ρw, e}T with ρ, u, v, w and e denoting the local flow
density, three components of velocity and total energy, respectively. F,G, and H are the fluxes in the x−,
y−, and z−directions respectively for both inviscid and viscous quantities. The Reynolds-Averaged Navier–
Stokes equations are closing using the Spalart-Allmaras28 turbulence model, which adds a sixth variable, ν̃t,
to the vector Q. The spatial residual, R, is used for convenience to lump together all spatial operations such
that

∂Q

∂t
+ R(Q) = 0 (2)

A second order backwards Euler implicit time marching scheme is imposed to discretize the system in time.

3Qn+1 − 4Qn + Qn−1

2∆t
+ Rn+1(Qn+1) = 0 (3)

The term Rn+1 is non-linear and can be linearized using the first few terms of a Taylor series. A dual-time
marching term, denoted with index p, is also required to remove linearization error. The dual-time marching
term corresponds to a subiteration, or non-linear iteration, and uses symbol τ . The non-linear iterations
are used to march the solution in pseudo-time to a steady state, at which point the original equations are
recovered. The solution at subiteration index p + 1 serves as an approximation to the solution at physical
temporal index n + 1. This dual-timestepping procedure is sometimes referred to as “pseudo transient
continuation.” The resulting discretization is

Qp+1 −Qp

∆τ
+

3Qp+1 − 4Qn + Qn−1

2∆t
+
∂Rp

∂Q
∆Q = −Rp(Qn) (4)

where

(5)∆Q = Qp+1 − Qp
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which can be further modified into the linear system[
I

∆τ
+

I

2/3∆t
+
∂Rp

∂Q

]
∆Q = −Rp − 3Qp − 4Qn + Qn−1

2∆t
= Rt. (6)

The entire right-hand-side (RHS), including the temporal terms, is referred to as the residual for time-
accurate computation. The L2-norm of the residual is a measure of subiteration convergence, since as the
solution at p approaches p + 1 = n + 1, Eq. (3) is recovered. The inversion of the LHS matrix is rarely
performed exactly, since this process is typically very computationally expensive. Instead there are three
general procedures are used in SAMCart and mStrand to approximate the solution ∆Q:

1. SAMCart: Lower-Upper Symmetric Gauss-Seidel (LU-SGS) preconditioner (mean-flow) and Alternan-
ing Direction Implicit (turbulence model).

2. mStrand: Multi-colored Gauss-Seidel Strand-line preconditioner.

3. mStrand: Incomplete Lower-Upper factorization.

Only the Gauss-Seidel method is used as the preconditioner in mStrand and the Jacobians in the approx-
imation of ∂R/∂Q are fully coupled between the mean-flow and turbulence variables. In SAMCart, the
Jacobians are decoupled between the mean-flow and turbulence equations. A detailed formulation of the
residual is not described here because it varies between SAMCart and mStrand solvers.

In this work a Discontinuous Galerkin code DG3D is also integrated within the Helios framework. To
derive the weak form of the Navier–Stokes equations, Eq. (1) is first multiplied by a test function φ and
integrated over the domain Ω. For clarity, Einstein notation is used where the subscripts of i and j represent
spatial dimensions and have a range of 1 to 3 and the index k varies over the number of variables.∫

Ω

φm

(
∂Qk
∂t

+
∂Fki
∂xi

)
dΩ = 0.

Next, integration by parts is performed and the residual Rkm is defined as:

Rkm =

∫
Ω

(
φm

∂Qk
∂t
− ∂φm

∂xi
Fki

)
dΩ +

∫
Γ

φmF
∗
kinidΓ = 0

where φ are the basis functions and the solution is approximated as Qk = φmakm, where the repeated index
m is summed over the number of basis functions. The basis is formed by using piecewise discontinuous shape
functions. Each element’s shape function is represented as continuous polynomials within the cell and zero
outside the cell. The basis in this work is hierarchical and is formed by combining a p = 1 Lagrangian basis,
using the vertex of each element, and a Jacobi polynomial as a kernel for creating higher degree terms. An
example of a shape function for a segment is:

φm(ξ) =


1 m = 0

1−ξ
2 , 1+ξ

2 m = 1(
1−ξ

2

)(
1+ξ

2

)
Pα,βm−2(ξ) m > 1

where α and β are parameters that give Jacobi polynomials their orthogonality properties with respect to the
weight (1 − ξ)α(1 + ξ)β . Similar to the segment a basis is created for tetrahedral, pyramidical, prismatic, and
hexahedral element types. Also, the basis is used to represent both the solution and geometrical mapping.
The polynomial degree can be chosen independently for each, for example the solution can be represented
by a p = 1 basis and the geometrical mapping can be represented by a p = 2 basis.

The residual consists of volume and face integrals which are approximated using numerical quadrature.
For hexahedral elements and quadrilateral elements tensor products of Gaussian quadrature points are
used. For the other element types a set of efficient numerical quadrature rules are used.29 The quadrature 
rules are chosen to exactly integrate polynomials within the volume integrals to 2p accuracy and the face
integrals to 2p + 1 accuracy. The integrals over faces Γ require special treatment for the fluxes in these
terms. The advective fluxes are calculated using a Riemann solver. Implemented Riemann solvers include:
Lax-Friedrichs,30 Roe,31 and artificially upstream flux vector splitting scheme (AUFS).32 In this work, only 
the Lax-Friedrichs flux is used. The diffusive fluxes are handled using a symmetric interior penalty (SIP)
method.33–35
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II.B. Linear Solver and CFL Controller

II.B.1. Overset GMRES

The Generalized Minimal Residual (GMRES) algorithm is one of many different methods that can be used
to solve a linear system of equations Ax = b. Compared to more traditional, iterative methods like Gauss–
Seidel or approximate factorization, GMRES is a minimization algorithm on the quantity ||b − Ax||. This
minimization is accomplished with the use of m Krylov-subspace vectors Vm, where each vector is the size
of the solution vector x. A more detailed overview of GMRES is presented in detail in the work of Yousef
Saad.36 For brevity this section will focus on applications of GMRES to CFD.

GMRES with m vectors applied to the Navier–Stokes equations to approximate the change in the solution
∆Q will require m × sizeof(∆Q) in memory. High memory usage is one of the disadvantages of GMRES
compared to Gauss–Seidel or approximate factorization methods. For a framework-level implementation,
however, the ultimate goal would be to use only a few Krylov vectors (∼ 5) and rely upon each flow solver
to provide a strong preconditioner.

The GMRES algorithm with right-preconditioning is shown in Alg. 1. Preconditioning is the process of
altering the system of equations to a different system that has the same solution but is less stiff and hence
easier to solve. Generally right preconditioning is preferred over left because it preserves the magnitude of
the residual within linear iterations. In Alg. 1, semantically r is the result of preconditioning the vector vj .
Mathematically the preconditioner is often expressed as a matrix M, which approximates the matrix A but
is easily invertible such that for the system Mr = vj , r = M−1vj .

Algorithm 1 Right-Preconditioned O-GMRES Algorithm.

1: Compute ro = b−Axo, β := ||ro||2, and v1 := ro/β
2: for j = 1, 2, ...,m do
3: Compute rj := precondition(vj) . Preconditioner

4: overset interpolate(rj)

5: Compute wj := Arj . Matrix-Vector Product
6: for i = 1, ..., j do
7: hij := (wj , vi) . Vector Dot Product

8: overset sum(hij)

9: wj := wj − hijvi
10: end for
11: hj+1,j = ||wj ||2
12: if hj+1,j == 0 then
13: m := j
14: goto 18
15: end if
16: vj+1 = wj/hj+1,j

17: end for
18: Define the (m+ 1)× (m) Hessenberg matrix H̃ = {hij}1≤i≤m+1,1≤j≤m
19: Compute ym, the minimum of ||βe1 − H̃my||2 and rm = Vmym
20: Compute xm = xo+ precondition(rm)

21: overset interpolate(xm)

From the authors’ previous work,37 the highlighted lines in Alg. 1 are required to ensure the GMRES 
algorithm applies to the full overset system. Without the exchange of data between meshes, the GMRES
algorithm is decoupled between solvers. Convergence within linear (Krylov) iterations of a de-coupled system
will not be representative of the full system.

The overset interpolation from line 4 in Alg. 1 can be thought of as an extension of the precondition
operation from the previous line. In locations where a node receives an interpolated value from another
mesh (ie. where the iblank value is -1), performing the interpolation at that point is equivalent to a Jacobi
preconditioning operation.

The Overset GMRES (O-GMRES) algorithm is written in Python as a partitioned algorithm that does not
build the full global solution vector on any processor. Nor does O-GMRES require additional memory over the
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traditional GMRES algorithm. The only requirement is that each solver expose routines for preconditioning
and matrix-vector product. Python handles pointers to large buffers of memory but all numerical operations
are handled with function calls to fast, compiled languages. Pseudo-code with the traditional de-coupled
GMRES algorithm is shown in Alg. 2. The improved implementation is shown in Alg. 3, where now the
GMRES algorithm is written as part of the Helios framework and the connectivity information is built in to
the Krylov iterations.

Algorithm 2 Baseline Timestepping Algorithm in Helios

1: for iter = 1, 2, 3, ... do
2: for s ∈ {SAMCart, mStrand, ...} do
3: do overset exchange(Q)
4: for subiter = 1, 2, 3, ... do
5: s.linear solver(iter, subiter) . Linear iterations at the flow-solver-level
6: end for
7: end for
8: end for

Algorithm 3 Overset GMRES Timestepping Algorithm in Helios

1: for iter = 1, 2, 3, ... do
2: for subiter = 1, 2, 3, ... do
3: ... . Start of GMRES Algorithm
4: for liniter = 1, 2, 3, ... do
5: ... . GMRES Operations (precondition, mvp, etc.)
6: do overset exchange(rj)
7: ...
8: end for
9: end for

10: end for

In all codes where GMRES is used, the matrix-vector product is computed using the approximation[
∂R

∂Q

]
X ≈ R(Q + εX)−R(Q)

ε
(7)

where ε is a small scalar chosen based on the magnitude of Q. Eq. (7) uses the property of Fréchet derivatives
and has been shown to work well for CFD applications.38,39 Using the finite-difference approximation
introduces error in the calculation of the matrix-vector product and may prevent the GMRES method from
achieving formal quadratic convergence.

II.B.2. Convergence Controller

The same routines exposed at the Python level for O-GMRES also allow for a simple controller to improve
convergence. Both SAMCart and mStrand have been modified to accept a scalar multiplication factor of
the CFL/pseudo-timestep. The approach for increasing or decreasing the CFL is based on the line-search
method from the work of Ceze and Fidkowski.40 Once the GMRES algorithm produces a candidate solution
∆Q, the line-search method finds the scalar parameter α which reduces the transient residual Rt:

Rt(Q + α∆Q) (8)

Based on the value of α, the CFL multiplier is then increased, decreased, or kept the same. Pseudo code
of the complete line-search algorithm is shown in Alg. 4. Constant β1 is used to reduce the CFL and β2 
is used to increase the CFL. Constant κLS specifies a maximum amount by which the residual is allowed
to rise between iterations and SRCH MAX sets a lower bound for α. The constants used in this work are
summarized in Table 1.
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Algorithm 4 Line-search convergence controller

1: CFLfactor := min(max(CFLfactor,CF MIN),CF MAX)
2: ∆Q := ogmres(Q)
3: α := 1, itry := 0

4: Q̃ := Q + α ·∆Q
5: while ‖Rt(Q̃)‖ > κLS‖Rt(Q)‖ and itry < SRCH MAX do
6: α := α · αfactor
7: Q̃ := Q + α ·∆Q
8: itry := itry + 1
9: end while

10: if α >= 0.7 then
11: CFLfactor := β2 · CFLfactor
12: for s ∈ {SAMCart, mStrand, ...} do
13: s.set cfl factor(CFLfactor)
14: end for
15: else if isearch >= SRCH MAX then
16: CFLfactor := β1 · CFLfactor
17: go to 1
18: end if

Table 1. Constants used in line-search algorithm

Steady Cases Time-accurate Cases

κLS 1.01 1.01

β1 0.1 0.1

β2 1.2
√

10

αfactor 0.7 0.7

SRCH MAX 5 5

CF MIN 1 1

CF MAX 102 104

II.C. High-order domain connectivity and interpolation

High-order methods that use finite element type basis are becoming increasingly common and popular for
development of accurate flow solvers. There are several high-order discretization approaches possible, such as
flux reconstruction41 or Galerkin type formulations such as Stream-wise Upwind Petrov-Galerkin(SUPG)42, 43 

or Discontinuous Galerkin44, 45 formulations. The common theme of all these approaches are high-order 
elements that are often bounded by curved faces with internal degrees freedoms distributed inside of them to
provide the high-order support. The basis functions used to achieve high-order accuracy are often disparate
and can range from simple Lagrangian basis with Gauss-Legendre of Gauss-Lobotto quadrature points or
more complex hierarchical sets. Development of an overset grid interpolation framework that maintains
all of the different types of basis used by different kinds of solvers is not scalable and modular. Instead
a better approach is to inherit the the basis functions directly from participating flow solvers as call back
functions. In general, the donor receptor relationship will be as shown in Figure 1 where multiple degrees
of freedom per receptor element is shown and the degrees of freedom within the same element may multiple
donors in another grid. Furthermore, the off-body solver SAMCart8 also uses a formally 5th order accurate 
finite difference discretization scheme. It is imperative that the domain connectivity approach consistently
couples and sets interpolation patterns with disparate high order discretization schemes, i.e. higher order
finite elements and high-order finite difference.

II.D. Unstructured near-body DG solver: DG3D

The high-order near-body solver DG3D is a parallel 3D Discontinuous Galerkin (DG) finite element method.
The solver can handle hybrid mixed element meshes (tetrahedra, pyramids, prisms, and hexahedra), curved
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Receptor Cell Overset Connectivity Donor Cells

Figure 1. Receptor and donor cell overset connectivity.

elements, and incorporates both p-enrichment and h-refinement capabilities using non-conforming elements
(hanging nodes). It is used to discretize the compressible Navier-Stokes equations as well a PDE-based artifi-
cial viscosity equation46–48 and the Spalart-Allmaras turbulence model (negative-SA variant).49 The advec-
tive fluxes are calculated using a Riemann solver. Implemented Riemann solvers include: Lax-Friedrichs,30 

Roe,31 and artificially upstream flux vector splitting scheme (AUFS).32 The diffusive fluxes are handled using 
a symmetric interior penalty (SIP) method.33, 34 The time derivative can be approximated using the explicit 
scheme RK4 or an implicit BDF2 scheme. The implicit solver uses a Newton-Raphson method to solve the
non-linear set of equations. These equations are linearized to obtain the full Jacobian. The linear system is
solved using a flexible-GMRES50 (fGMRES) method. To further improve convergence of fGMRES a right 
preconditioner can be applied to the system of equations. Preconditioners that have been implemented in-
clude Jacobi relaxation, Gauss-Seidel relaxation, line implicit Jacobi, and ILU(0). This solver has been used
to successfully to solve hypersonic flows,51 turbulent flow over wings52 and aircraft,53, 54 Direct Numerical 
Simulations (DNS) of Taylor Green Vortex, and overset simulations.55

II.E. High order Overset Mesh Assembly: PUNDIT

There are four callback functions that are needed interface the domain connectivity module PUNDIT (Do-
main connectivity module in Helios) with high-order finite element codes. While these call back functions
are currently inherited from the DG3D solver, they do maintain a generic and modular structure promoting
easy extension to other finite element codes.

The first callback function is a function which generates a list of receptor points. Typically these are the
nodes or cell centers in a mesh, but for a high-order discretization additional points are needed within each
cell. The second function is a high-order donor inclusion test which is necessary for curved elements. Once
donor cells are located the third function returns the weights for the high-order interpolation on the donor
cells. The last callback function converts the interpolated solution at the receptor points back into solution
coefficients or modal coefficients on the receptor cell.

There are two approaches for transferring solution data: the first uses a mass matrix approach and the
second a Vandermonde matrix approach. One of these two methods is necessary because it is the transfer of
solution coefficients rather than the actual solution values that are needed in a modal finite-element method.
Both the mass matrix and the Vandermonde matrix methods require solution values from the donor cells at
specific points on the receptor cell. Figure 2 shows the locations of the receptor nodes for each method. For
the mass matrix method the interpolation points correspond to the quadrature points used in the volume
integral evaluation of the residual, while for the Vandermonde matrix method the interpolation points consist
of equidistant points. The interpolation points become the receptor points in the first callback function and
then the receptor nodes are used by PUNDIT to determine the donor cells.

To find the donor cells a callback function for a high-order curved cell inclusion test is used. PUNDIT uses
its native point-location algorithm to search for donor cells and the callback function is used to determine
if the receptor point is located inside a donor cell. For straight sided elements PUNDIT can handle this
process using straight forward geometric inclusion tests. However for a curved element, a specialized callback
function is needed. To test if a point is inside an element, the physical coordinates (x, y, z) are converted to
natural coordinates (r, s, t) in the mapped space of the standard isoparametric element, as shown in Figure 3.
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Figure 2. Locations of receptor nodes on a quadrilateral element for mass matrix method (left) and Vandermonde
matrix method (right).

The natural coordinates are found using the following equations:

nmap∑
m=1

ψm(r, s, t)b1m = x,

nmap∑
m=1

ψm(r, s, t)b2m = y,

nmap∑
m=1

ψm(r, s, t)b3m = z,

where b are the physical coordinate mapping coefficients, ψ are the mapping basis functions, and nmap are the
number of mapping coefficients for the element. This gives three non-linear equations with three unknowns.
To solve this problem a Newton-Raphson method is used which can be written as: ∂x

∂r
∂x
∂s

∂x
∂t

∂y
∂r

∂y
∂s

∂y
∂t

∂z
∂r

∂z
∂s

∂z
∂t


 δr

δs

δt

 = −


∑nmap

m=1 ψm(r, s, t)b1m − x∑nmap

m=1 ψm(r, s, t)b2m − y∑nmap

m=1 ψm(r, s, t)b3m − z


Once the natural coordinates are found it is trivial to test if the point lies inside the element. For example,
a tetrahedra has four faces that are each associated with a plane that can be tested for inclusion. If any of
the following inequalities in Table 2 are true then the point does not lie inside the element. In this table, the
parameter ε is a small number, if this number approaches zero then strict inclusion is required. However, if
this number is larger, the inclusion test will be less restrictive and extrapolation (instead of interpolation)
is allowed.

(x, y, z) (r, s, t)

Figure 3. Curved tetrahedron in physical coordinates (left) and natural coordinates (right)

Once a donor cell is found the third callback function creates the interpolation weights. Evaluating
the solution basis functions at the natural coordinates found from the inclusion test creates a high-order
interpolation for the donor cell. The solution q is passed back to the receptor cell by:

q (r, s, t) =

nmode∑
m=1

φdm (r, s, t) am

This report is available at no cost from the National Renewable Energy Laboratory at www.nrel.gov/publications.
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tetrahedron pyramid prism hexahedron

r + 1 < −ε r + 1 < −ε r + 1 < −ε |r| − 1 > ε

s+ 1 < −ε s+ 1 < −ε |s| − 1 > ε |s| − 1 > ε

t+ 1 < −ε t+ 1 < −ε t+ 1 < −ε |t| − 1 > ε

r + s+ t+ 1 > ε r + t > ε r + t < −ε
s+ t > ε

Table 2. Inequalities for each element type for inclusion.

where φdm (r, s, t) are the donor cell basis functions (where superscript d represents donor) evaluated at the
receptor node locations, nmode are the number of solution basis functions, and am are the solution coefficients
on the donor cell. PUNDIT transfers, in parallel, all of the interpolated solutions from the donor cells to
the receptor cells. The fourth callback function converts these solution values back into coefficients on the
receptor cells. As discussed previously two approaches have been implemented; the first is the mass matrix
method. This approach starts off with a Galerkin projection:

nmode∑
n=1

φrn(ξ1k, ξ2k, ξ3k)an = q(ξ1k, ξ2k, ξ3k)

where φrn are the solution receptor basis functions (where superscript r represents receptor), nmode is the
number of solution receptor basis functions, ξik are the quadrature points (where the indices i = 1, 2, 3 and
k runs from one to the number of quadrature points nqp), q are the solution values, and an are the receptor
solution coefficients to be solved for. To solve for the coefficients both sides are multiplied by the receptor
cells basis function and integrated over the cell:

nmode∑
n=1

∫
Ω

φrmφ
r
nan dΩ =

∫
Ω

φrmqdΩ.

This creates a mass matrix defined as:

Mmn =

∫
Ω

φrmφ
r
ndΩ

and the right hand side becomes:

fm =

∫
Ω

φrmqdΩ =

nqp∑
k=1

φrm(ξ1k, ξ2k, ξ3k)q(ξ1k, ξ2k, ξ3k)wk

where wk are the quadrature weights. To solve for the coefficients the right hand side is integrated and the
mass matrix is inverted to give:

a = M−1f.

The mass matrix is LU factorized ahead of time and only a forward/backward solve is needed to solve for a.
The second approach is the Vandermonde method. Again, this starts with a projection operator:

nmode∑
n=1

φn(ζ1m, ζ2m, ζ3m)an = q(ζ1m, ζ2m, ζ3m)

except now the Vandermonde matrix:

Vmn = φn(ζ1m, ζ2m, ζ3m)

is constructed by evaluating the basis at the points ζim, where the number of points are equal to the number
of basis functions, making the Vandermonde matrix square. The solution coefficients are solved for by
inverting the Vandermonde matrix:

a = V−1q

This report is available at no cost from the National Renewable Energy Laboratory at www.nrel.gov/publications.
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for the receptor solution coefficients. For efficiency the Vandermonde matrix is constructed for every element
type and polynomial degree and factorized ahead of time so that only forward/backward solves are needed.

There are two downsides to the mass matrix method. The first is that even if the mass matrix is diagonal
the right hand side still requires integration with respect to the basis. The second is that, for tetrahedra,
pyramids, and prisms, the number of quadrature points is greater than the number of basis modes. Also,
for curved elements more quadrature points are needed making the mass matrix approach even more costly.
Due to this the mass matrix method requires more computational work than the Vandermonde matrix
method. However, a benefit of the mass matrix method is that it gives a more optimal approximation to
the interpolated values compared to the Vandermonde approach at equidistant points. The Vandermonde
matrix at equidistant points can suffer from interpolation errors at high polynomial degrees.

The interpolation process for the off-body solver (SAMCart) data is as follows: Since the mesh is uniform
and isotropic, a tensor product basis composed of Lagrange polynomials is constructed to form a tricubic
interpolant that is 4th order accurate. Every receptor node is interpolated using the 64 closest Cartesian
points. Locally, these 64 Cartesian points form the nodes of 4× 4× 4 reference element that extents from -2
to 1 in each dimension. The Lagrange basis functions within this reference elements are:

φ1(x) =
−x(x− 1)(x− 2)

6
x ∈ [−2, 1] (9)

φ2(x) =
(x− 1)(x− 2)(x+ 1)

2
x ∈ [−2, 1] (10)

φ3(x) =
−x(x+ 1)(x− 2)

2
x ∈ [−2, 1] (11)

φ4(x) =
(x− 1)x(x+ 1)

6
x ∈ [−2, 1] (12)

(13)

The interpolation to receptor nodes can then be expressed as:

qinterp =
4∑
i=1

4∑
j=1

4∑
k=1

qijkφi(r)φj(s)φk(t) (14)

Where (r, s, t) are ∈ [0, 1] and found relative to the Cartesian cell that contains a given point. Note that the
weights wijk = φi(r)φj (s)φk(t) depend only on geometry and can be applied to any field. Furthermore, the
number of operations in computing the weights can be reduced by expressing the above equation as a tensor
product of form w = (φ(r) ⊗ φ(s)) ⊗ φ(t).

II.F. Immersed Boundary and Actuator Line Methods

This section describes the Reduced-Order Aerodynamic Model (ROAM) module, an addition to the Helios
framework that allows bluff bodies represented as immersed boundaries and rotor blade represented as
actuator line.

The immersed boundary method (IBM) used in this work is a simple procedure very similar to the work of
Ghias et. al56 from 2007. IBM is used to prescribe a no-penetration boundary on the surface of a stationary 
body. The boundary condition is applied to points in the Cartesian mesh and appropriate iblanking is
assigned to indicate to the Cartesian flow solver which points are within a solid boundary. For simplicity,
the body surface nodes are broadcasted to all MPI tasks and each processor is responsible for blanking the
Cartesian blocks resident on that processor. Each Cartesian block performs an efficient ray-tracing algorithm
on a projection of the body surface to determine whether a vertex lies inside or outside of the body.

Once iblanks are applied, Cartesian vertices within a 3-fringe distance from the wall are assigned “image”
locations from which to reflect velocities and hence prescribe the boundary condition. Figure 4 shows the
two simplest cases for interpolation and reflection. A given node p inside the boundary finds image point p̄
across the boundary by extending the vector (dotted line in Fig. 4) to the closest point on the surface. If the
closest point on the surface is on a face, the vector will be perpendicular to that face. If the closest point on
the surface is a node, then the vector represents an average normal of all faces sharing that vertex. Figure
4(a) illustrates the case where p̄  can be simply interpolated from known field points (ie. where the iblank
value is 1). Figure 4(b) illustrates the case were the image point p̄  does not have a full cell from which to
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interpolate because one or more corners is blanked. To avoid using the blanked value, a projected point on
the surface is approximated using the average pressures and densities of nearby field points and the normal
velocity component set to zero. Using the approximated surface point ensures a convex interpolation stencil
can be used to find p̄. Once the values at p̄ are found, the pressure and density are copied to p and the
velocities are reflected.

(a) Basic Interpolation/Reflection (b) Interpolation/Reflection with 1 projected
point.

Figure 4. Assignment of immersed boundary point using interpolated, reflected values from interior points.

Some geometries may result in the image point p̄ also residing within the body, as illustrated in Fig. 5.
This scenario occurs when the solid body has sharp, concave corners. In this case our implementation simply
interpolates from the surrounding blanked points in the body. This is referred to as implicit interpolation,
since the points in the interpolation stencil are themselves interpolated points.

Figure 5. Reflected immersed boundary point may also be within the body, in which case all interpolation points are 
also blanked points.

The immersed boundary condition imposes values on ghost points within the SAMCart mesh as a function
of field points. When an operation like a matrix-vector-product is performed using Fréchet derivatives, the
Q + εX operation (from Eq. (7)) in SAMCart needs to properly apply an immersed boundary response to
approximate residuals. The immersed boundary routine is therefore passed from ROAM to SAMCart as a
callback function.

This report is available at no cost from the National Renewable Energy Laboratory at www.nrel.gov/publications.
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The actuator line method is used to model blades in the reduced order aerodynamic model. Lifting
lines are discretized into a set of control points and the flow induced velocities at these control points are
interpolated from the mesh system modeling the flow field. To exclude the effects of bound circulation,
a circle of sensors is created around each control point and the velocity at the control point is found as
an average of all sensors. Once the velocities at control points are obtained, linear aerodynamic theory
augmented with airfoil tables are used to determine the force coefficients and compute the force distribution.
The force distribution is then embedded into the flow field equations as source terms. The transfer of
velocities using interpolation and resultant forces using source terms is the basis of the coupling structure
between the actuator line model and the Navier–Stokes equations. Keeping with the theme of developing
fully coupled linear solver in a modular framework the actuator line method is implemented as a separate
module and the O-GMRES algorithm proceeds in a very similar way with actuator line sources computed
once per timestep.

III. Results

III.A. High-order solutions for the ROBIN fuselage

The ROtor-Body INterference fuselage is a well known test case that has been utilized to study smooth
separation problems typical to rotorcraft fuselages at low speed conditions. The main feature is the separation
of the flow under the tail-boom of the fuselage. A high-order curved prismatic mesh generation scheme was
recently developed57 and utilized to create high-order (p=2) strand type mesh for the fuselage that used 18 
node prisms with quadratic basis. The solution process utilized DG3D44 as the near-body and SAMCart 
as the off-body solver. The final mesh system has 14.4 million degrees of freedom in the near-body and 57
million degrees of freedom in the off-body. Unsteady RANS simulations are performed in time-accurate mode
(BDF2 in time), with a non-dimensional time step of dt = 0.05 and a Mach number of 0.1. Time stepping at
this rate will make the acoustic waves travel approximately 10 body lengths in 5000 steps. The near-body
and off-body solvers are coupled at the physical time step level and are able to converge their respective
non-linear residuals 3-4 orders of magnitude every time step. The Overset-GMRES method has not yet
been implemented for coupling between DG3D and SAMCart and is one of the items for future work. The
connectivity was performed using PUNDIT and the methodology described in previous section was utilized
to create the masking patterns (iblanking) and perform solution interpolation. The interpolations from
nearbody-to-offbody and offbody-to-nearbody are 3rd order and 4th order accurate respectively. The high-
order mesh and the overset strand/Cartesian mesh system are shown in Figure 6. Figure 7 shows the contours
of velocity magnitude and surface pressure coefficients obtained using the high-order overset simulations.
Figure 8 compares the predicted pressure coefficients with experimental data and peer simulations that
used linear meshes and computed using the mStrand solver for the near-body. All simulations show good
agreement with each other and fair agreement with the experimental data with considerable discrepancies at
and after separation in case of the coarse/medium linear meshes. Both the fine linear mesh using mStrand
and medium quadratic mesh (p=2) mesh using DG3D show good agreement in the prediction of the location
of separation. Further inspection of details near the separation zone (Figure 8(c)) shows that the quadratic
mesh improves the pressure coefficient prediction post separation compared to the fine linear mesh.
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(a) Overall mesh system

(b) Near-wall mesh system (c) Tail boom (d) Strand/Cartesian/overlap

Figure 6. High-order strand/Cartesian mesh system and connectivity.
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(a) Velocity magnitude overall

(b) Below tail boom

Figure 7. Velocity magnitude contours showing flow separation under the tail boom and aft of the fuselage.

This report is available at no cost from the National Renewable Energy Laboratory at www.nrel.gov/publications.

14



(a) Surface Cp

0.0 0.2 0.4 0.6 0.8 1.0
X/L

1.0

0.5

0.0

0.5

1.0

-C
p

Helios-mStrand (Coarse)

Helios-mStrand (medium)

Helios-mStrand(fine)

Helios-DG3D (p=2)

Experiment (Schaeffler 2010)

(b) lower surface Cp

0.30 0.35 0.40 0.45 0.50 0.55 0.60 0.65
X/L

0.2

0.1

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

-C
p

Helios-mStrand (Coarse)

Helios-mStrand (medium)

Helios-mStrand(fine)

Helios-DG3D (p=2)

Experiment (Schaeffler 2010)

(c) lower surface Cp (zoomed at separation zone)

Figure 8. Surface pressure coefficient contours and comparison with experimental data/peer computations.

III.B. Overset GMRES Applied to DLR-F6 Aircraft

The DLR-F6 aircraft geometry has been used in drag-prediction workshops58 as a challenging fixed-wing case. 
The pressure coefficient solution for the aircraft is shown in Fig. 9. The same geometry is used here, however
with the goal of analyzing convergence using three different implicit methods. The first method is the existing
Helios approach of staggering and de-coupling the convergence so that communication between meshes occurs
every iteration. While this causes temporal accuracy issues for unsteady cases, steady problems do not have
this problem. The staggered, decoupled approach allows for different linear-solver methods to be used in
different solvers. In this case, mStrand uses its own internal GMRES while SAMCart uses a LU-SGS Gauss-
Seidel method. The second implicit method used in this section is referred to a “preconditioner-only”
approach, where the Gauss-Seidel preconditioners from each solver are used to march the solution towards a
steady state. Overset-GMRES is the third implicit method by which a global implicit system is solved at the
Python level.
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Figure 9. Pressure coefficient solution on the DLR-F6 aircraft.

Convergence of the L2 norm of the residual is shown in Fig. 10. Immediately evident is that the two cases
that use only the Gauss-Seidel preconditioners diverge even with a low CFL number of 5. Both methods that
use some form of GMRES, however, converge a few orders sufficient for engineering analysis. The O-GMRES
method converges faster, achieving almost an extra 1-order drop in the same execution time. The O-GMRES
case is augmented with a CFL controller to scale the timestep using Alg. 4. As a result, the CFL for the
O-GMRES case varies between 10 and 100.
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Gauss-Seidel (CFL=5)

Figure 10. Convergence of residual L2 norm using different linear solvers and timesteps.

Figure 11 shows the convergence of the lift and drag forces for the aircraft between the two methods that
did not diverge. Interestingly, although the residual convergence showed the O-GMRES method converging
fastest, the drag plot in Fig. 11(a) show roughly the same rate of drag convergence. The lift force convergence
from Fig. 11(b) is more consistent with the residual convergence showing O-GMRES converging fastest. For
the staggered, decoupled approach, mStrand is using GMRES in the near-body which likely accounts for why
the drag converges so quickly. The aircraft lift is more dependent on the evolution of the pressure solution in
the off-body; since SAMCart is limited to a small CFL and without GMRES, the lift convergence is slower.
In contrast, the O-GMRES method applies GMRES in both the near and off-body, resulting in consistent
convergence globally.
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Figure 11. Convergence of (a) drag and (b) lift for two different linear-solver approaches.

III.C. Overset GMRES Applied to PSP Rotor and ROBIN Fuselage

A modified version of the ROBIN fuselage with a pylon was used in experimental tests with a rotor coated 
with Pressure-Sensitive Paint (PSP) for analysis of laminar-turbulent transition.59 The same grid geometries 
as the experiments are used with an added free-stream velocity of M = 0.1 to create a notional, forward-flight 
case for simulation with mStrand and SAMCart. The shaft-tilt of the rotor with respect to the fuselage is
−3.5◦ (forward) and fuselage angle of attack is also −3◦ with respect to the freestream. The tip Mach number
is Mtip = 0.58 for a rotor of radius R = 66.5in. The Reynolds number, based on blade chord (c = 5.45in)
and tip Mach number, is 1.05 × 106.

Automatic strand meshing is used at runtime to create a mesh with 202 points in the airfoil wrap-around 
direction, 253 points in the span-wise direction, and 51 points in the strand-direction to a distance of 5in.
Additional triangular elements are used at the root and tip of the blade to close the geometry. Reasonable 
estimates of pitch and flap angles are used to generate prescribed, rigid deflections. The deflections assume

a hinge location e = 0.08R, coning angle β0 = 1.3◦, and pitch angles θ0 = 6.2◦, θ1c = 2.2◦, and θ1s = −2.0◦.
The control angles are not intended to exactly trim the aircraft and are merely used as representative values
to obtain a notional forward-flight scenario for convergence analysis.

The simulation was advanced to 2 revolutions using an azimuthal timestep of ∆ψ = 0.5◦. The solution
is then restarted from the 2-revolution solution and the convergence was analyzed using two methods. The 
first applies only the preconditioner in each solver to approximate the solution of the linear system, ∆Q. 
SAMCart uses the LU-SGS preconditioner for the mean-flow equations, ADI for the turbulence equations, 
and mStrand uses the multi-colored Gauss-Seidel method for all equations. The second method uses Overset 
GMRES and variable CFL controller to vary the CFL in mStrand between 102 and 105. For unsteady cases 
SAMCart always uses an infinite dual-timestep.

This report is available at no cost from the National Renewable Energy Laboratory at www.nrel.gov/publications.

17



(a) Top view

(b) Side view

Figure 12. Top and side view of the solution with iso-surfaces of Q-criterion colored by vorticity to visualize vortex
structures. Both blade-vortex and fuselage-vortex interactions are observed.

With a relatively large azimuthal timestep of ∆ψ = 1◦, the traditional method, shown in blue in Fig. 13(a),
requires ∼ 100 sub-iterations to converge 3 orders. After ∼ 80 sub-iterations, convergence with the approx-
imate linear solver stalls. With the O-GMRES method, however, convergence easily reaches 3 and even 4
orders drop in fewer sub-iterations. Each sub-iteration for the O-GMRES method applies up to 8 linear-solver
(Krylov) iterations in this case, meaning each sub-iteration is approximately 8-times more computationally
costly than the preconditioner-only approach. Even with the added cost, however, the O-GMRES method
still converges faster over wall-clock time, as shown in Fig. 13(b).

Focusing on one timestep helps give a better understanding of the convergence behavior of the O-GMRES
method. Figure 14 shows iteration 6 in detail. First, Fig. 14(a) more clearly shows the time-savings with
Overset GMRES compared to the baseline approximate linear solver method. To achieve the same ∼ 3
order drop, using the O-GMRES algorithm required roughly 1/3 of the time. Second, Fig. 14(b) includes
the linear solver convergence as a line with smaller markers alongside the non-linear iterations. In the
initial sub-iterations, both the linear and non-linear iterations converge quickly. Around sub-iteration 12,
the linear-solver convergence begins to struggle to converge even half an order and would likely benefit from
additional Krylov vectors. Still, the non-linear residual continues to drop through all 20 sub-iterations.

Converging 3 or 4 orders may be unnecessary for cases with small timesteps (∆ψ ≈ 0.25) but is much
more important for time-accurate cases with larger timesteps ∆ψ ≈ 1◦. As the timestep increases for
rotating problems there is a larger difference in flow solutions between timesteps which translates to a large
linearization error in the discretized equations. Decreasing the non-linear error is done primarily in the first
few sub-iterations, which is why the convergence initially drops very quickly. The convergence slop after
the first few sub-iterations indicates the strength of the linear-solver. As expected, O-GMRES is a much
stronger linear solver than Gauss-Seidel and the slope of the orange line in Fig. 14 is therefore significantly
steeper.
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(a) Convergence vs non-linear iterations
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(b) Convergence vs wall-clock time

Figure 13. Convergence in the 10 iterations after restarting (t∗) the simulation. Convergence in each timestep is shown
in (a) (a) per sub-iteration and in (b) proportional to wall-clock time.
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(a) Savings in wall-clock time

0 5 10 15 20
Subiteration

10−4

10−3

10−2

10−1

100

R
es

id
u

al
L

2
N

or
m Iteration 6 Convergence

Overset GMRES

(b) Linear solver convergence

Figure 14. For one timestep, (a) shows a percentage of wall-clock time savings and (b) shows the linear convergence
for each non-linear sub-iteration
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III.D. Reduced Order Aerodynamic Model for the PSP Rotor and ROBIN Fuselage

The same PSP rotor with ROBIN fuselage case from the previous section can be simulated using reduced-
order models with the blades as actuator lines and the fuselage as an immersed boundary. An analytic blade
model is used based on thin airfoil theory with a lift-curve slope of Clα = 6.0 multiplied by the Glauert
Mach correction. The same off-body refinement levels are used in this case with ROAM as the previous case
with mStrand and the immersed boundary method applies an inviscid boundary condition at the fuselage
wall. For this case ROAM uses an azimuthal timestep of ∆ψ = 1◦ whereas the full-fidelity mStrand case
uses ∆ψ = 0.5◦.

A comparison between the Q-Criterion solution of ROAM and full-fidelity mStrand is shown in figure
15. The Q-Criterion value is based on non-dimensional units of velocity (scaled by the speed of sound) and
dimensional grid in inches. The ROAM solution in Fig. 15(a) shows less defined vortex structures compared
to the full-fidelity solution in (b). In both cases the wake can be seen blowing down and back onto the tail
of the fuselage. ROAM shows complex vortex structures coming from the root of the blade that mStrand
does not predict. This is a result of using linear airfoil theory with an analytical lift-curve slope on the
root-sections of the blade which are not airfoils. Another noticeable difference in the Q-Criterion solution
is around the fuselage. The ROAM immersed boundary model applies an inviscid wall boundary at the
fuselage and therefore does not generate the same vorticity in the boundary layer near the fuselage.

(a) ROAM Q-Criterion Solution (Q = 4 × 10−5)

(b) mStrand Q-Criterion Solution (Q = 4 × 10−5)

Figure 15. Comparison between the wake solution from (a) the reduced-order model and (b) the mStrand model.

The evolution of thrust coefficient CT over two rotor revolutions is shown in Fig. 16. Although mStrand 
predicts a slightly higher value of thrust, both results are in good agreement. The results could be improved, 
especially during initial transients, by using airfoil tables instead of linear airfoil theory in ROAM.

III.E. Reduced Order Aerodynamic Model for the JVX Rotor and Wing

The JVX rotor/wing configuration is a 0.68-scale V-22 model test performed to investigate wing/body 
interactional effects. Helios has previously been used with various near-body solvers to asses rotor thrust
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Figure 16. Comparison of thrust coefficient values between ROAM and mStrand

and wing download forces.60 Using ROAM, the 3-bladed rotor is replaced with actuator lines and the wing
is modeled as an inviscid immersed boundary. Rotor and wing loads are compared to results using mStrand
and SAMCart meant to represent the high-fidelity solution. The actuator line model is applied using linear
airfoil theory with a lift-curve slope of Clα = 5.73 and without the Glauert Mach correction factor.

A distinguishing feature of the JVX rotor/wing case is the separation of the flow field around the multi-
element airfoil of the wing. Figure 17 shows the immersed boundary location and vorticity solution in
the SAMCart meshes near the wing. The vorticity values are computed based on non-dimensional values
of velocity (scaled by the speed of sound) and grid units in meters. The flow over the wing can be seen
separating, resulting in large vortex structures under the wing.

Figure 17. Vorticity solution and shedding shown below the JVX wing

The force history for the rotor using ROAM is compared to mStrand in Fig. 18(a). ROAM over-predicts 
the rotor thrust and shows a stronger 3/rev signal compared to the mStrand solution. In the final two 
revolutions, the thrust predicted by ROAM is 11% higher than the mStrand solution. The wing download 
coefficient, shown in Fig. 18(b) indicates ROAM is under predicting the down-ward force on the wing. This 
is likely due to ROAM applying an inviscid immersed boundary on the wing which would not accurately 
predict skin friction. The absence of a boundary layer may also affect the magnitude of shed structures 
under the wing.

This report is available at no cost from the National Renewable Energy Laboratory at www.nrel.gov/publications.

21



0 1 2 3 4 5 6 7 8
Rotor Revolution

0.0025

0.0050

0.0075

0.0100

0.0125

0.0150

R
ot

or
T

h
ru

st
C

o
effi

ci
en

t
C
T ROAM

mStrand

(a) Rotor Thrust Coefficient

0 1 2 3 4 5 6 7 8
Rotor Revolution

−0.0015

−0.0010

−0.0005

0.0000

0.0005

W
in

g
F

or
ce

C
o
effi

ci
en

t
C
Z

ROAM

mStrand

(b) Wing Download Coefficient

Figure 18. JVX Rotor thrust and wing download coefficients with ROAM compared to mStrand.

IV. Conclusions

Three facets of overset/embedded boundary methods were explored in this work. They are (1) conver-
gence acceleration of multi-mesh/multi-solver paradigms through a fully coupled linear solver, the Overset-
GMRES approach (2) High order near-body flow solution coupled with high-order interpolation and (3) 
Immersed boundary and actuator line methods for fast reduced order solution. Following are the conclu-
sions drawn in each of these areas respectively. The Overset-GMRES method is found to be beneficial in 
accelerating the non-linear convergence both in terms of the number of iterations requires as well as the 
wall-clock time required to achieve a certain level of residual drop. Furthermore, the non-linear residual 
shows monotonic decrease in the case of Overset GMRES whereas the traditional method shows convergence 
stall. A high-order solution process was developed by interfacing a finite element based discretization scheme 
with a high-order Cartesian finite-difference method using high-order overset interpolation. This approach 
is found to produce improved agreement with measurements for prediction of separation location and post-
separation pressure increase. Finally, a reduced order aerodynamic model constructed by combining an 
immersed boundary method for bluff bodies and actuator line for blades is found to provide reliable and fast 
solutions to the rotor-fuselage interaction problem.

Further enhancements are necessary in all of the areas pursued, e.g. controller design for convergence 
acceleration needs to be explored further, Overset GMRES approach needs to be extended to high-order 
systems, and the accuracy of immersed boundary/actuator line methods needs to be improved. All of these 
items will be pursued as future work.
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