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Abstract

Reproducing realistic date- and site-specific unsteady wind conditions in large-eddy

simulations is becoming increasingly useful in wind energy. How to run a large-eddy

simulation to match observed conditions, however, remains an open research

question. One approach that has received considerable attention is mesoscale-to-

microscale coupling, in which information about the mesoscale weather, most

commonly acquired from a mesoscale numerical weather model, is passed on to a

microscale model. In this paper, we demonstrate how the recently developed profile-

assimilation technique, a form of mesoscale-to-microscale coupling, can be used to

drive large-eddy simulations solely based on observed mean-flow profiles at a single

location, bypassing the need for auxiliary mesoscale simulations. The new approach

is evaluated for a diurnal cycle at the Scaled Wind Farm Technology site. Observed

mean-flow profiles from the ground up to a height of 2 km are reconstructed by

aggregating measurements from multiple instruments, and gaps in the data are

infilled with natural neighbor interpolation. We perform nine simulations using

various forcing approaches to deal with data limitations. The results show that it is

indeed possible to drive microscale large-eddy simulation with observations using the

profile-assimilation technique, notwithstanding large gaps in virtual potential temper-

ature measurements. However, profile assimilation with vertical smoothing of the

error between the desired and actual profiles is required. Without that smoothing,

the microscale simulations develop unrealistically high turbulence levels under many

situations. Finally, we show that simulated mesoscale data can account for missing

observations, although care is needed as both data sources are not necessarily

compatible.
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1 | INTRODUCTION

There is a growing need for detailed, date- and site-specific information on unsteady wind conditions for wind energy use cases like wake flow

analysis, high- and low-fidelity model development and validation, and testing of wind farm control strategies, to name a few. Field observations

present a logical source of information, but there is often a trade-off between overall spatial extent and spatio-temporal resolution. For example,

meteorological towers can measure high-frequency data (a typical sensor sampling rate is 50 Hz), but their spatial extent is inherently one-

dimensional and limited by the height of the tower. Lidars, on the other hand, can cover a larger spatial extent, but to cover two-dimensional or

three-dimensional measurement areas, they need time to complete scanning patterns, and the spatial measurements therefore have a low effec-

tive temporal resolution. In light of these limitations, large-eddy simulations (LES) can provide a useful means of augmenting field observations

with high-resolution, three-dimensional and time-varying turbulent flow data.

One of the challenges in augmenting field observations with LES is how to run the simulation such that it matches the observed condi-

tions. In some cases, the microscale flow (i.e., considering flow phenomena with length scales less than 3 km1) is horizontally homogeneous

to a good approximation so that the flow can be simulated using a doubly periodic simulation domain. This way, no inflow or outflow bound-

ary conditions are needed, thus avoiding the need to specify turbulent inflow conditions. In such a doubly periodic simulation setup, the

input required to numerically reproduce the observed wind conditions then includes initial conditions, surface boundary conditions, and

large-scale forcing data. The latter is needed to incorporate the effect of mesoscale meteorological variability, which is typically not represen-

ted explicitly by the microscale model, and involves terms such as the pressure-gradient force and large-scale advection of momentum and

temperature.

There are various ways to set the large-scale forcing data. The simplest approach is to assume canonical conditions, like a time- and height-

independent pressure gradient and no large-scale advection. The magnitude of the pressure gradient and the surface boundary condition is

thereby selected to match a number of key flow parameters, such as wind speed and turbulence intensity at a particular reference height. This

approach was used in the well-known GABLS1 intercomparison study (Global Energy and Water Cycle Experiment (GEWEX) Atmospheric

Boundary Layer Study).2 An example of its use in a wind energy application can be found in a recent validation study comparing LES with field

measurements obtained from the Lillgrund offshore wind farm.3 Some studies add slightly more detail such as a constant subsidence rate4 or a

prescribed time and/or height dependence of the geostrophic pressure gradient.5

Another approach to obtain large-scale forcing data would be to rely on observations. However, quantities like large-scale advective tenden-

cies and subsidence cannot be observed directly from field measurements, so they need to be derived from other field observations instead. One

way is to use a wind profiler and/or radiosonde network to obtain a synoptic description of the large-scale dynamical and thermodynamic fields,

which can then be differentiated to yield wind divergence and horizontal gradients. This approach was used, for example, in the Atmospheric

Radiation Measurement (ARM) program of the U.S. Department of Energy.6,7 The main disadvantage of this approach is that it relies on a high-

density network of observations, which is often not available or only available for a limited amount of time during a specific intensive operational

period. Moreover, the uncertainty in horizontal gradients derived from such a network can easily be as large as the expected synoptic-scale signal

itself.8 Alternatively, dynamical tendencies could also be derived from the vertical divergence of turbulent fluxes along a single tower.9 However,

the divergence is usually quite small and hence difficult to measure accurately, and the approach also suffers from practical issues related to local-

scale advection.10

A third approach relies on mesoscale data generated from a numerical weather prediction (NWP) model. Most studies directly apply large-

scale forcing extracted from the NWP model,11–18 although some modify the numerical forcing based on observations before applying them in

the microscale simulation.10,19 A downside of this approach is that the numerical estimate of the large-scale forcing is sensitive to the NWP's res-

olution and physical parametrization.10,12,20 As an alternative, a number of studies account for the larger-scale atmospheric variability implicitly by

applying some form of Newtonian relaxation data assimilation technique to incorporate NWP vertical soundings into the microscale

simulations.21–25 Finally, some studies combine NWP modeling with available observations by applying observational nudging at the meso-

scale26,27 or the microscale level.28 However, downsides to nudging are that it introduces modeling complexity and uncertainty in the nudging

parameters (nudging weight, spatial projection, and temporal filter). Despite the many different approaches found in literature, there is a need for

a robust way to directly impose observations in microscale simulations.

We propose a new approach to drive LES based on observational data from a single location using the profile-assimilation technique recently

developed by Allaerts et al.25 (hereafter A20). This technique was originally intended as a mesoscale-to-microscale coupling (MMC) method to

drive microscale LES with time–height profiles of mean-flow quantities generated by a mesoscale model, and it has been used for both

onshore25,29 and offshore conditions.30,31 Profile assimilation can be applied directly (acting at every vertical grid level) or indirectly (applying ver-

tical smoothing), and it is was shown in A20 that the indirect profile assimilation (IPA) technique is a viable alternative to the approach based on

mesoscale budget components,28 as described in the previous paragraph. In this study, we replace the mesoscale-model-generated time–height

profiles with observational data. The main advantage of this approach is that it is independent from auxiliary mesoscale simulations and that it

does not require extensive measurement campaigns. We address the following research questions related to the use of profile assimilation with

observational data:
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(i) Is it possible to drive large-eddy simulations with observational data rather than using mesoscale-model output?

(ii) Is observational data accurate enough to enable the use of direct profile assimilation (i.e., without vertical smoothing)?

(iii) Can mesoscale-model output be used to fill in gaps present in the observational data used to drive LES?

Throughout this study, we focus on the diurnal cycle observed on November 8 and 9, 2013, at the Scaled Wind Farm Technology (SWiFT)

facility in West Texas. The U.S. Department of Energy's (DOE's) Atmosphere to Electrons (A2e) MMC project identified this particular day as a

representative diurnal cycle over flat terrain with relevance for wind energy application,32 and the case has been used in several studies to vali-

date MMC techniques.25,33 The SWiFT site is equipped with a wide variety of meteorological measurement facilities hosted by the National Wind

Institute at Texas Tech University (TTU), including a 200-m meteorological tower and a boundary-layer radar profiler. For more details about the

SWiFT site and the measurement facilities, the reader is referred to the relevant technical reports about the SWiFT site.34,35

The remainder of the paper is organized as follows. The various sources of observational data and the way that data gaps are infilled to form

a continuous time–height history of wind and temperature are described in Section 2. Next, Section 3 explains the simulation methodology and

numerical setup, and gives an overview of the various simulations performed in this study. The results are discussed in Section 4, and conclusions

are drawn in Section 5.

2 | OBSERVATIONAL DATA

We compile data from three different data sources to form a continuous time–height history of wind and temperature to use as forcing in our

SWiFT diurnal case study. The TTU 200-m meteorological tower is instrumented with sonic anemometers along with temperature, relative

humidity, and barometric pressure probes at 10 different height levels between 0.9 and 200.0 meters above ground level (AGL).35 To obtain

near-surface winds, the 50-Hz sonic-anemometer data are transformed to remove tilt-misalignment errors, then averaged to obtain 10-min

mean wind speed and direction. We choose to employ time-averaged rather than instantaneous data to calculate the large-scale forcing so as

not to affect turbulence directly, and the 10-min timescale is chosen based on standard practices in wind engineering and for consistency with

prior work.25

Even though this meteorological tower is taller than typically deployed towers, the wind and temperature measurements do not reach the

top of a typical computational fluid dynamics (CFD) domain for a microscale simulation. We therefore supplement the sonic anemometer mea-

surements with scans from a nearby radar profiler provided by TTU.† Two scan modes with overlapping ranges are employed: a short-range scan

(“type 0”) ranging from 150 to 2000 m AGL, with approximately 60-m resolution; and a long-range scan (“type 1”) from 600 to 6000 m, with

approximately 200-m resolution. Data were recorded at 20-min intervals. All scan data with signal-to-noise ratio (SNR) below �22.5 dB are

excluded; this threshold value is selected by looking at profiles of SNR and selecting a cutoff that excluded SNR minima for the duration of the

study period. After the quality control step, we resample the radar data to 10-min intervals using linear interpolation to match with the tower

data. A full wind data set is formed by aggregating all wind measurements (see left column of Figure 1), including point measurements from the

meteorological tower and radar measurements that represent a volume average within each range gate. To infill the excluded data in the full data

set, a natural neighbor algorithm is applied, which applies volume-weighted interpolation to produce a smoothly varying field (see right column of

Figure 1).

A similar approach is applied to the virtual temperature profiles from the radar acoustic sounding system (RASS). However, unlike the wind

profiles, only a single scan type is used and radar-measured virtual temperature data are not available above 550 m AGL (see Figure 2 on the left).

Extensive data gaps below 550 m make interpolation impossible. To supplement the RASS data, we collect radiosonde data available at 12-h

intervals from nearby National Weather Service (NWS) launch sites at Amarillo and Midland airports, both about 185 km away from the SWiFT

site. Given that SWiFT is at the midpoint between the two sounding locations, we take the local atmospheric profiles to be the average of the

two sites. Near-surface virtual temperature profiles are calculated from temperature, pressure, and relative humidity measurements from the

meteorological mast. To account for local flow effects, the mean sounding profile is shifted such that the sounding and met-mast temperatures

are in agreement at the top of the met mast. This shift retains the ABL structure in the free atmosphere from the sounding, while providing a

smooth transition from local measurements near the surface to distant measurements aloft—otherwise, a discontinuity in the temperature profiles

at the top of the met mast could introduce unphysical thermal stratification effects. Virtual temperatures are converted to virtual potential tem-

perature by further assuming that the full pressure profile can be modeled by the hypsometric equation, with the scale height estimated from the

pressure probes on the meteorological tower. Finally, the resulting temperature data are infilled with natural neighbor interpolation, as shown in

Figure 2 on the right.

†Despite the meteorological tower and radar profiler being located about 540 m apart,34 we will assume that the measurement facilities are co-located. The rationale is that we are only

interested in observed mean-flow quantities, and our assumption of horizontal homogeneity implies that at both locations one would observe the same mean-flow profiles.
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3 | SIMULATION METHODOLOGY AND NUMERICAL SETUP

We perform a suite of microscale large-eddy simulations with the aim to accurately reproduce the turbulent wind conditions observed during the

SWiFT diurnal cycle case. In general, to simulate realistic wind conditions at the microscale level, detailed information is needed about the initial

conditions, boundary conditions, and possibly other sources of momentum or energy not represented in the microscale simulation. However, in

light of the relatively simple geographical and meteorological conditions during the SWiFT diurnal cycle case, we will assume that the flow condi-

tions at the microscale level are homogeneous in the horizontal directions. The assumption of horizontal homogeneity allows the use of a doubly

periodic simulation domain, avoiding the need for inflow/outflow boundary conditions and inflow perturbations, which would otherwise be

required to initiate resolved turbulence. In the doubly periodic simulation setup, the main drivers of the microscale flow are surface boundary con-

ditions and horizontally homogeneous, time–height-varying volumetric forcing terms, which account for the impact of mesoscale processes like

large-scale advection or synoptic pressure distributions. In this study, we explore various methods to estimate these large-scale forcing terms

based on observational data.

3.1 | Large-scale forcing methodology

The horizontally homogeneous, time–height-varying large-scale forcing terms required to drive the microscale simulation are obtained using the

profile-assimilation technique.25 This technique takes as input the time–height history of mean-flow quantities like velocity and virtual potential

temperature (from either observations or mesoscale simulations) and outputs an estimate of the force of the underlying physical large-scale pro-

cesses that lead to the given mean-flow time–height history. The forcing terms are computed as the microscale solution progresses forward in

F IGURE 2 Observed time–height history of virtual potential temperature: Overlaid measurements from the meteorological tower, the radar
acoustic sounding system, and sounding data from nearby airports (left); measurements with data gaps infilled using natural neighbor
interpolation (right)

F IGURE 1 Observed time–height history of horizontal wind speed (top) and wind direction (bottom): Overlaid measurements from the
meteorological tower and two radar profiler scan modes (left); measurements with data gaps infilled using natural neighbor interpolation (right)
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time, and applied to the transport equations for momentum and virtual potential temperature of the microscale simulation. We use two different

algorithms to estimate the forcing terms: direct profile assimilation (DPA) and indirect profile assimilation (IPA).

DPA consists of a simple proportional gain controller that relates the large-scale forcing term Fφ to the error eφ between the input profile and

the simulated microscale mean-flow profile: Fφðt,zÞ¼Kpeφðt,zÞ where eφðt,zÞ¼φinputðt,zÞ�φLESðt,zÞ and where φ represents one of the horizontal

wind components or the virtual potential temperature. The microscale mean-flow profile φLESðt,zÞ is computed by averaging over horizontal

planes so as to filter out resolved turbulent fluctuations. Following A20, the gain Kp is set to 0.2 s�1. The horizontally homogeneous large-scale

forcing is applied in every grid cell throughout the entire numerical domain. The fact that these forcing terms are calculated at every vertical level

and at every instant in time independently implies that DPA does not impose any time dependency or vertical correlation on the large-scale forc-

ing. It has been found before that this lack of spatial and temporal correlation in the forcing terms may affect the resolved turbulence levels,25

and in this study, we will investigate whether that also holds when using observational data as input (see also § 3.2).

IPA is a modified version of DPA that aims to constrain the vertical variability of the calculated forcing terms by correlating the controller

actions at different vertical levels. This is achieved by providing the proportional gain controller with a polynomial fit of the vertical error profile

~eφ rather than the actual error profile eφ. The polynomial fit thereby introduces a form of vertical smoothing or low-pass filtering. We employ the

baseline configuration of A20, which applies a cubic polynomial fit with uniform weights. Similar to DPA, the controller gain for IPA is set to

Kp ¼0:2 s�1.

It is important to note that both DPA and IPA apply horizontally homogeneous forcing terms throughout the entire simulation domain, and

we only use 10-min averages for the input profiles (input data is available at a sampling rate of 10 min and we use linear interpolation to obtain

input profiles at intermediate time steps). The forcing terms, therefore, affect the mean flow and do not directly impose turbulent fluctuations.

Instead, all turbulent fluctuations in the microscale domain exist as a result of the forced mean conditions.

3.2 | Overview of simulations

We perform a total of nine large-eddy simulations of the SWiFT diurnal cycle using various forcing methods and data sources. Table 1 lists all sim-

ulations and details the applied forcing methodology. The suite of simulations can be subdivided into three distinct sets and one reference

simulation.

All simulations except the reference make use of the velocity measurements from the meteorological tower and radar profiler to drive the

momentum equations, and the simulations differ in terms of forcing method and data source for the virtual potential temperature as further

explained below.

The first set of simulations (cases A0/1/n) uses the indirect profile assimilation method for momentum forcing. To deal with the limited avail-

ability of and the higher uncertainty associated with virtual potential temperature measurements, we perform three simulations employing one of

the following methods for virtual potential temperature forcing (θv-forcing). First, case A0 does not apply θv-forcing at all and assumes that large-

scale temperature advection is relatively small compared to other microscale processes, and that the diurnal forcing of the virtual potential tem-

perature budget is mainly driven by surface heating and cooling. This approach removes the need for reliable temperature data other than surface

measurements. Second, case A1 estimates the θv-forcing at a single height and then assumes that the large-scale forcing is constant with height.

The benefit of this approach is that it allows us to use high-quality temperature and pressure measurements from a meteorological tower and

TABLE 1 Overview of simulations, respective methods used to account for large-scale forcing of momentum and virtual potential
temperature, and objectives.

Name

Momentum forcing Virtual potential temperature (θv ) forcing

ObjectivesMethod Data source Method Data source

A0 IPA Tower + radar profiler None – Demonstrate the potential to drive LES with

observational dataA1 IPA Tower + radar profiler Single height Tower at 74.7 m

An IPA Tower + radar profiler IPA Tower + RASS + sounding

B0 DPA Tower + radar profiler None – Assess applicability of DPA in combination with

observationsB1 DPA Tower + radar profiler Single height Tower at 74.7 m

Bn DPA Tower + radar profiler DPA Tower + RASS + sounding

Ca IPA Tower + radar profiler IPA Mesoscale model (WRF) Evaluate ability of WRF to replace missing data

Cb IPA Tower + radar profiler BC Mesoscale model (WRF)

R IPA Mesoscale model (WRF) IPA Mesoscale model (WRF) Reference case

Note: The forcing methods are abbreviated as follows: IPA, indirect profile assimilation; DPA, direct profile assimilation; BC, budget components.
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does not require measurements at higher altitudes. Similar to the “full” profile assimilation algorithms, the forcing is calculated as Fθv ðtÞ¼Kpeθv ðtÞ,
and we set a higher gain value of Kp ¼2s�1. Third, case An uses IPA at all heights and therefore relies on complete time–height profiles. These

are obtained by combining tower, RASS, and sounding data (see Section 2).

The second set of simulations (cases B0/1/n) is composed in the same way as the first set but uses direct profile assimilation. This set is

included for the following reason. In A20, it was found that using DPA for mesoscale-to-microscale coupling strongly overpredicted turbulent

kinetic energy (TKE) during the daytime of the SWiFT diurnal cycle, and they showed that DPA failed partly because of inaccuracies in the meso-

scale profiles that were used as input to the algorithm. Here we use observational data rather than results from a mesoscale model. Assuming that

input profiles based on observational data are more accurate, this second set of simulations investigates whether DPA can be used effectively in

combination with observations.

The third set of simulations (cases Ca/b) consists of hybrid simulations combining observational data for momentum forcing and numerical

data for virtual potential temperature forcing. The idea here is to see whether incomplete observational data sets can be complemented with

numerical data from a mesoscale model. For the SWiFT diurnal cycle case in particular, complete time–height profiles of virtual potential tempera-

ture could only be composed by including sounding data from distant meteorological stations, so this third set is used to investigate whether

θv-forcing based on observational data can be replaced by the more traditional MMC approach using mesoscale data from NWP alone. Simulation

Ca uses θv-forcing based on IPA with time–height mesoscale profiles, and simulation Cb uses physics-based source terms extracted directly from

the mesoscale governing equations (the so-called budget components approach28,33).

Finally, we also perform a reference simulation (case R) driven with data from a mesoscale model to compare the observations-driven

approach presented in the current study with the more traditional mesoscale-model-driven approach. Case R uses IPA for both momentum and

virtual potential temperature forcing. The time–height profiles are obtained from a mesoscale simulation using the National Center for Atmo-

spheric Research's Weather Research and Forecasting (WRF) model (model configuration described in Appendix A1).36 The simulation was per-

formed in the context of a formal coupling comparison study initiated under the DOE's A2e MMC project.37 The same WRF simulation is used to

provide input for the θv-forcing for cases Ca and Cb.

3.3 | Numerical model and setup

The mesoscale-driven, microscale flow at the SWiFT site is simulated using NREL's microscale solver “Simulator fOr Wind Farm Applications”
(SOWFA).38,39 SOWFA is an incompressible large-eddy simulation code built upon the Open-source Field Operations And Manipulations

(OpenFOAM) CFD toolbox. The code solves the conservation equations of mass, momentum, and potential temperature. Moisture is not explicitly

accounted for by the solver. However, by using external forcing and initial conditions based on the virtual potential temperature, we are in fact

solving the conservation equation for the virtual potential temperature (in the absence of phase changes). This way, we at least partially capture

the impact of moisture on the microscale flow as the buoyancy force in the momentum transport equation takes into account the virtual potential

temperature. Further, we use a standard prognostic subgrid-scale TKE model40 to calculate the effect of the subgrid-scale motions on the

resolved flow, and buoyancy is accounted for by means of the Boussinesq approximation.

The simulations are run on a horizontally periodic domain of 5�5�2 km with a uniform grid resolution of 10m in each direction, and they

cover a period of 24 h with a fixed time step of 0.5 s. The simulations are initialized on 8 November 2013 at 1200 UTC (corresponding to 6 a.m. local

time) using the observed vertical profiles of velocity and virtual potential temperature (case R is initialized with a WRF profile instead). Small

amplitude periodic perturbations were superimposed on the velocity profile near the surface to accelerate the development of turbulence. In previ-

ous work we found that it only takes about 1 h to spin-up turbulence,33 so we did not simulate any additional spin-up time. At the surface a standard

wall stress and heat flux model is applied,41,42 assuming a uniform surface roughness length of 0.1 m. The surface potential temperature, which is

required for the surface heat flux model, is deduced from the potential temperature and the turbulent heat flux measured at the lowest station of

the TTU meteorological tower using Monin–Obukhov similarity theory1 (case R uses the surface potential temperature from WRF instead). Other

boundary conditions include slip and a fixed temperature gradient at the top, and periodic boundary conditions on all lateral sides.

To enable a fair comparison with the point measurements from the meteorological tower, we use simulation data extracted along a single vir-

tual tower in the middle of the numerical domain, and we do not exploit the periodicity of the numerical domain to apply horizontal averaging.

The resolved turbulent stress tensor and heat flux are calculated based on turbulent fluctuations with respect to time-averaged quantities, using

an averaging window of 10 min.

4 | RESULTS

The discussion of the results is organized in line with the research questions presented in the introduction. First, we analyze whether observa-

tional data alone can be used to drive large-eddy simulations of a diurnal cycle using indirect profile assimilation in Section 4.1 based on simulation
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set A (see Table 1). Next, we use simulation set B in Section 4.2 to assess whether direct profile assimilation can be used in combination with

observations. In Section 4.3, we determine whether mesoscale data can be used to fill in the gaps in the time–height profiles of virtual potential

temperature, for which we use simulation set C. In these first three sections, we focus on the flow physics of the atmospheric boundary layer.

Then, in Section 4.4, we discuss overall performance metrics of specific interest to wind energy.

4.1 | Data-driven LES using indirect profile assimilation

In this section, we focus on simulation set A in which momentum is forced using indirect profile assimilation and potential temperature is forced

using a variety of forcing methods. The results of cases A0, A1, and An are compared with case R, which follows the more traditional mesoscale-

to-microscale coupling approach based on data from a mesoscale model. We first consider the temporal evolution of the flow throughout the

diurnal cycle in Section 4.1.1. Next, we focus on the vertical structure of the boundary layer in Section 4.1.2, and we look at some turbulence

characteristics in Section 4.1.3.

4.1.1 | Diurnal evolution of the flow

We start with an overall impression of the diurnal evolution of the flow in Figure 3, showing the time–height contours of horizontal wind speed,

wind direction, virtual potential temperature gradient, and TKE for the microscale simulations A0, A1, An, and R.

The last two columns show the time–height profiles obtained from observations (after gap filling with natural neighbor interpolation, see

Section 2 and Figures 1 and 2) and from a mesoscale model (used to drive case R). Note that the observed TKE is only shown for reference and

was not used to drive the simulations. To aid interpretation of the vertical structure, estimates of the height of the atmospheric boundary layer

(ABL) are included. For convective conditions, the ABL height is taken as the vertical level where the turbulent heat flux is minimal, whereas for

stable conditions we use the height at which the turbulent shear stress vanishes.43 Further, sunrise (7:12 a.m. or 1312 UTC) and sunset

(5:49 p.m. or 2349 UTC) are indicated by vertical dashed lines.

In terms of the horizontal wind speed and wind direction (top two rows of Figure 3), we observe that in general, all microscale simulations

capture similar flow events throughout the diurnal cycle: After sunrise, the boundary layer grows rapidly in height, and it decreases again dur-

ing the afternoon/evening transition;‡ the wind speed and wind direction are well-mixed throughout the boundary layer during the daytime;

and after sunset the wind speed increases due to an inertial oscillation triggered by the decay of turbulence. Taking a closer look reveals that

there are also a number of clear differences between the various microscale simulations. First, case R shows the formation of a strong and nar-

row low-level jet (LLJ) at nighttime, whereas the LLJ is much broader in cases A0/1/n, which are driven by observations. Second, the evolution

of the boundary-layer height is much smoother in case R compared to the other cases, which show some unusual behavior around sunrise

and/or during the nighttime. We believe this erratic behavior is due to the difficulty of estimating the boundary-layer height from turbulent

flux profiles under realistic atmospheric conditions. Further research is needed to understand why the boundary-layer height estimate is partic-

ularly sensitive for cases A0/1/n and less so for case R. Third, the time when the boundary layer height decreases from its daytime maximum

also varies considerably among the various cases, which may indicate differences in the timing of the afternoon transition. Note also that the

wind speed and wind direction in case R show a slightly different behavior near the top of the domain toward the end of the diurnal cycle

compared to cases A0/1/n; that is, the wind speed decreases to low values and the wind direction turns clockwise to north and even north-

east (360� and 60�, both out of range on the colormap so not shown). The trends in the wind speed in case R are in line with the

corresponding input data from the WRF mesoscale simulation but the turning of the wind direction is overpredicted and might be due to a

runaway effect of the IPA technique.25 Finally, it is interesting to take a look at the last two columns as well, which represent the time–height

profiles that were used to drive the data. Already in these input profiles large differences can be seen — for example, in the strength and width

of the LLJ.

The third row of Figure 3 shows the vertical gradient of the virtual potential temperature, which is useful to visualize the vertical structure of

the ABL.§ In all simulations, we observe the rising of an entrainment zone (marked by a strong positive temperature gradient) during the daytime,

and below this entrainment zone a well-mixed layer develops (marked by zero temperature gradient). At the surface, a thin region with negative

virtual potential temperature gradients can be seen, which is characteristic for the daytime convective boundary layer and is caused by surface

heating. During the daytime, the entrainment zone marks the top of the ABL, and here we again see that there are considerable differences in the

height of the ABL among the various microscale simulations. Around sunset, the entrainment zone stops rising and stays at about the same height

throughout the night. Note that the (processed) observational data show very little resemblance with the microscale simulation results and with

‡The terminology used in literature to indicate the boundary-layer transition from a daytime convective state to a nighttime stable state is somewhat ambiguous.44 In this study, we use the term

evening transition when referring to events occurring around or after sunset, while afternoon transition is used to indicate the period following solar noon when the heat-flux is decreasing.
§The idea to use the vertical gradient of the virtual potential temperature to visualize the vertical structure of the ABL was inspired by the work of Angevine et al.44
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the reference mesoscale simulation in terms of the virtual potential temperature gradient (see, e.g., the discontinuity near the top of the met-mast

during the daytime), which calls in to question the quality of the virtual potential temperature data processing. Moreover, the information appears

to be limited to the lowest 500 m, and there is no clear sign of an entrainment zone rising above the daytime boundary layer. The lack of informa-

tion higher up is maybe not surprising in light of Figure 2, which shows that the only source of virtual potential temperature measurements at

these heights were radiosonde data at 12-h intervals. To obtain better estimates of the θv-forcing, we would need accurate profile measurements

up to greater altitudes, at higher frequency.

Lastly, time–height profiles of turbulent kinetic energy are shown in the bottom row of Figure 3. In contrast with the other variables shown

in this figure, TKE is not directly driven by input data and is instead the result of the turbulent energy cascade as resolved by the microscale simu-

lations. It can be observed in all microscale simulations that the daytime boundary layer contains high levels of turbulence, and that after sunset

turbulence levels decrease rapidly. Comparison with observed TKE is only possible up to 200 m and suggests that the simulations driven by obser-

vations underpredict TKE. We further note that case An shows some regions of high TKE above the boundary layer toward the end of the simula-

tion, and we expect that these might be numerical artifacts. Finally, there appears to be an episode of very strong turbulence intensity between

0600 and 1200 UTC near the top of the TTU tower, but this is not predicted by any of the microscale simulations. Detailed analysis of the mea-

surements data (not shown) revealed that the two highest stations of the TTU meteorological tower measured excessively high turbulence levels

between 0600 and 1200 UTC as compared to both lower measurement stations and earlier times. The timing of these suspicious measurements

concurs with the formation of the observed LLJ (see also Figure 6I), and we believe that the extreme reported variance likely is a measurement

error due to excessive vibrations of the sonic boom arm caused by high wind loading.

To obtain a more quantitative view on the temporal evolution, we now look at the time history of the flow at hub height (Figure 4) and in the

surface layer (Figure 5).

Figure 4 shows the wind speed, wind direction, virtual potential temperature, and turbulent kinetic energy at a hub height of 90 m, which is

representative for newly installed onshore wind turbines.45 In terms of wind speed and wind direction (Figure 4A,B), there is a clear distinction

between the cases driven by observations (case A0, A1 and An) and case R driven by a mesoscale model. By design of the profile-assimilation

technique, case R closely follows the mesoscale simulation and therefore only agrees with the observations when the mesoscale input data cor-

rectly predict the wind speed evolution. By contrast, cases A0, A1, and An show much better agreement with the TTU tower wind speed and wind

direction because these cases were driven by the observations. The differences among cases A0, A1, and An due to the various θv-forcing

F IGURE 3 Time–height contours of horizontal wind speed S (first row), wind direction D (second row), virtual potential temperature gradient
∂zθv (third row), and turbulent kinetic energy k (last row), for microscale simulations A0, A1, An, and R. The last two columns show observational

data (all preprocessed except for TKE) and WRF mesoscale data for reference. All data correspond to 10-min averages. Solid lines show the
estimated boundary layer height (rolling average of 1 h) and vertical dashed lines indicate sunrise and sunset.
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approaches turn out to be small compared to the diurnal variability of the wind speed and wind direction. Note that neither observation-driven

nor mesoscale-driven microscale solutions match the input velocity profiles exactly because we use the IPA algorithm, which allows for some

deviations from the input profiles to cope with inaccuracies in said profiles (A20). In the last three hours of the simulation, however, cases A0/1/n

fail to capture the continued decrease observed in the wind speed, resulting in a relatively large discrepancy between the simulations and obser-

vations. The reason for this behavior is not entirely clear and requires more research.

The diurnal evolution of virtual potential temperature in Figure 4C is captured reasonably well by all microscale simulations until 2100 UTC

(about 3 h before sunset), after which the results of the various simulations start to diverge. Interestingly, case A0, which assumes that large-

scale forcing of virtual potential temperature is negligible, aligns well with case R and with the mesoscale prediction and underpredicts the rate

of potential temperature decrease after 2100 UTC as compared to observations from the TTU tower. On the other hand, cases A1 and An,

which include some form of θv-forcing, are able to follow the observed virtual potential temperature decrease. This seems to suggest that there is

a large-scale process at play during the afternoon/evening transition that is not captured by the mesoscale model, but the impact of this large-

scale process on the microscale flow can be accounted for by assimilating the observed time–height history of mean virtual potential

temperature.

To conclude, the time history of TKE in Figure 4D shows that the various microscale simulations agree reasonably well with the TTU tower

observations, capturing both the high levels of turbulence during the daytime and the low TKE levels at night. However, taking a closer look at

the last two hours before sunset does indicate that the rate of turbulent decay during the afternoon transition as predicted by the microscale sim-

ulations is faster and starts earlier than what is observed by the TTU tower. Moreover, after 0600 UTC observed turbulence levels appear to be

somewhat elevated compared to the hours before, which could signal intermittent turbulence. This is not well-represented in any of the

simulations.

F IGURE 4 Time history of flow quantities at a height of 90 m, including (A) horizontal wind speed S, (B) wind direction D, (C) virtual potential
temperature θv , and (D) turbulent kinetic energy k, for microscale simulations A0, A1, An, and R. Data from the TTU meteorological tower and
from a WRF mesoscale simulation are shown for reference. Simulation and measurement data correspond to 10-min averages, and an additional
filter (median value over a rolling window of 30 min) is applied to the TKE. Sunrise and sunset are indicated with vertical dashed lines.

ALLAERTS ET AL. 477

 10991824, 2023, 5, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/w

e.2811, W
iley O

nline L
ibrary on [14/04/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



Figure 5 shows the time history for quantities of interest in the surface layer, including the virtual potential temperature at 10 m, the friction

velocity, and the heat flux. The magnitude of the friction velocity and the surface layer heat flux is taken to be the maximum value attained in the

surface layer (not necessarily occurring at the first grid cell or measurement level).

The near-surface temperature is predicted relatively well by all microscale simulations, which contrasts with the differences observed earlier

at a height of 90 m (see Figure 4C). We hypothesize that near the surface the heat exchange with the ground dominates the flow behavior, while

at higher altitudes other large-scale forces start to play a role.

The friction velocity agrees well with the observations during the daytime (see Figure 5B), while during the afternoon transition (roughly

between 2100 and 0000 UTC) all simulations predict too low values. The simulations continue to underpredict the friction velocity throughout

the nighttime, although case R does predict a period of high friction velocity between 0300 and 0600 UTC, which could be due to an intermittent

burst of turbulence. In terms of surface layer heat flux (Figure 5C,D), cases A0, A1, and An (all driven by observations) underpredict the positive

heat flux during the daytime, whereas case R driven by mesoscale model data gives a better match. As can be appreciated from the detailed view

in Figure 5D, the evening zero crossing, or the time where the surface heat flux changes sign, is predicted too early by all simulations, and there

are also significant differences among the various simulations themselves within a 3-h window. This is somewhat surprising since cases A0, A1,

and An are all driven using the same surface boundary condition extracted from observations. We believe this is a result of the interplay between

the surface heat flux model and the profile-assimilation technique in the first grid cell.

Finally, we also observe a sudden jump in the observed value of the surface heat flux shortly after 0600 UTC, after which the heat flux

becomes positive. None of the simulations is able to capture this behavior, and they all predict a relatively constant, strictly negative heat flux

F IGURE 5 Time history of surface-layer quantities, including (A) virtual potential temperature θv at 10 m, (B) friction velocity u ∗ , and
(C) surface layer heat flux w0θ0. Microscale simulation results for cases A0, A1, An, and R are compared with data from the TTU meteorological
tower. Simulation and measurement data correspond to 10-min averages, and an additional filter (median value over a rolling window of 30 min)
is applied to the friction velocity and the heat flux. Subfigure (D) shows a detailed view of the surface heat flux (corresponding to the gray area in
subfigure (C)) to highlight the differences during the afternoon/evening transition and at night. Sunrise and sunset are indicated with vertical
dashed lines.
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throughout the night. We hypothesize that the flow may have achieved a stable state in which the mean velocity profile developed enough shear

under low turbulence such that it transitioned to a higher turbulent state. This might also explain the elevated turbulence levels after 0600 UTC

seen in Figure 4. Such intermittent flow behavior is very hard to simulate with LES, especially at a grid resolution of only 10 m and without a

cutting-edge subgrid-scale model. Whether or not this could be solved by increasing the grid resolution or adopting a dynamic subgrid-scale

model is a subject for future research.

Overall, the results so far show that LES driven by observations are able to capture the diurnal evolution of flow quantities of wind engineer-

ing interest, like wind speed and TKE, with similar or even higher accuracy than traditional mesoscale-model-driven simulations. Most importantly,

the use of observations implies that the results are not affected by any bias in the mesoscale model predictions. Surprisingly though, even when

using observations to drive LES it remains very challenging to accurately match the timing of the evening zero crossing of the heat flux.

4.1.2 | Vertical structure of the boundary layer

We now turn our attention to the vertical structure of the boundary layer throughout the diurnal cycle. Similar to A20, we consider hourly aver-

aged vertical profiles for three representative times of the day: 1800 UTC, which corresponds to 12 p.m. local time and a daytime convective

boundary layer; 2200 UTC, corresponding to 4 p.m. and a neutrally stratified boundary layer during the afternoon transition; and 0600 UTC or

12 a.m. local time, representative for the nighttime stable boundary layer. Figure 6 shows vertical profiles of wind speed, wind direction, virtual

potential temperature, and turbulent kinetic energy.

F IGURE 6 Vertical profiles of (A,E,I) horizontal wind speed S, (B,F,J) wind direction D, (C,G,K) virtual potential temperature θv , and (D,H,L)
turbulent kinetic energy k, averaged over a 1-h period starting at (A–D) 1800 UTC, (E–H) 2200 UTC, and (I–L) 0600 UTC. Microscale simulation
results for cases A0, A1, An, and R are compared with data from the TTU meteorological tower, the boundary-layer radar profiler, and a WRF
mesoscale simulation.
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First, we find that wind speed and direction profiles at 1800 UTC (Figure 6A,B) and especially at 2200 UTC (Figure 6E,F) corroborate our ear-

lier finding that the simulations driven by observed velocity profiles agree well with the tower and radar wind speed, whereas the microscale sim-

ulation driven by mesoscale data stays close to the mesoscale prediction itself, resulting in large mean-flow biases. The same holds for the virtual

potential temperature profiles in Figure 6C,G, where the results of case R closely follow the mesoscale input data and differ significantly from the

other microscale results. At 0600 UTC, the mesoscale prediction of wind speed and direction matches better with the observations, and as a

result the microscale simulations agree reasonably well throughout most of the numerical domain (see Figure 6I,J). In the lowest 100 m, all simula-

tions do seem to overpredict the wind veer under stable conditions (Figure 6J).

Next, we jointly analyze vertical profiles of wind speed, wind direction, virtual potential temperature, and turbulent kinetic energy at a partic-

ular time. At 1800 UTC, the vertical profiles in Figure 6A–D reveal that some of the differences between the microscale simulations are caused

by differences in the boundary layer height (see also Figure 3). The height of the boundary layer can be appreciated in each vertical profile: Near

the top of the ABL, wind speed attains a local maximum, wind direction and virtual potential temperature experience a sudden jump, and TKE

drops rapidly to zero (similar flow features near the top of the ABL have been observed before in LES of neutral and convective boundary

layers46–48). Locating these flow features in the various vertical profiles shows that the microscale simulations predict different boundary-layer

heights.

At 2200 UTC, similar flow features can be observed in the vertical profiles, although they are often less pronounced than at 1800 UTC. More-

over, while there is still a clear difference between case R and cases A0/1/n, the differences among cases A0/1/n themselves have become small.

At 0600 UTC, the boundary layer is stably stratified, and the vertical structure is quite different from its neutral and convective counterparts.

Most notably, an LLJ is present in the wind speed profile. There are, however, some clear differences among the various simulations in terms of

the height, width, and strength of the nocturnal LLJ. As already seen qualitatively in Figure 3, both the mesoscale model and the mesoscale-driven

case R predict a strong and narrow LLJ relatively close to the ground (jet nose at 245 m), while the observations-driven cases A0, A1, and An pre-

dict a broader and weaker LLJ occurring at slightly higher altitudes (jet nose close to 355 m). As explained by Shapiro and Fedorovich49 and shown

for canonical LES of developing stable boundary layers by Allaerts and Meyers,50 LLJs have greater wind speeds, are more narrow, and occur at

lower heights when the reduction in surface layer turbulence levels is larger, corresponding to a stronger frictional decoupling between the stable

boundary layer and the residual layer above. As shown in Figure 4D, case R does reveal the strongest reduction in TKE during the evening transi-

tion (between 2200 and 0000 UTC), which may explain the difference in jet characteristics observed at 0600 UTC.

At this point, we stress that a detailed validation of the vertical structure of the boundary layer is challenging because of the limited availabil-

ity and quality of data at the SWiFT site above 200 m. For example, it is very difficult to determine the actual boundary layer height from the

observations shown in Figure 6A–D without detailed and reliable measurements of virtual potential temperature and TKE up to the top of the

ABL. Consequently, we cannot say which microscale simulation yields the most accurate prediction of the height and vertical structure of the

boundary layer. Similarly, the LLJ nose appears to occur above the highest measurement level of the TTU tower and the radar range gate between

150 m and 2000 m is only 60 m. Therefore, we can only very cautiously note that the prediction of a broad and weak LLJ at 350 m aligns better

with the available data points.

Finally, in Figure 6L, we notice enhanced levels of TKE near the top of the numerical domain in all microscale simulations, and especially in

case An the vertical extent and value of TKE increase is problematic (see also Figure 3). This behavior is clearly unphysical, and we suspect it is

caused by the potential temperature profile being close to neutral (i.e., constant with height) rather than stable toward the top of the numerical

domain (see Figure 6K). Because of the neutral stratification higher up, turbulence is not damped out and is able to develop freely. The unphysical

nature of the potential temperature profiles may be an artifact of the IPA technique and is subject for further research. For example, recent

work30 has shown that the choice of DPA and/or IPA for momentum and temperature forcing can result in drastically different flow fields in the

ABL and free atmosphere, corresponding to different resolved turbulence characteristics.

Figure 7 shows the hourly averaged profiles of vertical turbulent flux of momentum and heat, again at 1800 UTC (unstable conditions), 2200

UTC (neutral), and 0600 UTC (stable).

During the daytime (i.e., at 1800 UTC), cases A0/1/n agree well with the observations in terms of the turbulent momentum flux (Figure 7A),

while the turbulent heat flux is underestimated (Figure 7D). Case R, on the other hand, overestimates both momentum and heat flux. Further,

notice that in these profiles we can also see signs of the boundary layer height—namely, the turbulent momentum flux becomes nearly zero at the

top of the boundary layer, and the vertical heat flux attains a local minimum before going to zero. These profiles demonstrate once more that the

height of the boundary layer is different among the various simulations. Moreover, it seems that a higher boundary layer leads to larger vertical

turbulent fluxes. A possible reason could be that the ABL height limits the largest eddies in size, so a taller boundary layer leads to larger and more

energetic eddies and therefore also higher turbulent fluxes.51 Accordingly, accurately predicting the ABL height might be a necessary condition to

achieve good agreement with observations in terms of vertical turbulent fluxes (and possibly also TKE, see Figure 6D). Unfortunately, we cannot

validate this statement as we cannot deduce the actual boundary layer height from the available observations.

For the neutral boundary layer at 2200 UTC, cases A1 and An seem to predict the turbulent momentum flux reasonably well, while the pre-

dictions of cases A0 and R are slightly too low. The simulation results for the turbulent heat flux, on the other hand, are very different from each

other and do not compare well with the observations. The reason for these big differences in the shape of the vertical turbulent heat flux is that
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the boundary layer is in a transitional state, and the timing of the transition varies among the simulations. For example, the turbulent heat flux of

case R and case An still look like convective profiles (positive heat flux near the ground and a local minimum near the top), case A0 already looks

like a stable profile (heat flux is negative throughout with a minimum close to the ground), and case A1 is somewhere in between. This is expected

given the differences in the evening zero crossings observed earlier in Figure 5D.

At 0600 UTC, all simulations seem to correctly predict the height of the stable boundary layer (the height where the turbulent momentum

flux becomes nearly zero). However, the maximum momentum flux near the surface seem to be underestimated by cases A0/1/n. This might be a

sign that the LES has difficulties to resolve the stably stratified turbulence with the given grid resolution. The turbulent heat flux, on the other

hand, seems to match well with the observations. Further, note again that there appear to be nonzero turbulent fluxes near the top of the domain,

especially for case An, and these are related to the enhanced levels of TKE observed in Figure 6L.

In summary, analysis of the vertical structure of the boundary layer shows that the height of the atmospheric boundary layer forms a key flow

parameter and influences the vertical profiles of first- and second-order flow statistics. The various forcing approaches lead to different estimates

of the boundary-layer height and hence different vertical structures (e.g., LLJ characteristics), but a detailed validation of the boundary layer struc-

ture would require more high-quality data above 200 m.

4.1.3 | Turbulence characteristics

The spatial structure of turbulence throughout the diurnal cycle is visualized in Figure 8 by means of instantaneous contours of horizontal wind

speed fluctuations in an x–y plane at a height of 120m for various times of the day.

At 1500 UTC (9 a.m. local time), high- and low-speed velocity streaks dominate the wind field in all simulations, although small differences

are observed in terms of magnitude and width of the velocity streaks. Note that, due to the periodicity of the numerical domain, the velocity

F IGURE 7 Vertical profiles of (A–C) resolved vertical turbulent momentum flux τz ¼ðu0w02þv0w02Þ0:5, and (D–F) resolved vertical turbulent
heat flux w0θ0, averaged over a 1-h period starting at (A,D) 1800 UTC, (B,E) 2200 UTC, and (C,F) 0600 UTC. Microscale simulation results for
cases A0, A1, An, and R are compared with data from the TTU meteorological tower.
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streaks are locked in place, and therefore the spatial coherence in the direction perpendicular to the mean wind direction might be overestimated.

As the daytime convective boundary layer evolves, the velocity streaks become less prominent and turbulence is organized in large patches (see

contours at 1800 and 2100 UTC). At 2100 UTC, turbulence levels seem significantly higher for case R than for the other cases, in line with earlier

findings based on Figure 4D.

In the evening, the boundary layer becomes stably stratified and the intensity and spatial scale of turbulence decreases (see contours at

0000, 0300, and 0600 UTC). Interestingly, cases An and R (to a lesser extent) still show relatively large turbulent structures at 0000 UTC, while

the wind fields for cases A1 and A0 only contain small length scales. This indicates that the transition from convective to stable conditions occurs

later for cases An and R (see also Figure 5C,D). Finally, we observe that case R predicts a much lower turbulence intensity at 0000 UTC and 0300

UTC than the other cases, and this is again in line with earlier findings (see Figure 4D).

Figure 9 shows the temporal power spectrum over the entire diurnal cycle for horizontal and vertical wind speed, and virtual potential tem-

perature. Following Schalkwijk et al,14 we show both the raw output of the fast Fourier transform (shaded areas, only shown for case A0 and the

TTU tower) and the average over bins of exponentially increasing size. The dashed red line corresponding to a time scale of 10 min serves as a

reminder that the input to the LES simulations are 10-min mean values of horizontal wind speed and virtual potential temperature (no vertical

velocity).

The power spectra for horizontal and vertical wind speed from all simulations agree remarkably well with the observations for time scales

between 10 min and 10 s, both in terms of bin averages and raw data. For time scales below 10 s, the simulated spectra fall-off rapidly as turbu-

lence becomes unresolved, indicating that the effective temporal resolution of the LES is about 10 s (corresponding to an effective LES cut-off

frequency of 0.1 Hz). In terms of virtual potential temperature, cases A1 and An again show good agreement, whereas cases A0 and R overpredict

the temperature fluctuations at high frequencies. This might be linked to the discrepancy in the evolution of the mean virtual potential tempera-

ture (see Figure 4C) due the absence or inaccuracy of θv-forcing in cases A0 and R, respectively. For time scales above 10 min, there are some dif-

ferences between the different simulations, but the overall trends match well with the observations.

Taken together, the results presented in Sections 4.1.1–4.1.3 demonstrate that observational mean-flow data can indeed be used to drive

large-eddy simulations. Moreover, while some form of θv forcing can improve the prediction of the virtual potential temperature during the

F IGURE 8 Instantaneous contours of horizontal wind speed fluctuations S�hSi (with hSi the planar-averaged wind speed) in an x–y plane at
a height of 120 m; note that the wind is south-southwesterly. Results are shown for cases A0, A1, An, and R (rows) at 1500 UTC, 1800 UTC,
2100 UTC, 0000 UTC, 0300 UTC, and 0600 UTC (columns)
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afternoon/evening transition, correctly capturing this behavior does not seem to have a large impact on the wind speed and turbulence at hub

height. Therefore, and also because of the issue of enhanced TKE building up near the top of the numerical domain in case An, we use case A0 as

our base case in the following sections.

4.2 | Direct versus indirect profile assimilation

This section addresses the second research question as to whether direct profile assimilation can be used in combination with observations. To

this end, we compare the results of simulation set B with case A0.

Figure 10 shows the time history of the horizontal wind speed and the turbulent kinetic energy at a height of 90 m (similar to Figure 4).

As expected with DPA, the 10-min averaged horizontal wind speed for cases B0/1/n follows the observations more closely than for case A0.

This is particularly true during the daytime—see, for example, the underprediction by case A0 between 1200 and 1500 UTC or during the last

hour before sunset. However, these cases also show high-frequency oscillations in the wind speed, and particularly after sunset these oscillation

start to acquire seemingly unphysical amplitudes. Note that the results of cases B0/1/n do not match the TTU tower data exactly, as the data in

Figure 10 correspond to a single location in the microscale domain, whereas DPA enforces the horizontally averaged wind speed to match the

input profiles.

Figure 10B shows that cases B0/1/n all experience episodes of unphysically high TKE, and the issue seems even worse than what was found

in A20 (see their Figure 1). Surprisingly, there is one episode during convective conditions (between 1600 UTC and 1900 UTC) for which the

F IGURE 9 Power spectra of (A) horizontal wind speed, (B) vertical wind speed, and (C) virtual potential temperature fluctuations for the full
diurnal cycle at a height of 75 m. Microscale simulation results for cases A0, A1, An, and R are compared with the spectra measured by the TTU
meteorological tower (using the closest vertical level available, 74.7 m). The shaded areas represent the raw power spectrum of case A0 (orange)
and the TTU tower (blue); the lines show the average over bins of exponentially increasing size. The dashed red line corresponds to a time scale
of 10 min, which was the input data rate for the LES simulations.
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predictions of TKE for cases B0/1/n are not that far off from the observations. Moreover, it seems that case Bn is not as bad as cases B0 and B1,

for which the TKE predictions are even more unrealistic.

To gain some insight into why DPA fails to predict realistic levels of turbulence, Figure 11 shows vertical profiles of hourly averaged flow

quantities at 1800 UTC (similar to Figure 6).

In Figure 11A,B, we can see that the wind speed and wind direction predictions very closely match the available observations, leading to “jit-
tery” profiles with fine details compared to the smooth vertical profile of case A0. From past experience with DPA (A20), we know that strictly

enforcing velocity profiles can lead to overproduction of turbulence. Additionally, we lack reliable observations to maintain a realistic virtual

potential temperature profile. As can be seen in Figure 11C, the high levels of turbulence have led to well-mixed layers both below and above the

very stable inversion layer in cases B0 and B1, for which the θv-forcing is either zero or constant with height. As the layer above the boundary

layer is no longer stably stratified, turbulence is no longer suppressed by stability and can develop freely, as can be appreciated in Figure 11D. At

later times, the inversion layer completely disappears and the well-mixed layer extends to the top of the domain (not shown), explaining the

extremely large TKE values for cases B0 and B1.

Case Bn, on the other hand, does have height-dependent forcing to enforce a more realistic virtual potential temperature profile, and this

results in a reasonable TKE profile at 1800 UTC (see Figure 11D). At later times, however, the stratification only partly succeeds in damping out

F IGURE 10 Time history of (A) horizontal wind speed S and (B) turbulent kinetic energy k, at a height of 90 m. Microscale simulation results
for cases B0, B1, Bn, and A0 are compared with data from the TTU meteorological tower. Simulation and measurement data correspond to
10-min averages, and an additional filter (median value over a rolling window of 30 min) is applied to the TKE. Sunrise and sunset are indicated

with vertical dashed lines.

F IGURE 11 Vertical profiles of (A) horizontal wind speed S, (B) wind direction D, (C) virtual potential temperature θv , and (d) turbulent kinetic
energy k, averaged over a 1-h period starting at 1800 UTC. Microscale simulation results for cases B0, B1, Bn, and A0 are compared with data
from the TTU meteorological tower and from the boundary-layer radar profiler.
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excessive turbulence, which explains why the TKE in Figure 10B is not as bad as for cases B0 and B1. Furthermore, small inconsistencies between

measurements from the tower and RASS lead to a nonuniform virtual potential temperature profile inside the atmospheric boundary layer, and

this could also lead to additional unphysical turbulence production.

Finally, the episode of reasonable TKE prediction during convective conditions in Figure 10B might be explained by the fact that at this time

of the day the potential temperature profile inside the atmospheric boundary layer is well-mixed, and this is represented well in cases B0/1/n. By

matching the measured mean velocity profile in the simulation, it is likely that turbulence production is also well-predicted, leading to reasonable

turbulence levels. Therefore, we conclude that DPA with observations might work for some specific conditions during the daytime and below the

inversion layer, but in general the approach leads to unphysically high levels of turbulence and is therefore unusable.

4.3 | Combining observations and mesoscale model data to drive LES

We now address the last research question, which is whether incomplete observational data sets can be complemented with mesoscale-model

data. In particular, we assess whether the lack of measured virtual potential temperature profiles can be compensated for with mesoscale-model

profiles (case Ca) or with physics-based source terms extracted directly from the mesoscale governing equations (case Cb). We compare simula-

tion set C with case A0 (same momentum forcing as cases Ca/b) and with case R (same θv-forcing as case Ca).

Figure 12 shows the time history of the various flow quantities at a height of 90 m (similar to Figure 4).

We observe that the results of cases Ca/b are close to those of case A0 and hence compare well with the TTU tower observations in terms

of wind speed and wind direction (Figure 12A,B), which is to be expected as these cases share the same momentum forcing approach. Moreover,

we find once more that the impact of the θv-forcing approach on the wind speed evolution is small. Figure 12C shows that neither case Ca nor Cb

is able to correctly predict the rate of potential temperature decrease during the afternoon/evening transition (i.e., after 2100 UTC), and instead

the results of both cases are more in line with cases A0 and R, and with the mesoscale data. It turns out that adding mesoscale θv-forcing cannot

drive the LES results toward the observed potential temperature, which is again to be expected given the difference between the mesoscale

F IGURE 12 Time history of flow quantities at a height of 90 m, including (A) horizontal wind speed S, (B) wind direction D, (C) virtual
potential temperature θv , and (D) turbulent kinetic energy k, for microscale simulations Ca, Cb, and A0. Data from the TTU meteorological tower
and from a WRF mesoscale simulation are shown for reference. Simulation and measurement data correspond to 10-min averages, and an
additional filter (median value over a rolling window of 30 min) is applied to the TKE. Sunrise and sunset are indicated with vertical dashed lines.
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simulation data and the observed virtual potential temperature evolution. Further, the TKE at hub height predicted by cases Ca/b agrees well with

cases A0 and R, and with the observations. The rate of turbulent decay during the afternoon transition in cases Ca/b follows that of case A0 and

is too strong compared to the observations. Interestingly, there is a large peak in TKE at about 2100 UTC in cases Ca and R but not in cases Cb

and A0. This might be related to the θv-forcing approach, which is the same for cases Ca and R.

To further ascertain the adequacy of combining observational and mesoscale driving data, Figure 13 shows vertical profiles of hourly aver-

aged flow quantities at 1800, 2200, and 0600 UTC (similar to Figure 6).

At 1800 UTC, case Ca outperforms all other cases and shows very good agreement with the available observations for all flow quanti-

ties, and especially in terms of the TKE profile the agreement is excellent. Case Cb also performs reasonably well, but it is closer to case A0

and underpredicts TKE in the boundary layer. Further, it is interesting to note the differences in boundary-layer height between cases Ca/b

and A0 (most noticeable in the potential temperature profile in Figure 13C), which are due to the differences in θv-forcing. As expected, case

Ca closely follows the mesoscale potential temperature profile (similar to case R), while cases A0 and Cb exhibit stronger inversion strengths and

lower inversion heights. This difference in the virtual potential temperature profile also affects the vertical structure of the other flow quantities

because the inversion layer controls the top of the boundary layer. This finding demonstrates once more that IPA drives the microscale mean flow

toward the specified input profile, but at the same time it allows the atmospheric boundary layer to interact with said profiles and find its own

equilibrium.

F IGURE 13 Vertical profiles of (A,E,I) horizontal wind speed S, (B,F,J) wind direction D, (C,G,K) virtual potential temperature θv , and (D,H,L)
turbulent kinetic energy k, averaged over a 1-h period starting at (A–D) 1800 UTC, (E–H) 2200 UTC, and (I–L) 0600 UTC. Microscale simulation
results for cases Ca, Cb, and A0 are compared with data from the TTU meteorological tower, the boundary-layer radar profiler, and a WRF
mesoscale simulation.
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At 2200 UTC, the boundary layer is much taller in case Ca compared to cases Cb and A0. Moreover, in case Ca the boundary layer contains

relatively high levels of TKE up to 1 km, whereas in the other cases the TKE decreases rapidly with height below 500 m. In the lowest 200 m, the

TKE prediction in case Ca is only slightly higher than the other cases, and this in fact compares favorably with the observed TKE values.

Finally, at 0600 UTC, the results of case Ca again look reasonable, although residual turbulence levels high above the boundary layer are

higher than for case A0. Case Cb, on the other hand, fails to maintain a stably stratified free atmosphere and develops a region of well-mixed

potential temperature as shown in Figure 13K (similar to cases B0 and B1, shown for 1800 UTC in Figure 11C), which leads to very high,

unphysical levels of turbulence above 500 m. This finding implies that observations and mesoscale data are not always compatible, and combining

them to drive microscale simulations does not always work out well.

4.4 | Simulation performance in wind energy terms

The aim of this last section is to give an overall idea on how well the various simulations perform in wind energy terms. To this end, we follow the

approach of Sanz Rodrigo et al28 and compare simulations with observations in terms of rotor-based quantities integrated throughout the diurnal

cycle. The quantities of interest are evaluated across a reference rotor region between 30 and 150 m, corresponding to a hub height of 90 m and

a rotor diameter of 120 m, and representative of the average newly installed onshore wind turbine in 2020.45 In addition to the rotor-averaged

wind speed, wind direction, and TKE, we also consider the wind shear and wind veer as defined by Sanz Rodrigo et al,28 and the difference in vir-

tual potential temperature across the rotor span. Simulation performance is evaluated in terms of the mean absolute error (MAE) and the normal-

ized MAE (NMAE), which is obtained by dividing with respect to the MAE of the reference simulation case R. The overall performance metrics are

shown in Table 2.

All microscale simulations driven by observations (simulation sets A, B, and C) show a clear improvement in terms of wind speed and wind

direction error over case R, which depends on mesoscale model data and hence inherits the bias in the mesoscale prediction. Further, we observe

that adding θv-forcing (e.g., comparing A1/n and Ca/b with A0) not only affects the virtual potential temperature profile but also leads to small

variations in the velocity profile and the turbulence production. In terms of the virtual potential temperature difference across the rotor region,

adding θv-forcing in cases A1 and An significantly reduces the MAE compared to case A0, and these cases also outperform the reference simula-

tion case R. The performance of cases Ca/b is similar to case R, which is to be expected as these three cases depend on the mesoscale model for

information on the θv-forcing.

The MAE in turbulent kinetic energy clearly shows that simulation set B is far off from the observed turbulence levels, making the forcing

approach based on DPA for this particular site and day unusable. Simulation sets A and C, on the other hand, succeed quite well in predicting cor-

rect turbulence levels, and these cases have an MAE which is about 20% lower than for case R. Further, the MAE in terms of shear for sets A and

C is comparable to case R, and the prediction of veer is slightly less accurate. This is likely due to an overprediction of the wind veer during stable

conditions (see Figure 6J). The prediction of wind shear and wind veer improves slightly by adding θv-forcing (compare cases A1/n with A0).

5 | CONCLUSIONS AND OUTLOOK

The aim of this work was to reproduce observed turbulent wind conditions in a doubly periodic large-eddy simulation solely based on single-point

observations of the mean flow evolution with height. The time–height-varying large-scale forcing terms required to drive the LES were estimated

with the profile-assimilation technique given 10-min mean values of horizontal wind speed and virtual potential temperature up to a height of

2 km above the surface. Unlike other approaches found in literature, the main approach followed in this work did not require an extensive wind

profiler or radiosonde network, nor did it depend on an auxiliary mesoscale simulation.

The simulation approach was evaluated for a particular diurnal cycle observed over the SWiFT site in West Texas. The time–height history of

wind speed was readily obtained by combining measurements from the TTU meteorological tower and a nearby radar profiler. For the virtual

potential temperature, however, the combination of meteorological tower, RASS profiler and radiosonde observations still resulted in extensive

data gaps. To cope with the limited availability and the uncertainty in the virtual potential temperature measurements, a suite of nine large-eddy

simulations was performed using various approaches for the large-scale virtual potential temperature forcing.

This work's primary finding is that it is indeed possible to drive LES with observational mean-flow data to reproduce the unsteady three-

dimensional flow fields with fully resolved turbulence for the various flow regimes occurring throughout a diurnal cycle. Even without applying

any large-scale virtual potential temperature forcing, simulations using indirect profile assimilation compared well with observations in term of

wind speed, wind direction, and TKE. Moreover, realistic turbulent structures and a turbulent spectrum in good agreement with observations were

obtained, proving that LES can generate lifelike atmospheric turbulence corresponding to given mean-flow profiles. The second main finding is

that our approach better tracks observations than the traditional mesoscale-model-driven approach. The reason is that, as our approach takes

observations as input, it is not susceptible to wind speed biases present in mesoscale model data. We also found that adding θv-forcing was
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needed to accurately predict the virtual potential temperature near hub height during the afternoon/evening transition, and this also favorably

affected wind speed related quantities like wind shear, wind veer, and TKE. To our surprise, correctly predicting the timing of the afternoon/

evening transition and the zero crossing of the heat flux turned out to be challenging, and using observations as input did not guarantee a good

match. As the timing of the evening transition affects the entire boundary-layer structure around sunset, further research into this aspect is

warranted.

We also evaluated the applicability of direct profile assimilation in combination with observations as input. Previous research (A20) showed

that DPA in the traditional MMC setting leads to excessive turbulence generation due to inaccuracies in the input mesoscale profiles, so we antic-

ipated better results with observed profiles. Unfortunately, this was not the case, and all simulation using DPA resulted in unphysically high levels

of turbulence. Interestingly, though, adding height-dependent θv-forcing brought down the turbulence levels to some extent, and realistic results

were obtained during a short period of convective, well-mixed conditions inside the boundary layer. We hypothesize that using DPA in combina-

tion with observations might be possible, but it would require more accurate measurements of virtual potential temperature throughout the entire

boundary layer to allow more reliable θv-forcing to keep the DPA momentum forcing and turbulence generation in balance.

Further, we found that using mesoscale data to fill gaps in incomplete virtual potential temperature data was partially successful. Obviously,

this approach inherits mesoscale biases in the virtual potential temperature, but it does lead to realistic vertical boundary-layer structures in the

microscale. However, the combination of observed profiles and mesoscale budget components resulted in unrealistic profiles of virtual potential

temperature and TKE aloft at night. Therefore, combining mesoscale and observational data should be done with care as these two data sources

might not always be compatible.

In this work, we considered one specific quiescent diurnal cycle over flat terrain, so our conclusions only hold for this particular case and site.

More research is needed to understand how well the proposed approach works at other sites or in more complex synoptic conditions. Further-

more, applying DPA with observations did not work for us, but it did seem to give reasonable results in some other cases.29 The methodology

should be investigated further to understand when and why DPA works. Similarly, IPA worked reasonably well for our case, but the vertical struc-

ture of the forcing is rather arbitrary and is known to cause issues near the domain edges, so more research is needed. Finally, despite having

access to data from a 200-m meteorological tower, a wind profiler and a radar acoustic sounding system, validation at altitudes above 200 m was

limited due to the lack of high-quality data. Especially potential temperature measurements were often lacking and did not reach up high enough.

For a thorough validation of the vertical structure of the boundary layer, more high-quality measurements at high altitudes are needed (e.g., from

profiling lidars, ceilometers, or Atmospheric Emitted Radiance Interferometers). Similarly, validation of the turbulent fluctuations was limited to

the temporal spectrum as the meteorological tower was the only source of high-frequency measurements, so we don't know how well the

turbulent structures in the LES compare with reality. Validation of the spatial coherence in the generated turbulence fields, however, would

require synchronized measurements at multiple locations, e.g. from scanning lidars or an array of closely spaced meteorological masts.
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APPENDIX A: WRF Model Setup

We used Advanced Research WRF,36 version 4.1 for this study. The simulation was initialized from 8 November 2013 at 00:00 UTC, 12h prior to

the study period. Initial and boundary conditions are provided by the National Centers for Environmental Prediction's Global Forecast System

(GFS) model. No large-scale atmospheric nudging was performed. Three nested domains were simulated, centered on the SWiFT site. Additional

model parameters are described in Table A1.

TABLE A1 WRF model configuration.

Model feature Specification

Grid spacing for nested domains (km) 27, 9, 3

Vertical levels 88

Near-surface-level heights (m) 4.8, 9.6, 14.4, 19.2, 24.0, 29.1, 34.4, 39.9, 45.8, 51.9

Large-scale atmospheric forcing GFS final analysis

Planetary boundary layer scheme Mellor-Yamada Nakanishi and Niino Level 2.5 (MYNN)

Surface-layer scheme MYNN

Land surface model Noah

Microphysics Morrison double-moment scheme

Longwave radiation Rapid Radiative Transfer Model for General Circulation Model applications (RRTMG)

Shortwave radiation RRTMG

Cumulus parameterization Kain–Fritsch

Topographic database Global Multi-resolution Terrain Elevation Data 2010, 30-arc-sec data set

Land-use data Moderate-resolution Imaging Spectroradiometer, 21 category
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