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Abstract: In September 2020, the Federal Energy Regulatory Commission (FERC) released Order
2222, which opens wholesale markets to small-capacity distributed energy resources (DERs), recog-
nizing their potential in improving operational efficiency by providing bulk grid services. Therefore,
a co-simulation capability that can connect transmission and distribution (T&D) simulations and
evaluate the impacts of DER provision of bulk grid services is needed. In this paper, we present a
new integrated T&D co-simulation platform that incorporates T&D system simulators, DER aggrega-
tor/group strategies, and a co-simulation coordinator. Industry-standard communication protocols
are employed to mimic real-world conditions. Secondary frequency regulation is selected as the
representative bulk grid service, and we simulate the responses of DERs to the frequency regulation
signals. The simulation results for a solar-rich distribution feeder in Colorado, USA, demonstrate
how the T&D co-simulation setup is used to evaluate the contributions of DERs to minimize the bulk
grid frequency deviation.

Keywords: distributed energy resource (DER); grid service; frequency regulation; T&D co-simulation

1. Introduction

Traditionally, system operators have managed transmission and distribution (T&D)
systems separately [1]. Meanwhile, recent grid modernization initiatives have led to the
increased deployment of distributed energy resources (DERs) and grid-edge technologies,
including electric vehicles, smart controllable loads, distributed generation, and advanced
control technologies [2]. The impact of the increasing capacity of controllable DER assets
in distribution systems has resulted in the introduction of the Federal Energy Regulatory
Commission’s (FERC) Order 2222 [3], which requires independent system operators (ISOs)
and regional transmission operators (RTOs) to open transmission wholesale markets to
DERs and DER aggregators if their capacity is greater than 0.1 MW; therefore, DERs will
become an important player in bulk grid operations in the foreseeable future, as depicted
in Figure 1.

Meanwhile, the impact of thousands of dispersed DERs on bulk grid operations re-
mains a major challenge. In the existing grid operation paradigm, ISOs or transmission
operators have no or very limited visibility of the resources at the distribution level; how-
ever, it is of great importance to recognize the interdependencies between T&D systems to
exploit the full capability of DERs while maintaining the operational reliability and stability
of both systems.
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Figure 1. Advanced T&D landscape.

Various co-simulation frameworks have been reported in the literature for integrated
T&D co-simulation. A review of integrated T&D modeling for steady-state and dynamic
modeling of power systems is provided in [4]. Further, [5] reviews several technological
dimensions for interconnecting cross-domain T&D simulation tools, considering stochastic
optimization, high-performance computing, and high-level design software architecture
uncertainties. A summary of comparative studies of interface techniques for T&D co-
simulation and the required interface models (e.g., voltage or current source, Thevenin
or Norton equivalent) considers whether the transmission network is a positive-sequence
or a three-sequence transient stability model and whether the distribution system uses
power flow [6]. The impact of distribution-side volt/VAR control on transmission systems
using a quasi-static time-series power flow co-simulation framework is discussed in [7]. For
seamless interfaces between different simulators within T&D co-simulations, HELICS is
used to develop an open-source T&D dynamic co-simulation framework for DER frequency
in [8]. A modeling framework is discussed in [9] for real-world distribution systems to
enable large-scale T&D co-simulations. Further, decoupled, loosely coupled, and tightly
coupled T&D quasi-steady-state power flow co-simulation algorithms and an iterative
coupling method for this T&D co-simulation platform are discussed in [10]. An iterative
power flow co-simulation algorithm is investigated in [11], considering the system voltage
stability margin with distributed generation penetrations. An integrated grid modeling
system [12] considering tightly coupled T&D power flow co-simulations using a HELICS-
based interface between PowerWorld and OpenDSS is discussed in [13]. The authors of [14]
discuss T&D power flow methods to study the dependence of transmission voltage on
the location of photovoltaic (PV) units and electric vehicles (EVs). Recently, a real-time
T&D co-simulation test bed was considered for simulating large grids in a high DER
penetration environment for cross-platform data exchange and time synchronization using
a communication framework based on the MQTT communication protocol [15]. A more
detailed comparison is given in Table 1, where the literature is lacking one or more factors,
such as considering synthetic T&D models, discussing the lack of industry-grade protocols
for communications, and demonstrating integrated T&D-supported grid services using
distribution-level DER control algorithms.
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Table 1. Detailed comparison of existing T&D co-simulation work.

Ref. Co-Simulation
Testbed

Co-Simulation
Platform/Simulator Grid Services Industrial

Protocols DER Control Algorithms

[7]

IEEE 118 bus
transmission system

and IEEE 13 node
distribution system.

Matpower as
transmission simulator,

GridLab-D for
distribution simulator

Volt-Var control N/A Volt-Var control

[8]

Synthetic transmission
system with 2000

buses and distribution
system with 1 million

nodes

HELICS for
co-simulation, PSS/e as
transmission simulator,

OpenDSS for
distribution simulator

Secondary
frequency
regulation

N/A
Voltage-power sensitivity
matrix based linearized

optimal power flow

[10]

IEEE 39-bus
transmission system

and 6000-bus
distribution test

system

Matlab-Simulink for
transmission simulator,

OpenDSS for
distribution simulator

T&D coupling
effect N/A Optimal power flow

[11]

IEEE 118-bus
transmission system

and IEEE 123-bus
distribution system

HELICS for
co-simulation, PSS/e for
transmission simulator,

GridLab-D for
distribution simulator

Voltage stability
margin

Assessment
N/A Optimal power flow-based

voltage stability

[12]

IEEE 39-bus
transmission system
and modified IEEE

8500 node distribution
system

HELICS for
co-simulation,
GridPACK for

transmission simulator,
GridLab-D for

distribution simulator

Voltage and
frequency
regulation

N/A Optimal power flow

[13]

A five-bus
transmission system

and 11 feeder
distribution system.

Contains 6900
residential buildings
and 2702 commercial

buildings

HELICS for
co-simulation,

MATPOWER for
transmission simulator,

GridLab-D for
distribution simulator

Voltage regulation N/A Volt/VAR control

[14]

IEEE 30-bus
transmission system

and IEEE 34-bus
distribution feeders

with high PV
penetration and EV

fast charging facilities

HELICS for
co-simulation, PSS/e as
transmission simulator,

OpenDSS for
distribution simulator

Voltage regulation N/A Volt-Var Control

[15]

A 5000-bus
transmission model of

part of the North
American bulk power

system and a
9500-node distribution

feeder

Real-time transmission
simulator, OpenDSS for
distribution simulator

Voltage and
frequency
regulation

MQTT com-
munication

protocol
DER management systems

To this end, this paper presents a T&D co-simulation platform to facilitate the de-
velopment and evaluation of coordinated control strategies intended to provide essential
ancillary service support to the bulk grid by harnessing the capabilities of distribution-level
DERs. The T&D co-simulation platform consists of a transmission system simulator, a
distribution system simulator, a DER aggregator/group, and a co-simulation coordinator,
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and it uses industry-standard communication protocols for data exchange. In the use case
study, secondary frequency regulation is selected as the representative bulk grid service.
The DER set points will be updated through the deployed control algorithm to respond to
the frequency regulation signals. The main contributions of this paper include:

1. We developed a T&D co-simulation platform to facilitate the development and evalu-
ation of coordinated control strategies intended to provide essential ancillary service
support to the bulk grid by harnessing the capabilities of distribution-level DERs.

2. Secondary frequency regulation was selected as the representative bulk grid service.
3. We performed a realistic laboratory evaluation, considering the real utility distribution

model, the U.S. Western Interconnection model, and industry-grade communications
for DER communications.

4. To manage distribution-level DERs considering the area control error at the point of
connection of the distribution system to the transmission system, a gradient-based
control method proposed in this paper proved to be a fast and reliable solution to
solving sophisticated real-time optimal power flow problems.

The rest of this paper is organized as follows. Section 2 discusses the DER control
algorithm integration. Section 3 details the T&D co-simulation setup. Section 4 presents
the T&D co-simulation results. Finally, the conclusion and future work are discussed in
Section 5.

2. Coordinating DER Controls for Bulk Grid Services
2.1. Coordinating DER Responses

Because most DERs are owned or managed by private customers or third-party ag-
gregators, ISOs and local utility operators have limited access to DER statuses, such as the
remaining capacity in the battery and the available headroom for ramping up/down power;
therefore, the DER responses need to be coordinated through appropriate mechanisms to
ensure that the DERs are correctly responding to the bulk grid service calls and to minimize
the risks of grid service delivery failures. It is also critical for local utility operators to
monitor DER actions to ensure that operational constraints, such as line loading and voltage
constraints, are fully accommodated. In this paper, we make the following assumptions to
enable coordination among DERs:

1. Each participating DER is equipped with the proper metering, control, and communi-
cation device to support the bulk grid service provision.

2. DERs are managed by a DER aggregator for bulk grid services. The aggregator
coordinates with the ISO and the distribution network operator (DNO) to update the
set points for the DERs to provide the required grid services while complying with
the distribution grid operating requirements.

3. DERs are compensated/rewarded through programs with the DER aggregator. The
design of such programs is outside the scope of this paper and will not be elaborated
on. It is assumed that DERs will respond to grid service requests, as defined in the
grid service programs.

4. Among existing ancillary services at the bulk grid level, frequency regulation is
selected in this co-simulation demonstration. Frequency regulation typically requires
a response from the participants within minutes. The successful demonstration of
frequency regulation will also prove the feasibility of using the same co-simulation
platform for other bulk grid service studies [16].

2.2. DER Aggregator Algorithm

In this project, we propose implementing a centralized control structure where the
DERs that participate in the bulk grid services are assumed to be managed by the distri-
bution network operator via a DER aggregator; thus, the DER responses will be closely
monitored during the real-time operation to mitigate potential reliability concerns at the
local grid. To enable DERs to respond in a timely fashion to bulk grid service requests
in real time, the DER control algorithm needs to be computationally efficient; therefore,
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we adopt a gradient-based control method that has been proven to be fast and reliable
to solve sophisticated real-time optimal power flow problems [17]. For the bulk grid ser-
vice provision, a generic DER control model can be formulated as follows, while a more
comprehensive description can be found in [17]:

Min F(k)(xm) = f (k)0

(
y(k)(x)

)
+ ∑M

m=1 f (k)m (xm), (1)

s.t. xm ∈ χ
(k)
m , m = 1, 2, . . . , M, (2)

g(k)n

(
y(k)(x)

)
≤ 0 , n = 1, 2, . . . , N, (3)

where the control objective, F(k)(x), contains two parts: (1) Function f (k)0 calculates the
deviation from the received grid service request at the k-th control step and (2) function
f (k)m calculates the DER control cost for the m-th DER at the k-th control step. y(k)(x) is an
algebraic formulation of observable system outputs. χ

(k)
m denotes the feasibility region of

control input xm. g(k)n denotes the n-th physical constraints of the DER control.
Leveraging the gradient-based DER control method, the DER control can be updated

through (4):
x(k+1) = P⊓

{
(1 − α)x(k) − α∇F(k)(x)

}
, (4)

where P⊓ is the projection function and α > 0 is the step size for the gradient descent.
The gradients

{
∇F(k)

}
are uniformly bounded and Lipschitz continuous with a common

parameter, λ < ∞ [17].
The generic model (1)–(3) is a compact model that can be used for a variety of DER con-

trol problems. For the selected frequency regulation service, distribution system operators
will receive automatic generation control signals from the ISO. The desired frequency regu-
lation service will be delivered through setting the appropriate substation power injection
at the point of connect to the transmission system as the control target in accordance with
the automatic generation control signal. For example, assume the original substation power
injection is P1 and the frequency regulation capacity is P2, which is predefined through
market or other agreements. When the frequency regulation service is requested, the target
substation power injection, P∗

1 , will be set to either P1 + P2 or P1 − P2, depending on the
directions of the automatic generation control signal. The control target, i.e., the net power
injection at the substation level, will be set in accordance with the automatic generation
control signal. The mismatch between the control target and the current power injection
will be used as the input of function f (k)0 . f (k)m can be formulated using the dispatch cost

and opportunity cost associated with the grid service provision [18]. The constraints g(k)n
are the DER operating constraints, such as the power/capacity limit, and the distribution
grid operating constraints, such as the voltage limit.

3. T&D Co-Simulation Setup

In this section, we discuss how the T&D co-simulation platform is built. The proposed
T&D co-simulation setup, shown in Figure 2, uses different tools, which include a trans-
mission system simulator, a distribution system simulator, a co-simulation coordinator, the
DER control application, and a communication protocol converter.
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Figure 2. T&D co-simulation platform.

The co-simulation setup in Figure 2 allows for modeling, simulating, and analyzing
the coordinated control of distribution-level DERs to improved resilience, reliability, and
efficiency at both the T&D levels. As shown in Figure 2, there is a communication protocol
converter between the GridAPPS-D and HELICS co-simulation coordinator. The protocol
converter is required for the data exchange through DNP3. The data workflow starts
from the ADMS Test Bed data to the protocol converter (RTAC), and the DNP3 data from
the converter are then pushed to GridAPPS-D. After the DER control algorithm finishes
updating the DER set points in GridAPPS-D, the DNP3 control commands are invoked
and sent back to the protocol converter. Finally, the ADMS Test Bed receives the updated
DER set points from the HELICS. Additionally, in this co-simulation platform, a flat file
exchange is used for the data exchange between RTAG and GridAPPS-D and between
RTAG and the ADMS Test Bed. The details of the employed tools and the co-simulation
implementation are discussed in the following subsections.

3.1. Co-Simulation Coordinator

The co-simulation is coordinated through the Hierarchical Engine for Large-Scale
Infrastructure Co-Simulation (HELICS) framework developed by U.S. DOE national labora-
tories [19]. The HELICS is an open-source and scalable framework that supports different
platforms, software and hardware interfaces, and communication requirements. Using
HELICS, each simulator is regarded as a value federate, and a message federate is in charge
of enabling the data exchange among value federates. More details on the HELICS can be
found in [19].

3.2. Transmission System Simulator

We employed the NREL’s Real-Time Analytics for Bulk Grid (RTAG) tool for the
transmission system simulation in this co-simulation platform. Figure 3 shows an example
of the graphic user interface of RTAG. RTAG provides a real-time simulation and analysis
capabilities for transmission system operations by leveraging the dynamic phasor applica-
tion of the GE energy management system (EMS) and a real operating data set of the U.S.
Western Interconnection [20]. For this co-simulation platform testing, we used the Western
Interconnection grid model and historical EMS operating data to build the steady-state
transmission power flow case as the baseline. To simulate the frequency regulation, we
extracted the area control error (ACE) values from the EMS function in RTAG. The ACE
signal is passed on to the DER control algorithm via a web-based interface.
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3.3. Distribution System Simulator

In this co-simulation platform, we employ the NREL’s Advanced Distribution Man-
agement System (ADMS) Test Bed, shown in Figure 4, to simulate distribution systems [21].
The ADMS Test Bed enables the evaluation of commercial and precommercial grid control
solutions, such as ADMS, in a realistic laboratory environment [22]. We do this through
building a realistic, real-time model of a real or representative distribution power system
that includes behind-the-meter and utility-scale DERs. We then interface the system model
with commercial or precommercial grid management software—such as an ADMS, a DER
management system, a virtual power plant, or an aggregator—through industry-standard
communication protocols. The system model and grid management software can also be
interfaced with power or controller hardware, such as battery inverters, capacitor bank
controllers, electric vehicles, electric water heaters, or air conditioners. The ADMS Test
Bed offers a selection of simulators, such as OpenDSS, which are used for the distribution
system simulator in this T&D co-simulation platform. For the frequency regulation use
case, we modeled a real, solar-rich Xcel Energy distribution feeder in Colorado, USA, in
OpenDSS, and we increased the capacities of the solar power and batteries available on
this distribution circuit.

3.4. DER Aggregator Application Host

The DER aggregator algorithm discussed in Section 2.2 is hosted by an open-source
platform, GridAPPS-D [23], that supports multiple communication standards and follows
industry-accepted data structures, message payloads, and seamless information exchange
capabilities within the T&D co-simulation platform. In the co-simulation setup, the master
part of the Distributed Network Protocol 3 (DNP3) [24] is implemented and shown outside
GridAPPS-D, as shown in Figure 5, to exchange data between the RTAG server and the
Real-Time Automation Controller (RTAC) protocol converter. The data/message flow of
the master DNP3 inside GridAPPS-D, as shown in Figure 5, consists of two elements: the
SEL RTAC and the DNP3 service of GridAPPS-D. The distribution simulator discussed in
Section 3.3 does not support industry-standard communication protocols, like DNP3, as
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needed in this study; thus, the SEL RTAC [25] protocol converter is used to convert User
Datagram Protocol (UDP) messages into the DNP3 packets. Then, the DNP3 packets are
converted to a Common Information Model (CIM)-readable format inside GridAPPS-D
using its master DNP3 service. This service requires static data preparation, including a
name and index number for each measurement (analog or digital data type) for both the
input and output of a given RTAC device (RTU1,. . ., RTUn) in a Comma Separated Values
(CSV) file with mutual understanding between the RTAC operator and the master DNP3
operator. Additionally, opendnp3 and pydnp3 open-source libraries are used to develop
the master DNP3 service inside GridAPPS-D [26]. Based on static data inside the CSV file,
conversion, model, and device port configuration dictionaries are created, as described in
the following steps.
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(1) Conversion dictionary: The conversion dictionary stores the device name, in-
put/output measurement details, and the type of measurement, which includes both
digital and analog data types. In addition, the index dictionary is a crucial part of this
schema because every measurement from the RTAC has a dedicated index number. It also
stores the CIM-identifiable details of each device.

(2) Model dictionary: The model dictionary stores the CIM conventions of the device
names. For example, suppose the CIM object of a given device is an energy consumer. In
that case, for each phase, the VA type of measurement holds the active and reactive load
powers. If the measurement type is PNV, it represents the phase-to-neutral voltage of the
connected node. In the case of the switch type of device, the measurement-type POS is
used to obtain a switch’s on/off position.

(3) Device port configuration dictionary: This dictionary is responsible for storing the
Internet Protocol (IP) address of the external DNP3 device and the local port along with the
internal and external DNP3 address.

Initially, the master DNP3 service launches multiple masters, having the capability of
simultaneously exchanging data every 30 s (configurable). These masters provide more
flexibility to the user because all masters need not exchange bidirectional data between
the RTAC and GridAPPS-D. For example, Master 1, shown in Figure 5, exchanges DNP3
data packets in a bidirectional manner by having both analog input and output channels of
DNP3 service within the T&D testbed. At the same time, Master 2 sends data using only an
analog output channel, and Master 3 uses only an analog input channel to pool data from
the outstation. Further, in the T&D platform, we use Master 1 for the DNP3 data packet
exchange with the sequence of events (SOE) processor received from the outstation. It
provides an interface between the application layer and the SOE callbacks from the master.
Next, the DNP3 packets from the SOE are converted to the CIM format using static data and
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sent to the GridAPPS-D field bus output topic. Any application that needs this information
can subscribe to the field output topic; in this case, the DER control algorithm subscribes to
the field output topic. It processes the data, and the generated results are pushed back to
the field bus. From there, point definitions are defined using the static data and sent back to
the field input topic. Finally, the CIM to DNP3 conversion takes place at the CIM processor,
which handles commands from the application and sends the values to the RTAC protocol
converter through the master.
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Figure 5. Data flow inside GridAPPS-D.

Further, in the co-simulation setup, for the frequency regulation test case, the ACE
signal is sent using web interface to the data bus of GridAPPS-D, which is passed on to the
DER control algorithm to determine the optimal DER control responses. The DER controls
are updated by the control algorithm every 30 s. After the optimal DER set points are
calculated, they are shared with the ADMS Test Bed through DNP3.

3.5. Communication Setup

The data flow within the co-simulation is described in Figure 6, and the case study
demonstration results will be discussed in the next section. For ease of demonstration, we
also employ a display interface to monitor the real-time T&D co-simulation results that
illustrates key parameters, including the ACE signal, system frequency, etc. The display is
shown in Figure 7.
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4. Results and Case Study
4.1. Case Study Setup

The T&D co-simulation employs the Western Interconnection as the studied trans-
mission system and a real distribution feeder in Colorado, USA, as the test distribution
system. The simulated region is shown in Figure 8. The automatic generation control of
the generating units inside Colorado are activated, while the automatic generation control
of the generating units in the rest of the Western Interconnection is disabled, meaning
that they will not ramp up/down to compensate for the power imbalance in the Colorado
region. Detailed distribution feeder data is shown in Table 2. The simulation period starts
at 12 pm, when the PV panels have the highest power output. Choosing a different time
window with less PV generation will reduce the capacity of the DERs to provide frequency
regulation, but it does not affect the T&D co-simulation test setup. For this analysis, it
is also assumed that the initial battery state of charge is set to 50%, and the PV panels
will generate approximately 50% of their available output capability. We intentionally set
the low PV generation output to maximize the headroom for the frequency regulation
service to amplify the impact of the DER response in this study. The frequency regulation
capacity of the distribution system in the testing period is approximately 7 MW for both
the regulation-up and regulation-down services. Note that the peak load capacity of U.S.
Western Interconnection is around 140 GW in 2023 [27], which means the 7 MW frequency
regulation capacity will have a minor impact on the system frequency profile. Thus, we
will use the ACE signal as an indicator to verify the grid service performance. Distribution
system operating constraints, such as line loading, and voltage constraints are incorpo-
rated into the DER control algorithm to ensure that the DER actions will not trigger grid
constraint violations.
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Table 2. Distribution system simulation data.

Number of nodes of distribution system >6000

Peak load demand 19 MW

Total PV capacity 7.5 MW

Total battery energy storage capacity 5 MVA

Before running the T&D co-simulation, the DER control algorithm discussed in Sec-
tion 2 is first validated through offline testing, where a synthetic ACE signal is given to
the control algorithm as input. The validation results are shown in Figure 8. The results
indicate that the control error quickly decreased to near 0 within 10–20 iterations, where
each iteration took less than 30 s. As shown in Figure 9, the employed DER control algo-
rithm can effectively control the DERs to deliver the requested ramp-up/-down power and
minimize the substation injection control error.
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Figure 9. DER control algorithm validation.

4.2. Co-Simulation Results

The co-simulation results using the setup discussed in Section 3 are shown in Figure 10.
First, the co-simulation is initialized by establishing communication and manipulating
the generation output of a selected generator to create a power imbalance. After the
initialization, the ACE value is positive, meaning that the power generation is greater
than the power demand; therefore, the power injection at the distribution substation, i.e.,
the active power net load, gradually increases to approach the control target explained in
Section 2.2, which leads to a reduction in the power imbalance.

The control target is determined by the DER aggregator algorithm. The substation
power is close to the control target within a few minutes of receiving the ACE signal, which
meets the deployment delay requirement of the frequency regulation service. At 12 min of
run time in the co-simulation, an event is created by tripping a power plant with 30 MW of
generation output. This leads to a negative ACE value, meaning that the generation is now
smaller than the power demand. The DER control algorithm observes the negative ACE
signal and updates the DER set points, leading to a rapid drop in the substation net load
consumption to make up for the loss of generation. After 20 min, the ACE value is stabilized
at around 0 MW, which means that the generation and demand balance is restored.
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Figure 10 illustrates the impact of the DER control on the bulk grid, which validates
the feasibility of implementing DERs for bulk grid services. It is also concluded that
the developed T&D co-simulation platform can successfully coordinate the T&D system
simulators to test the T&D interactions and use cases. Throughout the simulation period,
the voltage magnitudes in the distribution system are kept within the acceptable range
from 0.95–1.05 p.u., as shown in Figure 11.
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Figure 12 demonstrates the control of the PV and battery during the co-simulation. In
the first 12 min when the ACE is positive, the total power output of the PV is reduced to
zero, and the batteries are ramping up their charging power to increase the power demand.
After the sudden drop in the generation output at 12 min, the output of the PV rapidly
ramps up to the maximum available output level. The batteries also switch from charging
to discharging.
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We also simulate another comparative case, the no-service case, where the DERs do
not provide frequency regulation service. Figure 13 compares the ACE profiles of the
grid service case to the no-service case. As shown, the ACE is much closer to zero in the
grid service case, when the DERs are contributing to minimize the generation/demand
imbalance. This shows that DERs are capable of providing quality ancillary services to the
bulk grid, and their potential impact and contribution should not be underestimated.
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5. Conclusions

In this paper, we demonstrated a T&D co-simulation platform that coordinates differ-
ent simulators and applications using HELICS in a realistic laboratory environment. The
frequency regulation service is tested using the T&D co-simulation to validate the capability.
The co-simulation results in this specific scenario showed that dispersed DERs can pro-
vide effective frequency support while maintaining voltage constraints in the distribution
system with the proper control setup, and they illustrated the importance of analyzing
the impact of DERs on T&D operations. The initial states of the PV units and batteries
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have been manipulated to create the maximum frequency regulation headroom for ease of
demonstration. Appropriate DER aggregation and incentive programs should be in place
to enable such scenarios in the real world. The developed T&D co-simulation platform has
been proven to be efficient in simulating the interactions between T&D systems, and it can
be used for future use case analyses, such as resilience studies and stability analysis.
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