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Abstract: An accurate forecast of Global Horizontal solar Irradiance (GHI) and Direct Normal
Irradiance (DNI) in cloudy conditions remains a major challenge in the solar energy industry. This
study focuses on the impact of cloud microphysics on GHI and its partition into DNI and Diffuse
Horizontal Irradiance (DHI) using the Weather Research and Forecasting model specifically designed
for solar radiation applications (WRF-Solar) and seven microphysical schemes. Three stratocumulus
(Sc) and five shallow cumulus (Cu) cases are simulated and evaluated against measurements at the
US Department of Energy’s Atmospheric Radiation Measurement (ARM) user facility, Southern Great
Plains (SGP) site. Results show that different microphysical schemes lead to spreads in simulated
solar irradiance components up to 75% and 350% from their ensemble means in the Cu and Sc cases,
respectively. The Cu cases have smaller microphysical sensitivity due to a limited cloud fraction
and smaller domain-averaged cloud water mixing ratio compared to Sc cases. Cloud properties also
influence the partition of GHI into DNI and DHI, and the model simulates better GHI than DNI and
DHI due to a non-physical error compensation between DNI and DHI. The microphysical schemes
that produce more accurate liquid water paths and effective radii of cloud droplets have a better
overall performance.

Keywords: solar irradiance; WRF-Solar model; cloud microphysics; Global Horizontal solar Irradiance
(GHI); Direct Normal Irradiance (DNI); Diffuse Horizontal Irradiance (DHI); cloudy condition; Southern
Great Plains (SGP)

1. Introduction

The environmental benefits and decreasing cost of solar energy significantly enhance
the capacity of installed solar energy. However, the highly variable nature of renewable
energy poses the challenge of a stable electric grid with balanced supply and demand [1].
When solar energy production is high, it is favorable to turn off some fossil fuel plants and
maximize the thermal efficiency of the rest. While solar energy can vary from maximum to
minimum in hours, it takes up to 1 day to restart a fossil fuel plant. Therefore, reliable solar
energy forecasts from hours to days are crucial in maintaining a reliable power grid.

Various methods and techniques have been used in solar irradiance forecasts with
different lead times [2–5]. Statistical methods and cloud tracking techniques produce
more accurate short-term forecasts with a lead-time of 0–6 h (e.g., nowcast). For example,
persistence models are promising in forecasts of less than 30 min [6,7]. Machine learning
methods perform better than persistence models over longer horizons by considering
multiple influencing factors in the past [8–10]. Cloud tracking methods based on satellite
images and forecasted wind fields can produce reliable forecasts several hours ahead with
“frozen” cloud cover [11,12] but have serious limitations when the clouds evolve rapidly.
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The performance of observation-based forecast models generally degrades with in-
creasing forecast time horizons. In comparison, physics-based numerical weather predic-
tion (NWP) models have a prominent advantage in solar irradiance forecasts for longer
horizons (e.g., days ahead) [2–4,7]. However, NWP models suffer from their own defi-
ciencies. One of the actual challenges lies in the representation of the highly variable
sub-grid atmospheric processes influencing solar irradiance. Furthermore, NWP models
have been traditionally focused only on forecasting the global horizontal irradiance (GHI),
e.g., total irradiance received on the horizontal plane, without considering the details of
partitioning the total irradiance into direct (DIR) and diffuse (DHI) horizontal irradiance
components [13]. However, the component of irradiance directly received on a plane
normal to the solar beam, called direct normal irradiance (DNI), is essential to the solar
energy industry using concentrating solar technologies [14,15]. Note that DNI is related
to DIR through the cosine of the zenith angle, µ0, as DNI = DIR/µ0. Thus, we use the
more popular DNI component in the solar industry to refer to the direct solar irradiance
component in this study unless noticed otherwise. The solar energy industry calls for
accurate predictions of both GHI and DNI, posing additional challenges in accurately
simulating the partition of GHI into DNI and DHI.

In clear sky conditions, solar irradiance is critically influenced by aerosol particles that
attenuate the solar irradiance. Aerosols can have complex compositions and various diurnal
cycles [16,17]. However, most NWP models do not have detailed aerosol processes since
aerosol modeling is computationally expensive [18]. Although radiative balance may not be
the major concern for short-term weather prediction, the aerosol–radiation interaction (aerosol
direct effect) is important in solar energy forecasts. Knowing the aerosol optical properties is
key in improving NWP models to predict solar irradiance on clear days.

It is even more challenging to predict solar irradiance in cloudy conditions. Cloud
properties (e.g., cloud fraction and cloud albedo) can change remarkably and rapidly during
the lifetime of clouds. The formation, dissipation, and movement of clouds can lead to
dramatic changes in solar irradiance components over a short period (e.g., ramps), which is
a major challenge in solar energy forecasting. To simulate clouds, NWP models account for
intricate interactions among multiple physical processes, including land–surface forcing,
convections, boundary-layer turbulence, and cloud microphysics. An accurate forecast of
solar irradiance in the cloudy environment relies on the good representations of all the
processes mentioned above in the model, but many processes cannot be resolved directly
by the model grids. As a result, parameterizations based on some approximations are used
to represent these processes [19,20].

Among the parameterized physical processes, cloud microphysics governs the formation,
evolution, and dissipation of clouds, and thus exerts a major influence on the radiative
transfer and hydrological cycle [21]. The treatments of cloud microphysical processes in
NWP models fall generally into two broad categories of bulk and spectral bin microphysical
schemes [22,23]. The bulk microphysical schemes are designed for models with coarse grids
that cannot represent the growth of individual cloud and precipitation particles, and generally
predict the bulk (integral) moment parameters, such as the hydrometer density (or mixing
ratio) in a model grid cell [24–30]. In comparison, the spectral bin microphysical schemes
describe the size (or mass) distributions of hydrometers in several tens of bins to represent
the more realistic evolution of hydrometers [31–34]. Bin microphysics is usually regarded
as the “benchmark” for bulk microphysics; however, the computational cost is at least an
order of magnitude of the bulk schemes, and the increased complexity in bin microphysics
does not guarantee a convergence to the observed reality [23,35]. Our knowledge gaps in the
microphysical processes and the uncertainties in formulating the process rates apply to all
microphysical schemes [22,23]. For example, Johnson et al. [36] suggested various uncertainty
sources in a microphysical scheme, including the input aerosol number concentration, ice
processes, and the interactions between liquid and ice hydrometers.

This study focuses on the effects of bulk cloud microphysical parameterizations on
cloud properties and the components of solar irradiance. The impact of clouds on solar
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irradiance can be investigated through different cloud properties. The radiative effect of
clouds on solar irradiance components is directly related to the cloud fraction and cloud
albedo [37–39]. The cloud albedo is further related to the cloud optical depth (COD), which
is further associated with the liquid water path (LWP) of the clouds and the effective
radii (re) of the cloud droplets (see Appendix A for the detailed relations between solar
irradiance components and different cloud properties). Both LWP and re are determined
by the cloud water content (L) and droplet number concentration (Nc) predicted by the
microphysical schemes in the model. However, representing cloud microphysics remains
elusive, and a number of different cloud microphysical schemes exist. Therefore, the
choice of a microphysical scheme is expected to significantly influence the simulated solar
irradiance components.

To improve forecasting both GHI and DNI in cloudy conditions, this study aims to
examine the influence of shallow clouds on solar irradiance in the state-of-the-art Weather
Research and Forecasting (WRF) model [40] specifically designed for simulating and
forecasting solar radiation (WRF-Solar [13]), with a focus on the effects of microphysical
schemes. Seven commonly used cloud microphysical schemes are examined under different
shallow cloud conditions to achieve this goal. Note that thick clouds reduce nearly all the
solar irradiance reaching the surface [41], regardless of the choice of the microphysical
scheme. Therefore, we only focus on shallow clouds in this study. The results provide
us with new physical insights on cloud–radiation interactions and into advancing the
WRF-Solar forecast of solar irradiance in cloudy conditions.

The rest of the paper is organized as follows. Section 2 describes the cloudy cases,
data, numerical model, and experiments set up. Section 3 discusses the simulation results,
followed by a discussion in Section 4. Section 5 summarizes the key findings.

2. Description of Cloudy Cases, Data, and Model
2.1. Cloudy Cases and Data Used

Three stratocumulus (Sc) and five shallow cumulus (Cu) cases are selected to represent
different cloud types at the Atmospheric Radiation Measurement (ARM) user facility, Southern
Great Plains (SGP) site (Table 1). Most cloudy cases focus on a 15 h duration starting from
6 a.m. local time, except for the Cu20090522 case that started at 12 a.m. local time and
lasted for 60 h. This multi-day case is selected to represent a longer forecast horizon in
practice. Although the cases are selected from spring and summer, they share common
characteristics with Cu and Sc clouds in other seasons. ARM is a US Department of Energy
(DOE) scientific user facility that provides premier ground-based observations over several
decades to study radiation, clouds, aerosols, and their interactions. Multiple data streams at
the ARM SGP site are used to evaluate the WRF-Solar model. They are the Radiative Flux
Analysis (RADFLUXANAL, [42,43]), providing solar irradiances, cloud fraction, and COD;
Active Remote Sensing of Clouds (ARSCL, [44]), providing the cloud fraction at different
heights; Microwave Radiometer Retrievals (MWRRET, [45,46]), providing LWP; and the ARM
Best Estimate (ARMBE, [47]) products, providing all aforementioned properties (see more
information about ARM data streams in the Data Availability Statement). The locations of the
SGP site and the areas of interest are shown in Figure 1. Note that most data streams are only
available at the central facility (C1), except for the RADFLUXANAL data, which are available
at multiple facilities, with locations changing with time (and cases). To be consistent among
different cases and data streams while keeping sufficiently large sample sizes, we consider the
spatial average within 130 km surrounding the central facility, as marked by the red circle in
Figure 1 in the use of the solar irradiance data from RADFLUXANAL.
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Table 1. Selected cloudy cases for the WRF-Solar simulations. The name consists of cloud type (Cu or
Sc) and starting date of the case (yyyymmdd). Case duration is the period of simulation in local time
instead of the exact duration of the clouds. The evaluation is focused on the period when low-level
cloud persists.

Name (Type & Date) Cloud Condition Case Duration

Sc20050325 Low-level and mid-level stratocumulus 15 h from 6:00
Sc20090419 Single-layer low-level stratocumulus 15 h from 6:00
Sc20090506 Single-layer low-level stratocumulus 15 h from 6:00
Cu20090522 Shallow cumulus with high-level ice clouds 60 h from May 22 6:00
Cu20160611 Shallow cumulus 15 h from 6:00
Cu20160619 Shallow cumulus 15 h from 6:00
Cu20160625 Shallow cumulus 15 h from 6:00
Cu20160818 Shallow cumulus with high-level ice clouds 15 h from 6:00
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km radius centered on C1), and cloud measurements at C1 are compared to the domain-averaged 
model simulations. 

The WRF-Solar simulations are driven by the North American Regional Reanalysis 
(NARR, [48]). The 3-hourly analysis of Goddard Earth Observing System Model, Version 
5 (GEOS-5, [49]), is used to provide more realistic aerosol optical properties to the WRF-
Solar model for the radiative transfer within non-cloudy grids. The reanalysis and analysis 

Figure 1. WRF-Solar domains and locations of ARM SGP facilities with solar irradiance measurements
(RADFLUXANAL). Purple-colored sites have data available for cases in 2009 and earlier, while black-
colored sites have data available for 2016, and the sites with two colors overlapped are available at both
periods. Most of the data streams are available at the central facility, C1 for all cloudy cases. The green
box indicates the nested WRF-Solar inner domain at a 3 km horizontal grid resolution (90 km × 90 km).
Solar irradiance measurements are averaged within the red circle (130 km radius centered on C1), and
cloud measurements at C1 are compared to the domain-averaged model simulations.

The WRF-Solar simulations are driven by the North American Regional Reanalysis
(NARR, [48]). The 3-hourly analysis of Goddard Earth Observing System Model, Version 5
(GEOS-5, [49]), is used to provide more realistic aerosol optical properties to the WRF-Solar
model for the radiative transfer within non-cloudy grids. The reanalysis and analysis are
used to reduce the uncertainties from the input data, allowing us to better evaluate the
effects of parameterization schemes to be examined.
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2.2. WRF-Solar Model and Configurations

WRF-Solar was developed based on the WRF model to focus on forecasting GHI and
DNI by Jimenez et al. [13], with improved representations of aerosols and clouds. It has
been used in various studies [13,50–52] and serves as an essential part of integrated forecast
systems, such as MADCast and SUN4CAST [12,51]. It was shown that the solar irradiance
forecast is significantly improved by the use of WRF-Solar compared to other NWP models,
especially in the clear sky condition [13,50,52]. Nevertheless, cloudy conditions remain
challenging in the solar forecast for all NWP models, including WRF-Solar.

Compared to conventional WRF, WRF-Solar has the following augmentations that
improve the solar forecast. (1) The model calculates DNI and partitions GHI into DIR
and DHI. (2) The aerosol direct effect is improved with flexible ways to represent aerosol–
radiation feedback [50,53]. Aerosol optical properties can be either imported directly
into the radiative scheme or derived from the aerosol microphysics when the Thompson
aerosol aware (ThomA) scheme is used [25]. (3) The aerosol indirect effect is incorporated
into cloud microphysics and radiative transfer schemes with consistent cloud properties
across different physical schemes. (4) The sub-grid clouds are enhanced through a new
cumulus parameterization [54,55], which optimizes the shallow convections. (5) An efficient
radiative transfer model, Fast All-sky Radiation Model for Solar applications (FARMS), is
implemented to calculate solar irradiance at each computational time step [56].

To capitalize on the development in WRF since the first version of WRF-Solar in 2016,
we transported all the WRF-Solar components from WRF Version 3.6 to WRF Version 4.1.2.
This newer version of WRF-Solar has more cloud microphysical schemes fully coupled with
the radiative scheme through LWP and re, and it also provides more options of convection
parameterizations to simulate sub-grid clouds. All simulations in this study are conducted
using the upgraded WRF-Solar model.

In the simulations, two nested domains centered over the ARM SGP central facility
are used, with a 3 km resolution in a 90 km × 90 km inner domain on 50 vertical levels
changing linearly, with pressure resulting in a higher vertical resolution (~100–250 m) at
lower levels to better simulate the shallow clouds. The 1350 km × 1350 km outer domain
covers all SGP facilities with a spatial resolution of 9 km to provide synoptic-scale forcing
for the inner domain. The vertical resolution and large-scale forcing are two critical factors
to simulate continental Sc. The simulations start 6 h ahead of each cloudy case to consider
model spinup, and the results are output every 10 min. The model settings (Table 2) follow
the convention of the High-Resolution Rapid Refresh (HRRR, [57]) model. The default
physics packages include the Thompson cloud microphysics scheme (Thom, [24]), Rapid
Radiative Transfer Model for GCM application (RRTMG, [58]), Mellor–Yamada–Nakanishi–
Niino (MYNN, [59,60]) boundary layer scheme, Grell–Freitas (GF, [61]) cumulus scheme,
and the Rapid Update Cycle (RUC, [62]) land surface model (LSM). Since NWP models
commonly underestimate sub-grid clouds, WRF-Solar provides the Deng cumulus scheme
as an option to enhance the sub-grid clouds. However, the Deng scheme considers the
overall effect of deep and shallow convections and works better with coarser resolutions
≥9 km. As a result, we use the GF cumulus scheme for deep convection, which has a
smooth transition from coarse resolutions to convection-permitting resolutions <5 km [61].
To enhance the sub-grid clouds, the Eddy-diffusivity and Mass-flux (EDMF, [63]) module
in the MYNN boundary layer scheme is also enabled to simulate shallow convections, and
the MYNN-EDMF sub-grid clouds are coupled to radiation. In addition, cloud fraction is
parameterized based on relative humidity, following Xu and Randall [64].

To investigate the effect of microphysics on solar irradiance, seven commonly used
bulk microphysical schemes having re coupled with the RRTMG scheme besides the
mass of cloud hydrometers in WRF V4.1.2 are examined. These schemes are the WRF
single-moment 6 category (WSM6, [65]), WRF double-moment 6 category (WDM6, [26]),
NSSL double-moment (NDM, [29]), P3 single-moment (P3S, [28]), and P3 double-moment
(P3D, [28]) schemes, besides the Thom and ThomA schemes (Table 2). Specifically, the
RRTMG scheme uses re from the seven microphysical schemes instead of the prescribed val-
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ues of re in the radiative scheme. Therefore, the model has a more consistent representation
of indirect aerosol effect and cloud properties across the key physics packages. The RRTMG
scheme calculates GHI and DNI using different values of cloud transmittance, correspond-
ing with different lengths of cloud layer that the GHI and DNI make a path through. DIR
is then derived from DNI, followed by the estimation of DHI as the residual between GHI
and DIR. The selected microphysical schemes have different categories of solid hydromete-
ors, but all consider cloud droplets and rain drops in warm clouds. These microphysical
schemes include four double-moment (DM) schemes (ThomA, WDM6, NDM, and P3D)
that predict both L and Nc and three single-moment (SM) schemes (Thom, WSM6, and
P3S) that only predict L with a prescribed constant Nc to diagnose cloud droplet sizes. To
make the microphysical schemes more comparable, we prescribe Nc in all SM schemes as
300 cm−3, which is a typical value over the SGP. As for the DM schemes, a typical number
concentration of cloud condensation nuclei (CCN) at 600 cm−3 is prescribed, and some
CCN (110~415 cm−3 with an average around 300 cm−3) can be activated to cloud droplets,
depending on the local supersaturation and the droplet nucleation scheme associated with
the cloud microphysical scheme. Note that the fixed CCN concentration is only used in
the droplet nucleation parameterizations. The GEOS-5 aerosol optical properties are still
used to calculate radiative transfer in the non-cloudy grids. A detailed comparison of these
microphysical schemes is provided in Appendix B.

Table 2. Model configuration and the microphysical schemes examined.

Configurations Descriptions

Inputs NARR Initial and boundary conditions
GEOS-5 Aerosol optical properties

*# of domains 2
*# of vertical levels 50 Decrease linearly in pressure

Grid resolution 3 km Inner domain

Microphysics

Thompson (Thom **) mp_phsyics option = 8
Thompson aerosol aware (ThomA **) mp_phsyics option = 28

WSM6 mp_phsyics option = 6
WDM6 mp_phsyics option = 16

NSSL double-moment (NDM **) mp_phsyics option = 17
P3 single-moment (P3S **) mp_phsyics option = 50

P3 double-moment (P3D **) mp_phsyics option = 52
Radiation RRTMG

Boundary layer and shallow convection MYNN-EDMF
Land surface RUC

Deep Convection Grell–Freitas, (GF)

*# means number; ** Short notation for microphysics scheme used in this study.

3. Results
3.1. Evaluation against Observations

To investigate the model performance of the clouds and radiative properties in general,
we first evaluate the simulations from the default Thom microphysical scheme against the
corresponding measurements. Figure 2 compares the temporal variations of various simulated
solar irradiance against the corresponding measurements for the cloudy cases. In the Cu cases,
the model produces GHI comparable to the observation, but the simulated DIR and DHI have
larger biases than GHI (more details on evaluation metrics are presented in Section 4.1). The
larger biases in DIR and DHI indicate compensating errors in model physics. When the Cu
amount is overestimated, the DIR is negatively biased, whereas the DHI is positively biased.
The opposite biases in DIR and DHI are canceled out when adding up the two components as
GHI. This result reveals that WRF-Solar does not well-partition GHI into DIR and DHI, even
when GHI is well-produced. Compared to the Cu cases, the Sc cases exhibit more prominent
differences between the simulated and observed solar irradiance, likely due to larger cloud
fraction and biases in simulated cloud properties (to be detailed later). All but the Sc20050325
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case exhibit a negative bias in DIR but positive bias in DHI, reinforcing the possible error
compensation between DIR and DHI to generate better GHI identified in the Cu cases. For
the Sc20050325 case, which has two layers of cloud, both DIR and DHI are enhanced due to
the reduced cloud fraction but increased high-level cloud depth compared to the observation
(see Section 4.5 for a more detailed discussion on vertical cloud profiles).
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To explore the physical reasons underlying the biases in simulated solar irradiance
components, Figure 3 shows the relationships of the biases in GHI, DNI, and DHI to
biases in cloud fraction (upper panels), cloud albedo (middle panels), and cloud optical
depth (lower panels) for all cloudy cases. Since the percent errors in DNI and DIR are
identical, only errors in DNI are shown hereafter. It is evident that larger errors in solar
irradiance components are generally related to larger errors in the cloud properties.
Both errors in GHI and DNI have negative relationships with errors in cloud fraction
and cloud albedo, indicating the association of enhanced GHI and DNI with reduced
cloud fraction and albedo. However, the relationship between errors in DHI and cloud
properties is more complex. For the shallow Cu cases with small cloud fractions, errors
in DHI and cloud fraction are positively related, suggesting that overestimated cloud
fraction leads to overestimated DHI. But, the negative errors in cloud fraction are related
to positive errors in DHI for the Sc cases, implying that underestimated cloud fraction
leads to overestimated DHI when the clouds are optically thick, and the cloud fraction
is significantly large. Similarly, the relationships between DHI and cloud albedo also
depend on the cloud properties of each cloudy case, and the thick clouds (e.g., Sc before
the dissipating stage) are more likely to have negative relationships between DHI and
cloud albedo. In addition, solar irradiance components in Sc cases appear to have a more
significant response to the bias in cloud properties due to the larger cloud fraction in the
domain of interest. Comparing different cloud properties, the model simulates slightly
more positive biases (54.3%) than negative biases (45.7%) in cloud fraction, with a positive
bias of 7% in all-case average. In contrast, the model produces slightly more negative
biases (53%) than positive biases (47%) for cloud albedo, with the mean bias of all cases
in cloud albedo being −0.03. The underestimated cloud albedo is largely consistent with
the behavior of COD in the direction of biases shown in the bottom row. The COD is
negatively biased in most cases (89.7%), with an averaged bias of −14.4. The more biased
COD is likely due to the fact that the rate of increase in albedo gradually levels off as
COD increases, although cloud albedo is an increasing function of COD. The opposing
errors in simulated cloud fraction and cloud albedo (or COD) suggest another set of
potential error compensations. The overestimated cloud fraction can be compensated by
the underestimated cloud albedo (or COD) in the model to produce similar simulated
solar irradiance components.

To explore the influence of microphysical schemes, we dissect the bias in COD deter-
mined by LWP and re that are directly determined by the selected microphysical schemes.
Figure 4 shows the error in COD as a joint function of errors in LWP and re. The under-
estimated COD corresponds with underestimated LWP (70.2% of negative errors) and re
(65.6% of negative errors). Physically, smaller LWP and larger re contribute to smaller COD
(see Appendix A, Equation (A8)), while the negative errors in both COD and re suggest
that re has a smaller impact on COD compared to LWP. The negative relationship between
errors in COD and re becomes evident for a fixed error in LWP. The different influences of
LWP and re on COD will further impact the solar irradiance components, which will be
discussed in Sections 4.2 and 4.3.
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nents, which will be discussed in Sections 4.2 and 4.3. 

Figure 3. Relationships between the errors in macrophysical cloud properties and errors in solar
irradiances during the observed cloudy periods for all the cases using the Thom microphysical
scheme. The percent errors in GHI, DNI, and DHI are shown in the first–third columns. The cloud
fraction, cloud albedo, and COD are shown in the first–third rows, respectively. The errors in solar
irradiance are normalized to the observation to minimize the influence of a strong diurnal cycle; thus,
the percent errors in DNI and DIR are identical. The cloud fraction and cloud albedo shown here
are derived from GHI and DIR and the corresponding clear-sky values with the approach presented
in [38,39] (see Appendix A).
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3.2. Influences of Microphysical Schemes

It is expected that using different cloud microphysical schemes significantly impacts the
simulated cloud properties and solar irradiance. To quantify the microphysical influences,
Figure 5 shows the ranges of solar irradiance components simulated with the seven different
microphysical schemes relative to the ensemble mean as a function of time for all cloudy
cases. For the Sc cases in which DHI contributes the most to GHI, the range of spread is about
100~200% in GHI and DHI, and 200~350% in DNI. In comparison, the Cu cases have smaller
spreads, which are up to 50% in GHI and DNI, and ~75% in DHI. The absolute differences
in solar irradiance components between the maximum and minimum values caused by
different microphysical schemes can reach 600 W/m2 in the Sc case around local solar noon.
In comparison, the Cu cases have a smaller range up to 150 W/m2 due to smaller cloud
fractions and, thus a relatively smaller influence by microphysics. It is worth noting that the
most dramatic differences in solar irradiance are related to different cloud durations resulting
from different microphysical schemes used. Clouds may dissipate with one microphysics
scheme but persist with another scheme at a given time.
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Figure 5. The range of difference in simulated solar irradiances measured as the maximum and
minimum resulting from different microphysical schemes. The first row shows the relative maximum
(solid) and minimum (dotted) deviations from of the ensemble means of GHI, DNI, and DHI. The
second row shows the absolute differences in solar irradiances between the maximum and minimum
values. Only the observed cloudy periods are shown. The Cu20090522 case is excluded because of its
different temporal length.

The distinct sensitivities of solar irradiance to the microphysical schemes in the Sc
and Cu cases can also be attributed to the cloud water mixing ratio in clouds. Figure 6
shows that clouds with higher domain-averaged total water mixing ratios (Qtot_ave) tend
to have larger spreads in solar irradiance components, resulting from the use of different
microphysical schemes. Statistically, cases with larger Qtot_ave are likely to have more
significant variations in Qtot_ave, leading to more distinct solar irradiance. Note that
Qtot_ave is weighted by the vertical depth of cloudy grids. Thus, the effects of cloud
fraction and cloud thickness are also implicitly included. The smaller Qtot_ave in Cu cases
is consistent with the limited cloud fraction. In the Sc cases, where the cloud fraction is
similar, Qtot_ave is more representative of how “dense” the cloud is. Therefore, clouds with
similar LWP but different cloud thicknesses may react to microphysical schemes differently.
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Figure 6. Dispersion (standard deviation/ensemble mean) in solar irradiance using different micro-
physical schemes against the ensemble mean of the total cloud water mixing ratio (cloud water + ice)
weighted by the vertical depth of cloudy grids (e.g., cloud water path divided by cloud thickness).
All properties are domainaveraged temporal values.

It is noteworthy that the end effect of cloud microphysics on solar irradiance arises
from its combined effects on cloud microphysical properties (e.g., L, Nc, and re) and macro-
physical properties (e.g., cloud fraction and cloud albedo). To illustrate this point, Figure 7
shows the ranges of differences in cloud fraction, cloud albedo, COD, LWP, re, L, and Nc
caused by using different microphysical schemes. The sensitivities in the microphysical
properties are generally larger than the macrophysical properties of the clouds since the
former are more directly influenced by the microphysical schemes. For example, the range
of spread is about 500%~700% in Nc, 300%~400% in L, and 200%~300% in re. In compari-
son, the spreads in cloud fraction and cloud albedo are 100%~200%. The larger spread in
LWP (300%~800%) results from the combined effects of microphysical schemes on L and
cloud thickness (200%~600%). The reduced sensitivities in cloud properties from the micro-
physical level to macrophysical level reveal how microphysical schemes influence solar
irradiance through different levels of cloud properties. Different sensitivities between Sc
and Cu cases are more obvious in the cloud properties directly influenced by microphysical
schemes, such as LWP, L, and Nc. Note that more extensive ranges of spread in percentage
are related to relatively smaller ensemble means. The persistent minimum deviations in re
and Nc indicate that at least one of the ensemble members does not generate clouds at a
given time, and the MP schemes do not agree well on the simulated cloud evolution.

Atmosphere 2024, 15, x FOR PEER REVIEW 12 of 29 
 

 

 
Figure 7. Same as Figure 5 but for the range of differences in cloud properties, including cloud frac-
tion, cloud albedo, COD, LWP, re, qc, and Nc. Cloud properties shown have more and more direct 
influence by the microphysical scheme from the top row to the bottom row. 

4. Further Discussion 
4.1. Performance of Different Microphysical Schemes 

To quantitatively assess the performance of different microphysical schemes, two 
metrics are employed, e.g., percent error (PE) and relative Euclidean distance (D). The 
former is a commonly used metric defined as the root mean square error (RMSE) normal-
ized by the mean, and the latter has a combination of factors including errors in mean, 
standard deviation, and correlation as 

𝐷 =  ඨቆ𝑀ഥ − 𝑂ത𝑂ത ቇଶ + ൬𝜎ெ − 𝜎ை𝜎ை ൰ଶ + (𝑐 − 1)ଶ,      (1)

where 𝑀 and 𝑂 represent the model and observation, respectively, the bar overhead in-
dicates the mean, 𝜎 is the standard deviation, and 𝑐 is the correlation between model 
and observation [66]. A smaller D represents a better model performance.  

Figure 8 shows the evaluation metrics of solar irradiance and cloud properties for the 
two typical cloudy cases Sc20090506 and Cu20160619 chosen to represent the correspond-
ing Cu and Sc cloud regimes. The two cases are selected for long-lasting, single-layer shal-
low clouds in the observation and relatively fewer fake high clouds in the simulations 
during the observed cloudy period. The performance of WRF-Solar varies among differ-
ent microphysical schemes used, and more substantial discrepancies are found in cloud 
properties than in solar irradiance. Since different metrics capture different aspects of the 
model performance, individual metrics may not agree with each other. For example, the 
NDM scheme has a percentage error in cloud albedo comparable to other schemes but has 

Figure 7. Cont.



Atmosphere 2024, 15, 39 12 of 28

Atmosphere 2024, 15, x FOR PEER REVIEW 12 of 29 
 

 

 
Figure 7. Same as Figure 5 but for the range of differences in cloud properties, including cloud frac-
tion, cloud albedo, COD, LWP, re, qc, and Nc. Cloud properties shown have more and more direct 
influence by the microphysical scheme from the top row to the bottom row. 

4. Further Discussion 
4.1. Performance of Different Microphysical Schemes 

To quantitatively assess the performance of different microphysical schemes, two 
metrics are employed, e.g., percent error (PE) and relative Euclidean distance (D). The 
former is a commonly used metric defined as the root mean square error (RMSE) normal-
ized by the mean, and the latter has a combination of factors including errors in mean, 
standard deviation, and correlation as 

𝐷 =  ඨቆ𝑀ഥ − 𝑂ത𝑂ത ቇଶ + ൬𝜎ெ − 𝜎ை𝜎ை ൰ଶ + (𝑐 − 1)ଶ,      (1)

where 𝑀 and 𝑂 represent the model and observation, respectively, the bar overhead in-
dicates the mean, 𝜎 is the standard deviation, and 𝑐 is the correlation between model 
and observation [66]. A smaller D represents a better model performance.  

Figure 8 shows the evaluation metrics of solar irradiance and cloud properties for the 
two typical cloudy cases Sc20090506 and Cu20160619 chosen to represent the correspond-
ing Cu and Sc cloud regimes. The two cases are selected for long-lasting, single-layer shal-
low clouds in the observation and relatively fewer fake high clouds in the simulations 
during the observed cloudy period. The performance of WRF-Solar varies among differ-
ent microphysical schemes used, and more substantial discrepancies are found in cloud 
properties than in solar irradiance. Since different metrics capture different aspects of the 
model performance, individual metrics may not agree with each other. For example, the 
NDM scheme has a percentage error in cloud albedo comparable to other schemes but has 

Figure 7. Same as Figure 5 but for the range of differences in cloud properties, including cloud
fraction, cloud albedo, COD, LWP, re, qc, and Nc. Cloud properties shown have more and more
direct influence by the microphysical scheme from the top row to the bottom row.

4. Further Discussion
4.1. Performance of Different Microphysical Schemes

To quantitatively assess the performance of different microphysical schemes, two
metrics are employed, e.g., percent error (PE) and relative Euclidean distance (D). The
former is a commonly used metric defined as the root mean square error (RMSE) normalized
by the mean, and the latter has a combination of factors including errors in mean, standard
deviation, and correlation as

D =

√√√√(M − O
O

)2

+

(
σM − σO

σO

)2
+ (c − 1)2, (1)

where M and O represent the model and observation, respectively, the bar overhead
indicates the mean, σ is the standard deviation, and c is the correlation between model and
observation [66]. A smaller D represents a better model performance.

Figure 8 shows the evaluation metrics of solar irradiance and cloud properties for the
two typical cloudy cases Sc20090506 and Cu20160619 chosen to represent the corresponding
Cu and Sc cloud regimes. The two cases are selected for long-lasting, single-layer shallow
clouds in the observation and relatively fewer fake high clouds in the simulations during
the observed cloudy period. The performance of WRF-Solar varies among different micro-
physical schemes used, and more substantial discrepancies are found in cloud properties
than in solar irradiance. Since different metrics capture different aspects of the model
performance, individual metrics may not agree with each other. For example, the NDM
scheme has a percentage error in cloud albedo comparable to other schemes but has the
largest Euclidian distance among all microphysical schemes. Therefore, multiple metrics are
needed to provide a more comprehensive evaluation. Nevertheless, both metrics indicate
better performance in total irradiance than the direct and diffuse components. Interestingly,
the schemes with the best performance in GHI (e.g., ThomA and P3D) are not necessarily
the best in terms of DNI and DHI, which indicates the complexity of compensating errors
between direct and diffuse components of solar irradiance. A small sensitivity in the Cu
case is due to the small cloud fraction in the domain. With more cloud-free grids in the
Cu case, the same aerosol direct effect reduces the dispersion in solar irradiance among
simulations using different microphysical schemes. Among all the tested microphysical
schemes, the ThomA scheme has the best performance across all components of solar
irradiance, especially in the Sc case.

Note that both RMSE and D consider the combined performance in mean, variation
(e.g., standard deviation), and correlation. When looking at the contribution of individual
error components to the metrics, the Sc case has larger errors in the mean and standard
deviation for both radiative and cloud properties. For the Cu case, the large errors in Cu
cloud properties are mainly due to a poor correlation with observations. Note that the
errors in radiative properties have similar contributions from the mean, standard deviation,
and correlation for most microphysical schemes, except for the WSM6, WDM6, and NDM
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schemes that result in larger errors in DHI. The significantly different magnitudes of
errors in the radiative and cloud properties indicate a smaller influence of clouds on solar
irradiance in the Cu case due to the limited cloud amount in the domain.
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4.2. Effect of Microphysical Schemes

To help understand why some microphysical schemes perform better than others, we
show the relationship between solar irradiance components and different cloud properties
in Figure 9 for the Sc20090506 case. Differences in the cloud microphysical properties indi-
cate the influences of various microphysical schemes. For the Sc case, most of the schemes
simulate small variations in re, especially for the single-moment schemes. Since re is related
to Nc and relative dispersion of cloud droplets in addition to L (see Appendix B), the
single-moment schemes with fixed Nc and relative dispersion produce relatively uniform
re that is distinct from the observation. In comparison, the double-moment schemes predict
the changes in Nc; thus, the corresponding re has larger variations. Note that the WDM6
and NDM schemes exert smaller influences on re because the fixed spectral shape of the
cloud droplet size distribution is used for the two schemes, neglecting the effect of relative
dispersion in cloud droplet sizes on re [67,68]. Among all tested microphysical schemes,
the ThomA scheme produces re closest to the observation in terms of both the range and
the relationships to solar irradiance components. The negative relationship between re and
GHI appears to contradict the physics that larger re contributes to smaller COD and thus
larger GHI; however, re is not the only factor that influences COD and solar irradiance
components. Compared to re, LWP contributes more to COD and has a larger impact on
solar irradiance. Most microphysical schemes produce significantly smaller LWP than the
observations, except for the WDM6 and WSM6 schemes. The COD is further reduced with
the schemes producing larger re (ThomA, P3D, and P3S).
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Figure 9. Relationships between solar irradiances and various cloud properties for the Sc20090506 case
simulated by WRF-Solar, with different microphysical schemes colored using the crosses, representing
single-moment schemes, and squares, representing double-moment schemes. All properties are
spatially averaged over all available stations for observation (e.g., in the red cycle of Figure 1
for the solar irradiances and C1 facility for cloud properties) and the entire inner model domain
for simulations including cloud-free columns, except for re, which is a cloud-scale average. The
normalized solar irradiances (allsky/clearsky) are used to minimize the effect of the solar diurnal
cycle, and the normalized DNI and DIR are identical.

At the macrophysical level, most of the schemes produce overestimated cloud frac-
tions to compensate for the underestimated COD, resulting in similar domain-averaged
cloud albedo as an observation. Two exceptions are the WDM6 and NDM schemes. The
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former produces both large COD and large cloud fractions and thus leads to significantly
underestimated GHI and DNI, whereas the latter overestimates GHI and DNI due to both
small COD and cloud fractions.

For the Cu20160619 case (Figure 10), all microphysical schemes overestimate LWP.
But, the larger values of re from the ThomA, P3D, and P3S schemes contribute to the
reduced COD, even when the range of LWP is similar to other microphysical schemes. The
cloud fractions of the Cu case are relatively well captured across different microphysical
schemes, with small overestimations. The components of solar irradiance are slightly
underestimated. However, the difference in COD leads to a discrepancy in cloud albedo
among the simulations.
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4.3. Influence of Cloud Properties on GHI and Its Partition

The solar irradiance components corresponding to individual cloud properties have
been shown in Figures 3, 9 and 10 for different cloudy cases and microphysical schemes.
However, the components of solar irradiance are the results of the combined influences
of different cloud properties. Figure 11 shows the solar irradiance with the combination
of two cloud properties. For the pair of LWP and re, components of solar irradiance are
mainly determined by the LWP. When the LWP is fixed, solar irradiance is enhanced slightly
with increasing re. The pair of cloud fraction and albedo have equivalent influences on
solar irradiance. As for the combination of COD and cloud fraction, both cloud properties
significantly influence solar irradiance. However, COD has smaller influences on GHI and
DNI but a more prominent influence on DHI, likely due to the nonlinear relationship of DHI
to cloud properties. The increased cloud fraction leads to increased DHI when COD is small
but decreased DHI when COD is large. As a result, the DHI changes more dramatically
with COD when the cloud fraction is large. In addition, different microphysical schemes
result in similar cloud fractions but more distinct COD in the Cu cases. But, for the Sc cases,
different microphysical schemes produce remarkable variations in cloud fraction and COD,
which also explains why solar irradiance shows a larger sensitivity in the Sc cases.
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One particular feature from the simulated solar irradiance worth highlighting is the
compensating errors between DIR and DHI. Figure 12 shows the solar ratio between DIR
and DHI with the corresponding cloud properties for all selected cases. In the observation,
the solar ratio has negative relations with cloud properties, mainly due to the negative
relation between DIR and cloud properties. However, the sensitivity of the solar ratio
varies within different ranges of cloud properties. When cloud fraction, albedo, and COD
are small, the solar ratio decreases more significantly with increasing cloud properties since
DHI is positively related to the clouds under such conditions. When clouds become more
abundant and thicker, DHI is attenuated with increasing clouds. Thus, the decrease of solar
ratio becomes slower. For cloud albedo and COD, the inflection points are obvious, after
which the DIR is close to zero and the solar ratio is almost flat.

In comparison, the RRTMG scheme in WRF-Solar reproduces the negative relations
between solar ratio and clouds when the cloud properties are relatively large. However,
some simulated Cu cases show a positive relationship between solar ratio and cloud
fraction, likely due to the coincidence of the Cu development with the diurnal cycle of
solar irradiance. In these cases, Cu initiates in the early morning with small cloud fractions
corresponding to small DIR. As time goes on, the cloud fraction increases slowly (so does
DHI) while the DIR increases more dramatically as the sun rises, resulting in a positive
relationship between the solar ratio and Cu fraction. In other words, the model produces
more shallow clouds around dawn and dusk than observations, which leads to the positive
relationships in these Cu cases. Besides the response of solar ratio to cloud properties, the
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biases in the partition of total irradiance are also obvious in the magnitude of the solar ratio.
For the simulations with underestimated DIR and overestimated DHI, the solar ratio is
smaller than the observations, e.g., Sc20090419, Sc20090506, and Cu20090522 cases. When
the DIR is negatively biased, the positive relationship is further enhanced. At the same time,
the overestimated DIR and underestimated DHI leads to a solar ratio larger than observation,
e.g., Cu20160818. For the current model settings, the biases in the partition of GHI into DIR
and DHI are primarily due to the biases in cloud properties. The partition of GHI using
another radiative scheme, FARMS, shows similar qualitiave characteristics to RRTMG, that the
positive solar ratio is found when the cloud fraction and albedo are small, but the magnitude
of solar ratio is different from using the RRTMG scheme in most of the cases.
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4.4. Model Uncertainties

Figures 9 and 10 demonstrate how microphysical schemes affect the solar irradiance
components through the impacts on re and LWP. It is expected that any microphysical pro-
cesses that influence Nc, L, and the shape of cloud droplet size distribution, µ, will affect
solar irradiance by affecting re, LWP, and the cloud fraction as well. However, there are many
uncertainties in the microphysical schemes used. First of all, the unrealistic uniformed re is
produced by the single-moment schemes with fixed Nc and some double-moment schemes
without considering the changes in µ. Second, for the double-moment schemes consider-
ing the changes in µ, different parameterizations are used for cloud droplet activation and
autoconversion, resulting in various Nc and L with different microphysical schemes. Third,
accurate aerosol input is needed to activate cloud droplets in the double-moment schemes.
However, many double-moment schemes do not consider the spatial and temporal vari-
ations of aerosols, and the aerosol indirect effect on solar irradiance is not represented in
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these schemes. Fourth, some processes influencing cloud water are not well-represented
in microphysical schemes. For example, the entrainment-mixing is not considered in most
microphysical schemes. Also, the relative dispersion of cloud droplets is not well-represented
in many processes. Many schemes consider the Kessler-type autoconversion with a sharp
change in the threshold function regardless of different cloudy conditions.

In addition, not all the microphysical schemes are fully coupled with radiative schemes
to represent the cloud–radiation interaction in the WRF-Solar model. For example, the
Morrison, Lin, and NSSL single-moment schemes in WRF V4.1.2 only provide L to the
radiative scheme, with the re prescribed based on temperature and land type information.
Thus, these microphysical schemes will have a relatively limited impact on solar irradiance.

4.5. Vertical Profile of Cloud Fraction

Although the focus of this study is on liquid clouds, the model can generate spurious
high clouds (Figure 13). The observed cloud fraction is from the data streams derived from
millimeter-wave cloud radar and micropulse lidar at the central facility. WRF-Solar simu-
lations generally capture the observed low-level clouds but with a slight overestimation
of cloud fraction and cloud duration in most cases, except for the Sc20050325 case. For
example, the Sc20090506 case dissipates about 6 h later in the model, and the simulated
Cu cases have a 2–3 h earlier onset and later dissipation compared to the observation.
Compared to the fair-weather Cu, the continental Sc has a much thinner cloud depth. It
is usually associated with a frontal system, resulting in different environments across the
front and stronger synoptic forcing. In the simulations, the deck of Sc is well-captured
due to properly represented synoptic-scale forcing. However, the high-level clouds are
biased. The coarser vertical resolution at upper levels leads to a diluted cloud fraction
with a larger vertical extent in the Sc20050325 case. In addition, the simulations produce
a significant amount of fake high clouds, especially in the Cu cases, which is likely a
byproduct of the convective parameterizations since no fake high clouds are produced in
the corresponding simulations from the Large Eddy Simulation Atmospheric Radiation
Measurement Symbiotic Simulation and Observation (LASSO) project [69].
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In combination with low clouds, the model-generated high clouds have complex effects
on the solar irradiance and present a good example of the possible error compensation
between simulated DIR and DHI. Compared to the low clouds, the high clouds are optically
thinner. Therefore, slightly overestimated high clouds have a limited impact on DIR, e.g.,
Cu20160625. However, when the fake high clouds are thick enough, DIR is reduced while
DHI is enhanced; the resultant error compensation between DNI and DHR makes GHI less
affected, e.g., Sc20090506 around 15:00 LT and Cu20090522 (Figure 2).

5. Conclusions

The influences of cloud microphysics on GHI and its partition into DNI and DHI are
examined by use of the WRF-Solar model, with seven different commonly used microphys-
ical parameterizations that are fully coupled with the radiative scheme in WRF Version
4.1.2. Three Sc cases and five Cu cases at the ARM SGP site are examined to represent
different cloud types under different weather conditions.

The sensitivities of solar irradiance and cloud properties to microphysical schemes are
significant and vary with different cloud types. The solar irradiance in Sc cases have larger
sensitivities to microphysical schemes than the Cu cases since Cu has smaller cloud fractions
and a domain-averaged total water mixing ratio, thus a limited impact on solar irradiance.
When the cloud fraction is similar in Sc cases, larger values of the total water mixing ratio
lead to more prominent spreads in simulated solar irradiance with different microphysical
schemes. The sensitivity lies in combinations of different LWP and re, originating from
different L, Nc, and the shape of cloud droplet distribution produced by the microphysical
schemes that further stem from the various treatments of microphysical processes, including
cloud droplet nucleation, condensation/evaporation, and autoconversion. Among the
examined microphysical schemes, the ThomA scheme has the best performance in terms of
both percent error and relative Euclidean distance of the radiative properties, likely due to
the better representation of microphysical processes and the consideration of the varying
shape of cloud droplet size distribution.

Cloud fraction and cloud albedo have an equally significant impact on solar irradiance,
but the responses of individual radiative components are different. Both GHI and DNI
are negatively related to cloud fraction and cloud albedo. In contrast, DHI is positively
related to cloud fraction and albedo before the clouds are thick enough to attenuate DHI.
Furthermore, re has a smaller influence on COD (thus solar irradiance) than LWP, but it
moderates COD when re is large. The negative relationship between re and GHI is obvious
for given LWP. The partition of GHI also depends on the cloud properties. The errors in the
partition are represented as different magnitudes of solar ratio (DIR/DHI), with negatively
biased DIR being related to a smaller solar ratio compared to observations and vice versa.
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Due to the error cancellation, WRF-Solar simulates GHI better than DNI and DHI.
In most cases, the errors in solar irradiance components are closely related to the cloud
properties, with overestimated cloud fraction and underestimated cloud optical depth. The
overestimated cloud fractions, especially the fake high-level clouds, are likely due to the
convection parameterizations used, while the underestimated cloud optical depth is more
related to the LWP and re determined by the microphysical schemes used. Microphysical
schemes also exert indirect influences on cloud fraction. Thus, the solar irradiance forecast
based on NWP models may benefit more from the ensemble simulations with different
parameterizations. In addition, the identified error sources in the physical chain provide
crucial insights into future-improving model microphysics.

Several points are noteworthy. First, this study explores the general influences of
cloud microphysical parameterization on solar irradiance components and quantifies
the spread of uncertainty spanned by seven commonly used schemes. Future studies
will focus on specific physical processes, including droplet nucleation, cloud droplet
spectral shape representation, autoconversion process, and entrainment-mixing processes.
Second, this study uses the WRF-Solar with 3 km horizontal resolution and 100–250 m
vertical resolutions near the surface. Similar studies using high-resolution LES simulations
that better resolve shallow convection merit future investigation. Third, land types and
properties such as surface albedo are expected to affect the numerical simulations as
well [70–72]. We plan to examine such influences in the future. Finally, clouds and thus
the microphysical parameterizations likely exhibit different wavelength dependence [73]
beyond the broadband influences on GHI, DNI, and DHI investigated in this study. Thus,
detailed spectral dependence merits future investigation.
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Appendix A. Relationships between Solar Irradiances and Cloud Properties

The effect of clouds on solar irradiance can be quantified by the relative cloud radiative
forcing (RCRF) at the surface, αSRF

cld , following Betts and Viterbo [37] as

αSRF
cld = −

Fdn
all − Fdn

clr

Fdn
clr

=
Fdn

all

Fdn
clr

− 1, (A1)

where F is the surface horizontal irradiance described by a range of superscripts and
subscripts, with dn representing downward, all representing all sky, and clr representing a
clear sky condition. Liu et al. [38] and Xie and Liu [39] further demonstrate that the RCRF
is directly related to the cloud fraction, f , and cloud albedo, αr. Briefly, the downward all
sky solar irradiance, Fdn

all , can be expressed by the clear and cloudy component as

Fdn
all = f Fdn

cld + (1 − f )Fdn
clr . (A2)

Using the single-layer cloud approximation, the cloudy component can be related to
the clear component as Fdn

cld = (1 − αr)(1 − αa)Fdn
clr , where αa is the cloud aborptance. Thus,

Equation (A2) can be rearranged as

Fdn
all

Fdn
clr

− 1 = (αr + αa − αrαa) f . (A3)

Since αa is usually much smaller than αr for shortwave radiation, and the second
order term αrαa is even smaller, using the definition of αSRF

cld and neglecting the small terms,
Equation (A3) can be further simplified to

αSRF
cld = αr f . (A4)

Equation (A4) reveals the relationship between solar irradiance and macro cloud properties.
Besides cloud fraction and albedo, the effect of cloud on solar irradiance can also be

characterized by the cloud transmittance, Tcld, which is related to cloud optical depth τcld
by the Beer–Bouguer–Lambert law as

Tcld = exp
(
−τcld

µ0

)
, (A5)

where µ0 is the cosine of the solar zenith angle, and τcld is further related to the cloud
microphysical and macrophysical properties through the integration of the extinction cross-
section of an individual cloud particle over the entire particle size spectrum and the cloud
thickness [74–76], e.g.,

τcld =
∫ H

z=0

∫ ∞

r=0
Qextπr2N(r)drdz, (A6)

in which Qext is the efficiency factor for extinction, r is the radius of the cloud particle, N(r)
is the number concentration of the cloud particle with size r, z is the height above the cloud
base, and H is the cloud thickness. In the radiative scheme, the liquid water clouds are
characterized by the liquid water path (LWP), defined as the vertical integral of the liquid
water content, L:

LWP =
∫ H

z=0
Ldz =

∫ H

z=0

∫ ∞

r=0
ρw

4π

3
r3N(r)drdz. (A7)
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Since the size of cloud droplets (in terms of circumference) is much larger than the
wavelengths of solar irradiance, Qext approaches the value of 2. Combining the preceding
two equations, we obtain

τcld =
3LWP
2ρwre

, (A8)

where re is the effective radius defined as the ratio between the third and second moment of
the droplet size distribution, e.g., re =

∫ ∞
0 r3N(r)dr/

∫ ∞
0 r2N(r)dr, and re denotes the cloud-

layer-averaged effective radius. Equation (A8) reveals the second level of the relationship
between solar irradiance and cloud microphysical properties.

The relationships between solar irradiance and cloud properties of different levels,
e.g., Equations (A4) and (A8), are related using a two-stream approximation with cloud
absorptance neglected [77,78],

αr =
bτcld/µ0

1 + bτcld/µ0
, (A9)

b = 0.5 − 0.5g, (A10)

where g is the asymmetry factor of the cloud particles. Therefore, any influence on LWP
and/or re within the NWP model will affect τcld and αr and eventually impact solar irradiance.

From Equation (A2), the downward solar irradiance can be calculated as

Fdn
all = FTOA[ f Tcld + (1 − f )Tclear], (A11)

where FTOA is the incoming solar irradiance at the top of the atmosphere (TOA), Tcld is the
cloud transmittance retrieved from re and cloud water path, Tclear is the transmittance of
clear sky. Equation (A11) indicates the way solar irradiance is calculated in the NWP using
cloud properties of both levels. Specifically, GHI and DNI are calculated using Equation
(A11) with different values of cloud transmittance; then, DIR and DHI are derived from
GHI and DNI. And different radiative scheme partitions GHI differently.

Appendix B. Different Microphysical Schemes Used and Their Influences on
Shallow Clouds

The influences of shallow clouds on solar irradiances in the NWP models stem from
the cloud water content (L) and cloud droplet number concentration (Nc). Spercifically, the
two parameters are predicted in the double-moment (DM) bulk microphysical schemes by
considering multiple microphysical processes,

∂L
∂t = ±(condensation or evaporation )− (autoconversion to rain drops)

−(collection by rain, snow, graupel)± (melting f rom or f reezing to cloud ice)
+(tubulent mixing)

(A12)

and
∂Nc
∂t = +(CCN activation)− (droplet evaporation )− (autoconversion to rain drops)

−(collection by rain, snow, graupel)± (melting f rom or f reezing to cloud ice)
+(tubulent mixing)

(A13)

Here, we use Thom and ThomA schemes as an example to illustrate how processes
in the microphysical schemes impact cloud water and droplet sizes in shallow clouds,
thus influencing solar irradiance through the relationships between solar irradiances and
different cloud properties. Note that our purpose is to provide physical explanations about
the differences in simulated shallow clouds instead of comprehensive details about all
the processes in the microphysical schemes used. Thus, only the processes significantly
influenced by shallow clouds are highlighted. In the Thom/ThomA schemes, the cloud
droplet size distribution is characterized by the Gamma distribution [24,25],

N(D) =
Nt

Γ(µ + 1)
λµ+1Dµe−λD, (A14)
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where Nt is the total number of cloud particles, D is the particle diameter, λ is the slope of
the distribution, µ is the shape parameter representing the width of the distribution, and
N(D) is the particle number with diameter D. Based on the definition of re, which is the
ratio between the third and second moment of droplet size distribution, the above gamma
distribution results in an expression used in the scheme to calculate re as

re =
0.5(3 + µ)

λ
. (A15)

Furthermore, m can also be represented by the cloud droplet relative dispersion (ε)
defined as the ratio between the standard deviation and mean droplet radius. Many studies
have shown that ε is related to Nc [27,68,79–82] and ε = (µ + 1)−1/2 by definition using
Equation (A14). Based on the observed relationship between ε and Nc by Martin et al. [79],
Thompson et al. [24] derived an empirical relationship between µ and Nc as

µ = min
(

15,
109

Nc
+ 2
)

, (A16)

where Nc has the unit of m−3. Although a postive relation between ε and Nc (i.e., negative
µ ∼ Nc relation) is used in Thompson schemes, previous studies show that ε is associated
with Nc in either positive [27,80,82] or negative relations [83].

Equations (A15) and (A16) reveal that the shape of the droplet size distribution will
affect the particle sizes for given Nc and eventually influence solar irradiance. Compared
to the ThomA scheme, all other selected microphysical schemes follows ThomA’s con-
vention to calculate re by assuming the gamma distribution of cloud droplet similar to
Equation (A14), except for the NSSL-DM scheme, which uses a more generalized form
of the gamma distribution with four parameters [29,84]. What is more, the treatments of
the shape parameter are different among the schemes. For example, WSM6, WDM6 [26],
and NDM [29] use constant shape parameters, which are typical for bulk microphysical
schemes [85,86]. As for the P3 schemes [28], a variant shape parameter is used, following
the same observation of Martin et al. [79] employed in the Thompson schemes.

In the simulation of warm clouds, cloud droplets initiate from CCN activation and
grow by the condensation of water vapor. Larger cloud droplets will convert to rain drops
through the autoconversion process and fall out of the clouds, while smaller cloud droplets
may grow or decrease due to the condensation–evaporation process. In the ThomA scheme,
aerosols are divided into the water-friendly aerosol (Nw f a) and ice-friendly aerosol (Ni f a),
which serve as CCN and ice nuclei (IN), respectively. Cloud droplet nucleation from the
water-friendly aerosol (Nw f a) in ThomA scheme uses a lookup table of an activated fraction
based on a parcel model by Feingold and Heymsfield [87], with a given temperature (T),
vertical velocity (w), number of available aerosols (Nw f a), pre-determined values of the
hygroscopicity parameter (κ = 0.4), and mean aerosol radius (ra = 0.04 µm). Specifically,
the parcel model follows the widely used power-law between activated cloud droplets and
fractional supersaturation ( S) as [88]

Nc = C(100·S)k, (A17)

where C and k are parameters depending on the air mass type, with typical ranges of
C = 30 ∼ 300 cm−3, k = 0.3 ∼ 1 for maritime air and C = 300 ∼ 3000 cm−3, k = 0.2 ∼ 2
for continental air [89]. And S in the parcel model is resolved by applying the Kohler theory
with the five input variables, T, w, Nw f a, κ, and ra. In comparison, WDM6 and NDM use a
similar empirical relation as Equation (A17) for droplet activation but with different treat-
ments of C, k, and S [26,29]. In the P3-DM scheme, a different relationship is used for droplet
activation, which is also based on the explicit treatment of the Kohler theory [27,28].
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The autoconversion, which represents the rain initiation from the collision and coales-
cence of cloud droplets, in the selected schemes are the Kessler-type parameterization [90],
which can be represented in a generalized form as [81]:

PL = αauto Nc
− 1

3 L
7
3 H(D − Dc), (A18)

where PL is the autoconversion rate of the cloud droplet mass, H(D − Dc) is the Heaviside
step function to introduce a threshold of particle size, Dc, below which the autoconversion is
zero, and αauto is a parameter varying with different treatments of collision and coalescence.
The autoconversion rate of the droplet number concentration is diagnosed based on PL
and the mean volume diameter for the DM schemes. For Thom/ThomA and WDM6, the
parameters of autoconversion are derived based on the stochastic collection model by Berry
and Reinhardt [91,92]. In comparison, NDM follows the treatments by Ziegler [93], P3
schemes use the relationship proposed by Khairoutdinov and Kogan [32] based on large
eddy simulations with bin cloud microphysics, and WSM6 follows the parameterization by
Tripoli and Cotton [94]. Note that both Nc and L affect autoconversion.

The treatments of the evaporation/condensation of cloud water in the bulk microphysical
schemes are based on the supersaturation adjustment, which assumes the cloudy grid is
always saturated, and the excess or deficit of water vapor relative to 100% relative humidity
will all condensate to, or evaporate from, the cloud droplets over the model time step. For the
DM schemes, the completely evaporated cloud droplets return to the CCN category.

Any uncertainties in these microphysical processes will lead to a bias in the simulated
solar irradiances. One of the uncertainties lies in the representation of the shape of the cloud
droplet spectrum represented by the relative dispersion of cloud droplets, ε. The shape of
the droplet size distribution influences the collision and coalescence of the droplets into
rain drops and the number of droplets that evaporate in a subsaturated environment. It also
determines the droplet sizes in terms of effective radii, re. However, many microphysical
schemes do not consider the influence of the relative dispersion of cloud droplets. The
fixed ε regardless of cloud properties and cloud types is not practical.

Based on the preceding processes, solar irradiance in cloudy conditions may be influ-
enced through two pathways known as “aerosol indirect effects”, starting from the changes
in the number concentration of aerosols that serve as CCN. First, increasing the aerosol load-
ing increases the cloud droplet concentration and thus decreases re with other conditions
remaining the same, which enhances the cloud optical depth and cloud albedo [95]. Second,
the increased cloud droplet number and decreased droplet sizes reduce the efficiency of
the autoconversion and accretion processes. As a result, the cloud LWP and duration may
increase to reduce solar irradiance at the surface [96]. Note that only the DM schemes
can represent the aerosol indirect effect with the prognostic Nc in the warm clouds. In
comparison, SM schemes with a fixed Nc impact the solar irradiance only through the
prediction of cloud water. Furthermore, aerosol indirect effects are influenced by ε [68], but
the effect of relative dispersion is not well-represented in many microphysical schemes,
which is a topic for future study.
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