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DEVELOPMENT OF AN OPTIMAL VARIABLE-PITCH CONTROLLER FOR
FLOATING AXIAL-FLOW MARINE HYDROKINETIC TURBINES

Athul Krishna Sundarrajan’; Thanh Toan Tran?, Will Wiley?, Hannah Ross?, Daniel Zalkind?, Daniel R. Herber'

"Department of Systems Engineering
Colorado State University
Fort Collins, CO 80523

ABSTRACT

This article discusses the development of an optimal variable-
pitch controller for floating, axial-flow marine turbines. Re-
cently, OpenFAST, an open-source wind turbine modeling tool,
has been extended to model marine turbines. A controller is
necessary to simulate marine turbines for different load cases
using OpenFAST, which greatly impacts the performance of the
energy system. Previous studies have designed controllers us-
ing a linearized model of the marine turbine, which can be time-
consuming and require the expertise of a control engineer. In this
study, we use an automated approach that uses generic models of
the marine turbine to identify the controller gains, which can ex-
pedite the process of designing a controller. Using an optimizer
to identify the control system parameters can additionally im-
prove the controller’s performance. The optimal controller tuned
using such an approach results in a 20% reduction in the tower-
base damage equivalent loading and better tracking of the rated
generator speed and power.

1 INTRODUCTION

There has been rising interest in using marine turbines to harvest
the energy present in tidal currents [1,2]. Similar to how wind
turbines convert the kinetic energy in the wind, marine turbines
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convert the kinetic energy of flowing water in tidal or riverine
environments to electrical energy. A recent study has estimated
that 2300 TWh/yr of energy is available from tidal and riverine
currents in the United States [3]. A significant portion of this en-
ergy is located in remote locations like Alaska and Hawaii. By
harvesting the energy available in tidal and riverine currents, it is
possible to reduce the use of fossil fuels to generate electricity in
these locations [4]. A major impediment to the widespread adop-
tion of marine turbines is the current high cost of energy [1, 5].
Several factors impact the cost of energy, including the phys-
ical design, manufacturing, installation, and maintenance costs
of marine turbines, and the controller [1, 6]. In this article, we
restrict our focus to the controller and investigate how the con-
troller and its design can impact the turbine’s performance. Due
to the dynamic and stochastic nature of the tidal/riverine envi-
ronment, a controller is necessary to extract maximum power
and reduce the loads over the entire range of current and wave
inputs. To find system-optimal designs, it is important to take
into account the effect the controller has on the performance of
marine turbines in early-stage design studies [1,5].

Identifying cost-optimal designs will help the wide-scale
adoption of marine energy technologies [7]. Exploring multi-
ple designs and comparing their performance can help design-
ers and manufacturers understand the underlying design trade-
offs and identify an optimal design that balances multiple con-
siderations. The current modeling and design practices utilized
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for marine turbines do not facilitate efficient design space explo-
ration [8—11].

Typically, a lower-order model is developed for a specific
design to get an estimate of its loads and performance [8—11]. In
parallel, scaled experimental models are fabricated and tested for
these specific designs when feasible [10—14]. These studies pro-
vide critical insights into the performance of specific concepts.
However, it is unclear if these models and experimental setups
can be easily extended to other designs and architectures. The
availability of open-source modeling and design tools can expe-
dite the process of identifying a standard architecture by helping
researchers explore the feasibility and characterize the perfor-
mance of various designs [6].

1.1 Controller Design and Tuning

The choice of the control scheme has a significant impact on the
design and performance of the marine turbine. Regardless of the
control scheme, traditional wind turbine operating regions, con-
trol goals, variables, and tuning processes have been adopted for
marine turbines as well [15]. The two main control variables
in both applications are the blade pitch (58) and the generator
torque (7,). Based on these variables, the two control schemes
that are considered for marine turbines are fixed-pitch variable-
speed (FP-VS) control and variable-pitch variable-speed control
(VP-VS). Predominantly, an FP-VS scheme has been utilized for
marine turbines to keep the design simple and reduce the risk of
failure associated with a blade pitch mechanism. However, de-
spite similar concerns, the benefits of using a blade pitch mech-
anism in minimizing the loads and increasing the power produc-
tion have led to their widespread adoption for wind turbines [16].

Similar to the control of wind turbines, the generator speed
(w,g) is the main feedback variable for marine turbines. The
system is linearized around set operating points for both VP-
VS and FP-VS schemes, and controllers are designed through
Bode-shaping [17]. Additional parameters also characterize the
controller’s performance. The values of the parameters are se-
lected to give a “reasonable” performance. Such an approach
has a number of drawbacks that make it unsuitable for early-
stage design exploration studies. First, if the turbine’s physical
design changes, the tuning process must be repeated to design a
controller for that specific turbine design realization. Deriving
linearized models of the system can be computationally expen-
sive, and the expertise of a control engineer is required to select
good values for the control gains [18].

Additionally, to test the performance of the design and the
controller, the marine turbine must be simulated over a wide
range of design load cases (DLCs) specified by the International
Electrotechnical Commission (IEC) [19,20]. For the design to
have a lower levelized cost of energy (LCOE), the controller
must be able to generate the rated power for the turbine and
minimize loads over the entire range of DLCs. A controller
tuned to have a “reasonable” performance cannot meet such re-

quirements. The design space for the controller parameters can
be nonlinear. Therefore, finding the optimal parameters is of-
ten nonintuitive. Recently, optimization studies have been used
to design controllers that can satisfy these challenging require-
ments [19,21]. To explore the design space more efficiently, a
controller that can be modified easily and be used in conjunction
with an optimizer is necessary.

1.2 Using OpenFAST for Modeling Marine Turbines

OpenFAST, an open-source modeling tool for horizontal-axis
wind turbines developed by the National Renewable Energy Lab-
oratory (NREL), has been widely adopted to explore the asso-
ciated design space of wind turbines and establish their perfor-
mance. Recent updates made to OpenFAST enable the sim-
ulation of marine turbines [22]. Additionally, the Reference
Open-Source Controller (ROSCO), introduced in Ref. [23], is an
open-source controller for wind turbines that has an automated
tuning process while providing industry-standard functionalities.
ROSCO uses a generic model of a given turbine to schedule gains
for both the torque and blade pitch controllers. The controller
and the gains are parameterized by additional variables that can
be specified by the user or identified using an optimizer. These
features make ROSCO an ideal tool to be used in early-stage de-
sign studies.

The goal of this article is to extend ROSCO for the control
of marine turbines and demonstrate the benefits of using an opti-
mizer to identify the optimal design of the controller. The system
under consideration is described in Ref. [24] and is based on an
open-source marine turbine model first introduced in Refs. [2,7].
The rest of the article is organized as follows. Section 2 provides
a brief overview of the two different control frameworks that are
common in marine turbines. Section 3 provides an overview of
the changes made to OpenFAST to model the dynamics of ma-
rine turbines and a brief description of the open-source marine
turbine model used in this article. Section 4 provides an overview
of ROSCO, and Sec. 5 details the formulation of the control op-
timization problem. Section 6 discusses the performance of the
optimal controller for the baseline Reference Model 1 (RM1) tur-
bine. In Sec. 7, we summarize the study and provide directions
for future work.

2 MARINE TURBINE CONTROL FRAMEWORKS

For marine turbines, similar to wind turbines, the inflow speed is
divided into below-rated and above-rated regions, and different
control goals are utilized in each region [15]. In the below-rated
region, generator torque (7,) is the primary control variable [17,
25]. In the above-rated region, two different control strategies
are possible [26].



2.1 Fixed-Pitch Control

In FP-VS turbines, the blades are fixed to the nacelle at an opti-
mal angle, and 7, is varied to track the rated power. The lack of
a pitching mechanism reduces the capital and maintenance costs
and keeps the overall design simple [27]. There are, again, two
different ways fixed-pitch controllers can track the rated power,
namely, overspeed control or underspeed control [28]. In the
overspeed control strategy, generator speed (wy) is increased by
reducing the generator torque [29,30]. In underspeed control, 7,
is increased to lower w, and track the rated power [31].

Despite allowing a simpler design, FP-VS turbines have sev-
eral drawbacks. Since larger values of 7, are required in under-
speed control, the size of the generator must be increased [28].
As the target w, varies with the current input, there is a larger
fluctuation in the power generated [15]. Furthermore, the blades
for underspeed turbines are specifically designed to induce stall
at higher flow speeds [15,28,31,32]. Because of these issues,
the efficiency of fixed-pitch turbines is comparatively lower than
their variable-pitch counterparts, and the blades must be de-
signed to withstand higher loads.

2.2 Variable-Pitch Control

For VP-VS turbines, in the above-rated region, the blade pitch
is varied to keep the turbine rotating at its rated speed [17,26].
The addition of the blade pitch mechanism increases the capital
cost and modes of failure, which subsequently increases the risk
of downtime and maintenance costs [28]. However, using blade
pitch control results in lower thrust and fatigue loads and better
power tracking compared to fixed-pitch controllers [25]. Addi-
tionally, as the turbine size increases, the ability of the blade pitch
mechanism to reduce the increased loads on the system becomes
critical [16]. Therefore, the focus of this article will be on VP-VS
turbines.

3 BASELINE MARINE TURBINE MODEL

There are a limited number of open-source tools that are capable
of modeling marine turbines. Recently, the open-source wind
turbine modeling tool OpenFAST has been extended to support
the simulation of axial-flow marine turbines and is available at
Ref. [33]. The addition of buoyant forces on the blade sections,
hub, nacelle, and tower and the ability to model turbines below
sea level enables the use of OpenFAST to model marine tur-
bines. These new features can help marine energy developers,
including industry and academia, better predict marine turbine
performance and loads as well as advance this technology space
through control co-design optimization [6].

In this study, a baseline model called the Floating RM1 Quad
(F-RM1-Q), introduced in Ref. [24] and shown in Fig. 1, is used
to demonstrate the new capabilities of the open-source ROSCO
controller. This model is based on the RM1 turbine, introduced in
Refs. [2,7]. The RM1 model discussed in Refs. [2,7] has a twin-
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FIGURE 1: RM1 Quad (illustration courtesy of NREL).

rotor configuration that is fixed to the sea bottom. OpenFAST
currently does not have the ability to model a twin-rotor system.
Therefore, the F-RM1-Q only includes one rotor. The model was
designed by NREL such that new features added to the Open-
FAST code can be tested and demonstrated. The supporting
structure for the F-RM1-Q is an asymmetric semisubmersible
platform. It consists of four main columns that are connected
by a series of smaller-diameter cross members. Heave plates
are attached to the bottom of the main columns and serve to
dampen platform motion. The rotor-nacelle assembly (RNA) is
connected to the center of the platform via a supporting structure
(i.e., tower). The physical rotor system designed in Refs. [2, 7]
is used with this platform. The mooring system is also asym-
metric, providing the large surge stiffness needed to counter the
turbine thrust with six catenary lines. Details of the F-RM1-Q
specifications can be found in Ref. [24].

4 ROSCO
4.1 ROSCO Overview

ROSCO is a reference open-source controller developed by
NREL for the control of fixed and floating wind turbines [23]
and is available at Ref. [34]. ROSCO uses a simplified, first-
order model along with the C,, surface of the given turbine to
estimate how wy varies with the two primary control variables 7,
and S3:

. Ng
Wg = N3 (‘ra —Ng‘rgngb) (1a)
C,(4a,
T, = lpA,Mv3 (1b)
2 wy

where N, is the gearbox ratio, A, = nR? is the swept area and R
is the radius of the blades, v is the current (or wind) speed, J is
the rotor inertia, p is the density of the fluid, ng is the combined
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FIGURE 2: A block diagram summarizing the key components of the ROSCO toolbox. The main feedback variables are the generated
power (P), the generator speed (w,), and the tower-top velocity (&;). The generator torque controller is summarized in Sec. 4.2, and the
blade pitch controller and the floating feedback are summarized in Sec. 4.3.

generator and gearbox efficiency, C), is the power coeflicient ex-
pressed as a function of 8 and the tip speed ratio (1), and w, and
7, are the rotor speed and aerodynamic torque, respectively. Let
X denote the variables associated with Eqs. (1a) and (1b):

X = [Ng. /. 7as0gb.p.Ar, Cpo 0, ] 2)
Equations (1a) and (1b) can be used to describe certain aspects of
the RM1 turbine given in Sec. 3. Additionally, the RM1 turbine
is designed to have a variable-pitch controller in the above-rated
region. Therefore, ROSCO can be used to develop the necessary
controllers for the RM1 turbine.

Two different control loops, both using a reference tracking
proportional-integral (PI) architecture, are developed for 7, (for
the below-rated region) and g (for the above-rated region). The
generator speed (wy) is the main feedback variable for both con-
trol loops. A set-point smoother is used to provide a smooth
transition between these two controllers in the near-rated re-
gion (~ 2.0 m/s). The closed-loop system for both controllers
and the corresponding proportional (k,) and integral (k;) gain
schedules are derived using first-order linearizations of Egs. (1a)
and (1b). A block diagram of the ROSCO controller is shown in
Fig. 2.

The input to this closed-loop system is the generator speed
error, measured as:

—Awg = Wg ref — Wy 3)
where wg rer is the reference generator speed, and the output is
the control response At, or AB. The resulting closed-loop sys-
tem between A1, or AB and Awy is a second-order system with a
response characterized by its natural frequency (wges) and damp-
ing ratio ({ges) [35]. The gains k, and k; for both the control sys-

tems subsequently depend on p = [wqes, {des] and the variables in
X. Briefly, wges affects how quickly the controller can respond
to a change in the reference, and {4 affects the oscillatory re-
sponse of the system. The desired controller performance can be
achieved by selecting the appropriate values of p. Please refer
to Ref. [23] for a thorough discussion of the control loops and
the tuning process. Sections 4.2 and 4.3 provide a brief overview
of the wg ref used for the below- and above-rated controllers and
their associated gains.

4.2 Below-Rated Generator Torque Control

The generator torque is the main control variable used in the
below-rated region. A commonly used control goal in the below-
rated region is to track the wyg ref value that keeps the turbine op-
erating at its optimal tip-speed ratio, Agp:

AoptV
Weret = Ny — “)

where ¥ is the estimated rotor-effective current speed. Current
speeds cannot be accurately measured at the turbine, so an esti-
mator is required. Modeling uncertainties can lead to biases in
the current speed estimate. To remove the speed estimator from
the control loop, we use a new wyg e value that can be obtained
as follows from the relations for power generated (P) and 7,, dis-
cussed in Refs. [16,23]:

To=Kw; and 7= Ll Q)

We

Equating these two, we get:

1
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where K is given by:
K= l pﬂRS C’“ﬁ ; 7
2 /lopt N, g Ugb
This reference does not depend on ¥ and doesn’t adversely
affect the performance obtained using Eq. (4). As shown in
Fig. 2, the generator power signal is passed through a low-pass
filter, before being used to calculate w, ref. The values of wys and
§vs' are then selected as pys = [0.7,0.7] to derive k, ys and k; ys.
As opposed to a gain schedule for k,, ys and k; s for different val-
ues v, the values corresponding to the rated flow speed v = vyated
are used to simplify controller implementation without affecting
the performance.

4.3 Above-Rated Blade Pitch Control

The control goal in the above-rated region is to vary 8 to track
the rated generator speed wg ref = Wg ratea for the turbine. Similar
to the below-rated controller, wp. and ¢ are selected to derive
the corresponding gains k. and k; .. The performance of the
turbine in the above-rated region is critical because the majority
of the power is generated in this region, and, correspondingly, the
loads on the turbine are higher. Subsequently, the performance of
the blade pitch controller must be optimized to meet the design
goals. To improve the performance of the blade pitch controller,
multiple values of wp. and . for different values of v can be se-
lected [21]. In addition to this control loop, for floating turbines,
a feedback term is included to address the “negative-damping”
problem.

Negative-damping problem. The negative-damping problem
is a known issue for floating turbines that use blade pitch control
in the above-rated region [32,36,37]. Briefly, this phenomenon
occurs as a result of the coupling between the tower motion and
the blade pitch. Consider the case when the turbine is pitch-
ing forward. This forward motion increases the relative current
speed faced by the turbine, thereby increasing the generator/rotor
speed. The blade pitch controller then seeks to keep the gener-
ator speed at its rated value. When the response of the blade
pitch controller (wp.) is faster than the tower motion (Wiower)s
the relative thrust experienced by the turbine is reduced, caus-
ing the turbine to pitch forward even more, and vice versa when
the turbine is pitching backward. This causes the tower fore-
aft and platform pitching motion to be undamped. This subse-
quently increases the tower-base loads and affects w, regulation.
To counteract this, the tower-top velocity (%) is filtered and pro-
portionally fed back to the blade pitch controller to dampen the
pitching motion. A combination of first-order high-pass, second-
order low-pass, and notch filters is applied to the tower-top ve-
locity signal. The corner frequencies of the high-pass and low-

"Where the subscript “vs” refers to variable speed torque control, and subse-
quently, “pc” refers to pitch control.

pass filters are at 0.01 rad/s and the fore-aft natural frequency of
the platform wyfm, respectively. The corresponding proportional
gain is represented by kg fioar. This gain can either be derived us-
ing a generic tuning procedure in ROSCO or can be specified by
the user.

In addition to these control loops, ROSCO has a number of
modules and filters that provide additional functionalities. The
reader can refer to Refs. [16,23] for a detailed overview of the
first-order model, tuning procedure, and the additional modules
used in ROSCO.

5 CONTROLLER OPTIMIZATION

We focus here on optimizing the performance of the system
by tuning the blade pitch controller. The performance of the
blade pitch controller is characterized by the variables p, =
[wpe, Cpes kp float, Wptem].  Therefore, p,, is selected as the set of
optimization variables used in this study. The gains wpc and (.
for two different values of v, one in the near-rated region and one
for the above-rated region at v = [2.0,2.7] m/s are chosen.

For the purposes of this study, the turbine will be simu-
lated using environmental data from Cook Inlet off the coast
of Alaska. The metocean (meteorological-oceanographic) con-
ditions are obtained from the study carried out in Ref. [38].
We simulate the model in OpenFAST using 11 different current
profiles characterized by the average current speed (vavg) with
Vavg € [0.5,3] m/s and use the results from the simulations to cal-
culate the fatigue loads, power production, and other quantities.
In the rest of the article, one function evaluation implies that the
turbine is simulated for these 11 load cases. The turbulence in-
tensity TI [%], which is the ratio of the standard deviation of v
to the mean for all 11 load cases, is shown in Fig. 3a. The prob-
ability distribution for v at this location is also shown in Fig. 3b.
In addition to the current, the turbine is subjected to irregular
waves generated from the JONSWAP spectrum for different sig-
nificant wave heights Hy [m] and significant wave periods T, [s]
as shown in Fig. 3a. Different H; and T, are used for each of the
11 load cases.

The optimal controller would help in balancing the power
production and minimizing the ultimate and fatigue loads on the
turbine. The IEC TS 62600-2 specifies that both the ultimate and
fatigue loads must be calculated to assess the performance of the
turbine [20]. But in this study, we limit our focus to fatigue loads.
Studies on floating wind turbines have reported increased tower-
base fatigue damage caused by the additional wave loading [39].
To understand this effect for marine turbines, the tower-base fa-
tigue loading will be the key load investigated in the subsequent
control design study.

5.1 Damage Equivalent Load

In this article, we use the damage equivalent load (DEL) metric to
characterize the fatigue load on the turbine. DEL approximates



the cumulative fatigue damage incurred over a given time span
to a single equivalent load that would cause the same damage.
This aspect allows the use of DEL as an objective or constraint
in the optimization study. We use the rainflow cycle counting
method and the Palmgren-Miner rule to estimate the DEL from
the time series signals of the tower-base moments. More details
regarding the rainflow cycle counting method can be found in
Ref. [40]. OpenFAST calculates the tower-base forces and mo-
ments in three directions: side-to-side, fore-aft, and yaw. The
corresponding moments in each direction are represented as My ,,
M,,, and M,, respectively. The total tower-base moment (M,)
from each load case is calculated from these signals as:

M, = ,/M2x+M%y +M2, 8)

Once the time series signal for M; is available, the rainflow
counting method is used to identify the loading cycles in the time
series. Next, the amplitude and mean moment for every loading
cycle is identified. This step provides a range of values for the
amplitude and moment corresponding to different loading cycles.
This range of amplitudes for the different cycles is then separated
into various bins, and the count for each bin is then calculated to
obtain the corresponding M, ; and »; pair, where M, ; refers to the
amplitude of the “i-th” bin, and n; refers to its count. For a more
detailed explanation of how DEL is calculated, please refer to
Refs. [39,41,42]. Here, 100 bins are used in the calculation of
the DEL. The DEL for a specific load case is then calculated as:

100 anA]l/’”

Z it

=1 Espan

DEL = €))

where f,pa, refers to the time span of the time series, and m = 4
refers to the slope of the M-N curve for the material. The DEL
for all 11 load cases is calculated using the aforementioned steps,
and the results are combined to calculate the total tower-base
damage equivalent load (DEL,) as:

DEL, = f DEL(Vayg) fp(Vavg)dv (10)

where DEL(v,y,) is DEL for a load case, and f),(vVayg) is the prob-
ability of v,y obtained from the probability distribution shown in
Fig. 3b.

Minimizing DEL is chosen as the objective for the control
design problem investigated in this article. Other objectives that
could be used are discussed briefly in Ref. [21]. A constraint is
added to ensure w, does not exceed 20% of its rated value. The
resulting optimization problem formulation is:

minimize: DEL, (11a)
Pu
subject to:  wg < 1.2 Wg rated (11b)
Pu,min <pu< Pu,max (l IC)
where py, min =[0.1,0.1,-2, 1077 and Pumax = [1.5,3.0,0.0,1.0],

respectively.
In theory, maximizing AEP could also be considered in the

objective. Similar to the DEL, the AEP is calculated as:
AEP = 8760 f}_’(vavg)f[,(vavg)dv (12)
v

where P refers to the average power generated for a load case
with a mean of v,. However, for the choice of p, and its range
considered in this article, the AEP does not vary by much from its
nominal value. The generator power P is calculated as P = 74wy,
and the goal of the controller in the above-rated region is to track
Wg rated aS Tg is held constant. From Eq. (12), it is clear that to
increase AEP, P must be increased. To increase P, wg rated must
be increased. Since wg raeq is Not changed in this study, P and,
subsequently, the AEP are not affected in a significant manner.

5.2 Notes on Computational Time

All the simulations in this article were run on a high-performance
computing cluster with 2 x Intel Xeon Gold 6148 CPU with 40
cores per node and 192 GB of RAM. The IEC TS 62600-2 rec-
ommends using simulations that are 600 s long to evaluate the
performance of the turbine [20]. The standard also recommends
that key metrics be evaluated using the turbine’s performance for
multiple DLCs (1.1, 1.2, 1.3, etc.). Running all 11 load cases
considered in this study (i.e., one function evaluation, in par-
allel) for a time span of 600 s takes approximately 4.5 hours.
Depending on the choice of the optimization algorithm, several
hundred function evaluations might be required. The computa-
tional expense of simulating the system for 600 s for multiple
DLCs per the IEC recommendation can be computationally in-
tractable. Therefore, to reduce the computational expense, we
simulate the system for a time span of 200 s, which takes approx-
imately 1.3 hours per function evaluation. Additionally, we only
use load cases from DLC 1.1 to test the turbine’s performance at
this time, but with more resources, additional DL.Cs and longer
time spans can be selected.

Based on the recommendation provided in Ref. [21] on the
choice of the optimizer, a derivative-free optimizer COBYLA in-
troduced in Ref. [43] is used. For every iteration of the opti-
mization problem, the model is simulated for the entire range of
DLCs, and the relevant quantities are then calculated from these
simulations. The WEIS toolbox, available at Ref. [44], is used to
run the studies.

6 RESULTS

6.1 Baseline Performance

Before discussing the results of the optimization study, it is nec-
essary to validate the control response obtained using ROSCO
for the F-RM1-Q turbine. The results reported in Ref. [2] are
the only other control-related results for the RM1 turbine avail-
able in the literature. Comparing the performance obtained using
ROSCO to the results presented in Ref. [2] would be a good ap-
proach to validate the control scheme obtained using ROSCO.
However, there are certain caveats that must be established be-
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Puinit-

fore such a comparison is carried out. The results presented in
Ref. [2] are for a fixed configuration of the RM1 turbine. The
steady-state values of 3, 7, and the resulting w, and P reported
in Ref. [2] were identified using a turbine design tool Harp_Opt.
Therefore, for a fair comparison, the floating degrees of freedom
(surge, sway, heave, roll, pitch, yaw) for the F-RM1-Q model
are disabled in OpenFAST for this validation study only. The F-
RM1-Q turbine is then simulated using constant current speeds
for v € [0.5,3] m/s, and the steady-state values of ,7,,w, and
P obtained using ROSCO are plotted against the values reported
using Harp_Opt in Fig. 4. It is clear from Fig. 4 that the trends
and values of 5, 7¢, wg, and P obtained using ROSCO are similar
to the values reported in Ref. [2]. The difference in the steady-
state values can be attributed to the different control goals and
methodologies used by these two approaches.

With the control trends validated, we simulated the F-RM1-
Q model using p,, ini¢ for the load cases described in Sec. 5, with
the floating degrees of freedom enabled. The time series plots of

some key signals for three different current speeds in the below-
rated, transition, and above-rated regions are shown in Fig. 5.
Figure 5a shows how the control variables 7, and 8 change in dif-
ferent regions. In the below-rated region, 7, is the main control
variable. Similarly, 8 is the main control variable in the above-
rated region, and 7, is held constant. In the transition region, a
combination of these two variables is used. These control trajec-
tories obtained by using the goals outlined in Sec. 4 are in line
with the trends seen for wind turbines. The DEL, calculated over
the range of DLCs when using py,init is 1327.89 kNm as shown
in Table. 1. The rotor overspeed value is 35.40 %. The perfor-
mance of the controller can be improved by using an optimizer
to find values of p,,.

6.2 Optimization Results

The optimization problem is solved using pyinit as the initial
value with an optimality tolerance of 0 = 1072, The optimizer
converges to a point with a lower objective value that satisfies
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the constraints in 51 iterations. It takes a total of 74 hours to
solve the optimization on the high-performance computing clus-
ter mentioned in Sec. 5.2. The optimal values of p, denoted
by pu,0pt and the objective function DEL, are presented in Ta-
ble 1. The final value of DEL,; is 1052.01 kNm, which represents
a 20.77% reduction from the unoptimized value. The optimal
point identified by the optimizer also reduces the rotor overspeed
to 19.5%, which satisfies the constraint placed in Eq. (11). The

convergence of DEL, and p,, are shown in Fig. 6.

Of the signals used to calculate M; in Eq. (8), the tower-base
fore-aft moment (M, ) is the key driver for this system. By un-
derstanding how M, , changes for p,, jnic and py opt, We can under-
stand the results of this optimization study. To minimize DEL,,
it is necessary to minimize the amplitude of the loading cycles
in M, ,, which subsequently minimizes M; in Eq. (9). The rotor
thrust is a key driver for M, ,. The rotor thrust is the force caused
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by the current flow on the rotor. This force causes a moment at
the base of the tower, which is a key driver for M;,. By mini-
mizing the amplitude of fluctuations in the rotor thrust signal, it
is possible to minimize the amplitude of loading cycles in M;,,.
The mean value and range of key quantities like 8, M, , and
the rotor thrust are plotted in Fig. 7 with py i and p, opt for all 11
load cases. Itis clear from Fig. 7a, that p,, op results in 8 that min-
imizes the fluctuations in the rotor thrust and subsequently M;,,.
The oscillations in these three quantities are caused by the wave

inputs and the 2P or the “twice per revolution” frequency, which
corresponds to the frequency at which the rotor blades cross the
tower, as shown by the power spectral density plots in Fig. 7b.
Figure 8a shows the time series plot for M;, and Fig. 8b shows
the histogram of the amplitudes for different cycles obtained us-
ing the rainflow counting method for a load case with vy =2.75
m/s for both p, jnit and p, ope. In Fig. 8b, we use n = 10 bins to
visualize the reduction in amplitude better, but n = 100 bins are
used to calculate the DEL, for the optimization problem. These



figures clearly illustrate how the reduction of the amplitude in M,
results in the reduction of the DEL,. The optimal solution p,opt
reduces the fluctuations in wg as well, as shown in Fig. 9. Since
T¢ is held constant in the above-rated region, this also leads to
better tracking of P.

7 CONCLUSION

In this article, we present preliminary results for closed-loop,
variable-pitch control of marine hydrokinetic turbines. ROSCO,
an open-source tool developed by NREL, is used to derive the
necessary controllers for a floating configuration of the Refer-
ence Model 1 (RMI1) turbine. An optimization problem was
formulated to identify the tuning parameters associated with the
blade pitch controller to minimize the tower-base damage equiv-
alent loading (DEL). The parameters identified by the controller
result in a 20% reduction in the DEL. In future studies, the im-
pact of minimizing the DEL on extending the lifetime and lev-
elized cost of energy must be understood. The open-source tool
WEIS is used to run the studies in this article. The approach and
tools presented in this article can be used to design controllers
for other axial-flow marine turbines as well.

Because of the computational cost associated with Open-
FAST simulations, load cases from DLC 1.1 with a time span
of 200 s were used in this study. The controller’s and the tur-
bine’s performance must be tested for the multiple load cases and
longer time horizons specified by the IEC [20]. The development
of lower-order or surrogate models that can capture the dynamics
of marine turbines and their use in control optimization must also
be explored. These models could help in investigating the use of
derivative-based or even global optimization solvers.

Even though the benefits of a blade pitch controller in the
above-rated region have been established for marine turbines,
fixed-pitch variable-speed control is still prevalent in the indus-
try. For specific applications, the cost benefits of fixed-pitch tur-
bines may outweigh the drawbacks. For such cases, a detailed
comparison of the benefits of fixed-pitch and variable-pitch de-
signs must be explored.

TABLE 1: Optimization results.

Variable Initial Value  Optimal Value
(Duinit) (pu,opt)
wpe [rad/s]  [0.90,0.90] [0.40,1.50]
Cpe [-1 - 10.70,0.70] [1.09,1.79]
kg foa [[]  —0.38 -0.76
wptfm [rad/s]  0.66 0.53
DEL; [kNm] 1327.89 1052.01
wg overspeed [%]  35.40 19.55
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