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ABSTRACT: This paper presents a numerical benchmark study of wave propagation due to a paddle motion
using different high-fidelity numerical models, which are capable of replicating the nearly actual physical wave
tank testing. A full time series of the measured wave generation paddle motion that was used to generate wave
propagation in the physical wave tank will be utilized in each of the models contributed by the participants of In-
ternational Energy Agency Ocean Energy Systems Task 10, which includes both computational fluid dynamics
and smoothed particle hydrodynamics models. The high-fidelity simulations of the physical wave testcase will
allow for the evaluation of the initial transient effects from wave ramp-up and its evolution in the wave tank over
time for two representative regular waves with varying levels of nonlinearity. Metrics like the predicted wave
surface elevation at select wave probes, wave period, and phase-shift in time will be assessed to evaluate the
relative accuracy of numerical models versus experimental data within specified time intervals. These models
will serve as a guide for modelers in the wave energy community and provide a base case to allow further and
more detailed numerical modeling of the fixed Kramer Sphere Cases under wave excitation force wave tank
testing.

1 INTRODUCTION

The International Energy Agency Technology Collab-
oration Programme for Ocean Energy Systems (OES)
(IEA, 2022) has been working since 2001 to promote
guidelines for the commercialization of wave energy
converters (WECs). The initiative currently includes
25 member countries from around the world. In 2016,

the OES Task 10 on numerical modeling and verifi-
cation of WEC systems was approved to assess the
accuracy and reliability of numerical models for all
aspects of WEC development. Initial results and con-
clusions were reported in Wendt et al. (2019) for two
single-degree-of-freedom point absorbers. This was
followed by a study of a breakwater-mounted oscil-
lating water column (OWC) device tested at large
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scale (1:4) and reported in Bingham et al. (2021).
In parallel, a set of highly accurate decay test ex-
periments on a floating sphere were presented by
Kramer et al. (2021) and Andersen (2023), providing
benchmark results with small enough uncertainties to
definitively quantify the accuracy of different numer-
ical models.

This work is a continuous effort of numerical
model validation for the sphere model using exper-
imental wave tank studies at Aalborg University in
Denmark in an effort to compile a rigorous and de-
tailed set of benchmark cases called the Kramer
Sphere Cases. As an extension of the decay testcase
presented by Kramer et al. (2021), two new testcases
for excitation forces on a fixed sphere exposed to reg-
ular waves were formulated. The first testcase, called
the Idealized Testcase, considers a time period after
the waves have been ramped up and are fully de-
veloped, and the inputs to the numerical simulations
merely consist of the wave height and period for a set
of regular waves (Kramer et al., 2023). A second test-
case, called the Physical Testcase, provides the mea-
sured wave generator paddle motion as inputs to the
simulations, leaving the wave evolution and propaga-
tion in the basin to be modeled by the numerical mod-
els (Kramer & Andersen, 2024). Computational fluid
dynamics (CFD) simulations on the physical testcase
will include initial transient effects from the wave
ramp-up and the evolution of the wave in the basin
over time. In contrast, CFD simulations on the ideal-
ized testcase will not include these effects. The phys-
ical testcase is divided into two studies:

• Comparison of waves in the basin without the
model in place. Input is the paddle motion sig-
nal, and outputs are the waves at the wave gauge
positions.

• Comparison of wave forces on the sphere. In-
put is the paddle motion signal, and output is the
wave forces on the sphere.

The present work provides the results of initial ef-
forts for the first study to model the waves in the
basin using various high-fidelity models and a linear
potential-based model.

2 SOLUTION VERIFICATION

Comparing the numerical results against experimen-
tal data is always recommended, but often no data
are available to compare against. Solution verifica-
tion is then the part of the verification and validation
(V&V) procedure aiming to estimate the accuracy of
a numerical solution when there is no exact solution
to compare against. With regard to the wave energy
sector, there are only a few works focusing on so-
lution verification (Eskilsson et al., 2017; Brown et

al., 2020; Amaral et al., 2022). Additionally, a num-
ber of studies have employed solution verification ap-
proaches to prove that the solutions presented are con-
verged, e.g., Windt et al. (2020) and Katsidoniotaki &
Göteman (2022). Recently, a comparison of four dif-
ferent solution verification methods was presented for
the Kramer decay test (Eskilsson et al., 2023), and the
method of Eça & Hoekstra (2014) was found to be
the most versatile. The study also looked into differ-
ent parameters to use in the assessment of uncertainty.

There are several approaches to V&V for CFD
(Eça & Hoekstra, 2014; Roache, 1997; Stern et al.,
2001; Oberkampf & Trucano, 2008), and there are
also standards and recommendations (AIAA, 1998;
ASME, 2009; ITTC, 2017). Using a sequence of re-
fined meshes, the methods estimate the numerical
convergence rate p and typically employ Richardson
extrapolation to obtain an estimate of the value at zero
grid spacing φ0. Finally, the estimated numerical er-
rors are converted into numerical uncertainty using
safety factors.

The present study will use the least-square grid
convergence index (GCI) method of Eça & Hoek-
stra (2014) to assess the numerical discretization er-
rors and uncertainties. The parameters of interest in-
clude free surface wave elevation, wave period, and
wave phase via time-shift at different measured wave
gauges distributed along the wave tank. A complete
solution verification also considers errors and uncer-
tainties arising from iteration errors (e.g., outer itera-
tions in a Semi-Implicit Method for Pressure Linked
Equations (SIMPLE) scheme and convergence toler-
ances in the linear system solvers), modeling errors
(e.g., turbulence), and geometric errors (e.g., simpli-
fied geometries and truncated numerical wave tank).
However, in this study, the focus is on spatial and tem-
poral errors, which usually are the dominating terms.

3 WAVE TANK MEASUREMENTS

The Ocean Energy Systems Technology Collabora-
tion Programme has been performing experimental
wave tank studies (shown in Figure 1) at Aalborg Uni-
versity in Denmark in an effort to compile a rigorous
and detailed set of benchmark cases for numerical
model validation. The test article consists of a rigid
sphere, fixed in position, half submerged in water, and
subjected to regular waves of three different levels of
linearity (Andersen & Kramer, 2023).

The wave tank is 14.6 × 19.3 × 1.5 m (internal
length × width × wall height) with an active test
area of 8.44× 13.00 m (length × width). The basin
is equipped with long-stroke segmented piston wave-
makers for accurate short-crested (three-dimensional)
random wave generation with active absorption. Only
two-dimensional (2D) waves were generated in the
present sphere tests, and active absorption was not in-
cluded to have as good repeatability as possible. A
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graphic of the wave tank dimensions and real wave
basin is given in Figure 1.

As shown in the bottom graphics of Figure 1, nine
wave gauges (WG) were placed in the tests that in-
cluded the model: WG1–3 were placed along y = 0
at the wave generator side of the model with WG1
closest to the wave generator, WG4–6 were placed
along y = 0 behind the model with WG6 closest to
the beach, and WG7–9 were placed along x = 0 with
WG7 closest to a sphere model (not shown in the
graphic).

In tests where the waves were measured without the
sphere model, three additional wave gauges, WG10–
12, were included. WG11 was placed at the center of
the sphere location, as shown in the sketch in the right
part of Figure 1. The position of the wave gauges al-
lows for studies such as the reflection characteristics.

4 NUMERICAL MODELS ADOPTED BY THE
PARTICIPATING TEAMS

In this study, the results from seven high-fidelity CFD
models solving the fully nonlinear and viscous un-
steady Reynolds-averaged Navier-Stokes (URANS)
equations are included. Smoothed particle hydro-
dynamics (SPH) models with two different bound-
ary types—dynamic boundary dondition (DBC) and
modified DBC (mDBC)—are also included. Addi-
tionally, one model based on the linear potential flow
(LPF) theory is included to illustrate the capabilities
of the standard linear theory. The paddle motion was
modeled using the time history of the physical pad-
dle position—sampled at 50 Hz—to specify the posi-
tion of the moving paddle boundary. Linear interpola-
tion was used to obtain the paddle position at the time
steps specified by the numerical model, while mesh
morphing is achieved by solving the Laplacian for
the motion displacement within OpenFOAM-based
solvers. Primary numerical settings of the different
numerical models are described in Table 1.

4.1 OpenFOAM-based Solvers

The well-known open-source framework OpenFOAM
is founded on the cell-centred finite volume method
(FVM) (OpenCFD Ltd, 2024; Weller et al., 1998).
OpenFOAM is shipped with a multitude of solvers,
four of which are used in the present study.

4.1.1 waveFoam Solver (SNL)
WaveFoam solves the two-phase Navier-Stokes equa-
tions for incompressible, isothermal, and immisci-
ble fluids with the free surface captured using the
volume of fluid (VOF) method. WaveFoam uses an
algebraic VOF and relies on the multidimensional
universal limiter for explicit solution (MULES) and
an interface compression scheme (Deshpande et al.,
2012). A laminar simulation setup, which omits the

use of a turbulence model, was specified. Implicit Eu-
ler was utilized for progressing the solution in time.
Second-order, central differencing was used for the
gradient operator while a corrected central difference
scheme was used for the Laplacian operator. The di-
vergence operators were specified as follows: vanLeer
for ∇ ·(ρUUUUUU); monotone upstream-centered schemes
for conservation laws (MUSCL) for ∇ · (UUUα); inter-
faceCompression for ∇ · (UUU rbα); central differencing
for any terms not otherwise listed. Wave damping is
achieved through the use of a relaxation zone, as out-
lined in Jacobsen et al. (2012).

4.1.2 interFoam Solver (AAU)
This solver is the same model as presented by SNL
above, but with a couple of different settings in the
numerical schemes. The main difference is that AAU
uses second-order cell-limited central differencing as
the gradient operator, i.e., the face values given by
the gradient operator are bounded by the minimum
and maximum of the neighboring cells. The limiter
adds diffusion to advection and is thus not recom-
mended for simulation of pure wave propagation.
However, a limiter is often required to stabilize wave-
body interaction problems. Thus, it is of interest to
investigate the influence of the limiter. Additionally,
the divergence operators are all of standard second-
order vanLeer type. The paddle motion is simulated
by reading in a table of the paddle position history
to move the boundary accordingly, letting the mesh
stretch under Laplacian smoothing. It should be noted
that the mesh motion caused the second-order Crank-
Nicholson time stepping scheme to become unstable,
and implicit Euler had to be used.

4.1.3 waveIsoFoam Solver (SNL)
The main difference between the waveFoam and
waveIsoFoam solvers are the use of algebraic versus
geometric VOF. The waveIsoFoam model relies on
the geometric VOF called isoAdvector as presented
in Roenby et al. (2016). IsoAdvector reconstructs the
interface inside the cells using an isosurface concept.
Otherwise, the model uses the same settings as the
SNL waveFoam setup, where applicable.

4.1.4 potentialFreeSurfaceFoam Solver (BCAM)
The potentialFreeSurfaceFoam solver is an adaptation
of the pimpleFoam solver, which is commonly uti-
lized for incompressible, single-phase, transient flow
simulations. This adaptation incorporates a unique
boundary condition known as waveSurfacePressure.
This boundary condition calculates the change in sur-
face elevation at each time step by using the volume
flux for the cells at the top boundary. More informa-
tion can be found in Schmitt et al. (2020).
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Figure 1: Physical wave tank: (a) Real wave tank setup (b) Overall dimensions and its setup layout (unit in mm) (c) A detail of wave
gauges’s locations

4.2 MaPFlow Solver (NTUA)

MaPFlow is an URANS solver primarily developed at
the NTUA. It is a cell centered CFD solver employ-
ing unstructured polyhedral grids. Incompressibility
is treated using the artificial compressibility method
(see Ntouras & Papadakis, 2020) while two-phase
flows are modeled through VOF using the HRIC
scheme. Regarding mesh deformation, MaPFlow uti-
lizes a radial basis function approach (see Theodor-
akis et al., 2022).

4.3 STAR-CCM+ Solver (NREL)

Second-order schemes were chosen for both the spa-
tial and temporal discretization. The SIMPLE ap-
proach was chosen to solve the pressure-velocity cou-
pling with 20 iterations per time step. The under-
relaxation factors for velocity and pressure are 0.9 and
0.4, respectively. A mesh morphing approach using
the radial basis function technique was used to resolve
the mesh deformation due to the time history input of
paddle motion applied at the inlet boundary.

4.4 DualSPhysics Solver (NREL)

The DualSPHysics code (DualSPhysics, 2024) is
an open-source Smoothed Particle Hydrodynamics
(SPH) model which is a Lagrangian meshless method
to discretize a continuum using a set of mate-
rial points or particles. Specifically, the discretized
Navier-Stokes equations are locally integrated at the
location of each of the particles in the case of a fluid
dynamic simulation. In this study, we applied both
DBC and mDBC (DualSPhysics, 2024) for the nu-
merical wave tank simulation. A variable time step
and the second-order accurate Symplectic time inte-
grator scheme were applied with a CFL-based value
of 0.2. The Wendland model was selected for the
smoothing kernel. An artificial viscosity of 0.01 was
applied in this study. Four different mesh resolutions
with the ratio of wave height and particle distances
(H/Dp) of 7, 10, 15, and 20 were conducted for uncer-
tainty quantification. The paddle motion in the physi-
cal tank testing was modeled by the piston motion via
the experimental time history input.
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4.5 In-house Code using Linear Theory (AAU)

The waves by the paddle use the analytical LPF so-
lution for the piston-type wave maker Biésel Transfer
Function presented by Biesel (1951). The interested
reader can find a more recent description in English
by Frigaard & Andersen (2010). Waves are propa-
gated from the paddle to the actual position in the
basin using linear wave theory by treating all the wave
components as free waves. A script has been devel-
oped, which calculates the wave amplitude based on
the simple analytical equation for the far field Biésel
Transfer Function. The script is based on a frequency
domain solution by making a fast Fourier transform
of the measured paddle position, including the trans-
fer functions on the individual components, and mak-
ing an inverse fast Fourier transform to get the surface
elevation at the specified points in the basin.

5 NUMERICAL TEST CASES

In the physical wave testing, various wave condition
tests were conducted ranging from linear to highly
nonlinear wave characteristics depending on wave
steepness (Kramer et al., 2023; Kramer & Andersen,
2024). Although 12 wave cases were conducted, only
two interesting wave conditions, R05 and R12, were
selected in this study. The R05 wave case has an inter-
mediate wave steepness, whereas the R12 wave case
is the highest and steepest wave in the physical wave
condition test set. Details of the selected wave condi-
tions are given in Table 2.

In the low- and high-fidelity simulation models,
these two wave conditions were simulated and com-
pared with the physical wave tank results. The compu-
tational domain has the exact same length compared
to the physical wave tank: 4.22 m and 7.37 m from
WG11 (or the center of the sphere model) to the wave
paddle and the end of tank, respectively. Without the
sphere model in place, only one cell layer in the lat-
eral direction was generated. The mesh resolution in
the wave elevation regime was refined to capture wave
propagation. For every wave case selected, five dif-
ferent spatial resolutions with the ratios of vertical
cell size per wave height (H/∆z) by longitudinal cell
size per wave length (λ/∆x) of 10× 100, 15× 100,
20× 100, 20× 150, and 20× 200 were created and
simulated with different temporal resolutions. That
resulted in a mesh ratio between longitudinal and ver-
tical cell size (∆x/∆z) that ranged from 1 to 4. An
example of the mesh resolutions are graphically dis-
played in Figure 2. Three ratios of step size per wave
period (T/∆t) of 500, 750, and 1000 were used in
this study. A total of 15 simulations for each wave
case were conducted. The selection of these time step
sizes with respect to the mesh resolution at wave sur-
face regime satisfies the Courant number less than 0.5.
Overall, these spatial and temporal discretizations are
well defined and are commonly used for numerical

wave tank studies (Windt et al., 2018).
As the computational domain has only a single

layer in the third direction (y-direction), the simula-
tion is a 2D computational model. The inlet bound-
ary was specified as a moving paddle with a pre-
scribed time history motion extracted from the phys-
ical wave tank testing. The bottom surface was de-
fined as a physical wall in the tank. During the simu-
lation, a mesh morphing approach was applied to han-
dle a grid deformation due to the moving inlet bound-
ary. Wave elevation at different wave gauge locations
(WG1,2,11) was simultaneously monitored and ex-
tracted. Subsequently, their time history data were
sampled with the time interval of 0.01 s for data post-
processing and analysis.

6 RESULTS AND DISCUSSION

This section presents a comparison of wave character-
istics of the Physical Testcases between the physical
and numerical wave tank testing. As mentioned, there
are 15 simulations consisting of 5 different mesh res-
olutions and 3 different time step sizes for every wave
case. It is noted that the results plotted and presented
in this paper are of the finest spatial and temporal dis-
cretization.

The comparison of transient wave elevation be-
tween experimental data and numerical solutions at
WG11 with respect to the wave cases R05 and R12 is
graphically illustrated in Figure 3. The two top plots
show the time history of wave elevation without a
modified time shift. Overall, the results of most nu-
merical models show good agreement with the phys-
ical wave tank result. As the wave case R05 has a
shorter wave period, 0.88 s as shown in Table 2, it
takes a longer time to reach expected wave elevation
behavior at WG11.

The two bottom plots in Figure 3 present the
comparison of wave elevation at interesting periods,
which we selected to minimize the potential of wave
reflection while achieving the expected stable wave
elevation in the physical wave tank. These results
were time-shifted, such that the data were adjusted to
have the same wave elevation peak compared to the
experimental data—10.9 s and 7.6 s for the wave case
R05 and R12, respectively. The time domain data of
this interesting regime were further processed and an-
alyzed and are presented in this section. Specifically,
two troughs, three crests, and their time locations ex-
tracted from the interesting data period were utilized
for calculating averaged wave height, wave period,
and time shift. These data comprising 15 simulations
for every wave case are then used for uncertainty cal-
culation and subsequently for V&V purposes. The
least-square GCI method of Eça & Hoekstra (2014)
to assess the numerical discretization errors and un-
certainties was used in this study. Monotonic conver-
gences were observed for all cases, as the maximum
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Table 1: Primary numerical settings in different numerical models

(a) 10x100

(c) 20x100

(b) 15x100

(d) 20x150

(e) 20x200

Figure 2: An example of mesh sequence of the wave case R12 used by the mesh-based URANS models.

Table 2: Selected wave condition

Case Wave period Wave height Wave steepness
T (s) H (m) H/λ (-)

R05 0.880 0.0561 0.0464
R12 1.420 0.2611 0.0829

order of accuracy for space (p) and time (q) of the
fitting surface function is 2.

Figures 4 and 5 display the comparison of aver-
aged wave height at different wave gauge locations
(WG1-3,11) obtained by both physical and numerical
wave tank testing. For the numerical wave tank test-
ing, the bar plots represent the averaged wave height
of the finest spatial and temporal resolution. The er-
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Figure 3: Comparison of the time history of wave elevation at WG11 with respect to two wave cases: full time history (top plots) and
interested time period with matching peak location for data post-processing and analysis (bottom plots) (AAU-LPF: Linear potential
flow; AAU-CFD: interFoam; BCAM-CFD: potentialFreeSurfaceFoam; NREL-CFD: STAR-CCM+; NTUA-CFD: MaPFlow; SNL-
CFD1: waveFoam; SNL-CFD2: waveIsoFoam; NREL-SPH1: DBC; NREL-SPH2: mDBC).

ror bars represent uncertainty quantification, includ-
ing both spatial and temporal metrics. For the exper-
imental data, the error bar is calculated through 95%
confidence interval. The uncertainty at WG11 is used
for all other wave gauges plotted in this study.

Overall, the averaged wave heights predicted by
the numerical wave tank models show good agree-
ment compared to that of the physical wave tank. The
wave height predicted by the linear potential-based
theory including AAU-LPF and BCAM-CFD shows
the largest discrepancy (R05: 8% and R12: 19%).
However, numerical uncertainty of most high-fidelity
models seems to be large, especially for the wave case
R05 where the uncertainties varied from 32% (NREL-
CFD) to 99% (NTUA-CFD). On the other hand, the
experimental uncertainty is only 3.6%. Interestingly,
the SPH models, especially the one with DBC bound-
ary setting in this study has a small uncertainty with
respect to the finest resolution. It is noted that the
time step size in the SPH model is also changed with
respect to the change of particle distance, as it is
governed by the constant Courant–Friedrichs–Lewy
(CFL) number of 0.2 in this study. It is also noted that
all high-fidelity CFD solutions have the CFL num-
ber less 0.5 with the current spatial and temporal dis-

cretizations.
In the case of the highly nonlinear (highest and

deepest steepness) wave case, R12, the agreement be-
tween physical and numerical wave tanks is better
than that of the intermediate wave steepness case,
R05. Uncertainties for this case varied from 4%
(NTUA-CFD) to 47% (SNL-CFD2), whereas the un-
certainty of the physical wave tank is 3%. Interest-
ingly, NTUA-CFD’s uncertainty result in the wave
case R12 is lowest, whereas it is biggest in the wave
case R05.

For the OpenFOAM-based solvers, there are
slight differences, particularly for the waveFoam and
waveIsoFoam solvers. Even for the similar waveFoam
and interFoam solvers, a couple of different settings
in the numerical schemes between AAU and SNL
result in a slight difference in the uncertainty esti-
mates. Between waveFoam and waveIsoFoam solvers,
the discrepancy of uncertainty prediction is more de-
viated for the highly nonlinear wave case, R12.

As wave elevation is propagated from the inlet due
to the paddle motion, the averaged wave period and
its uncertainty calculated at different wave gauge lo-
cations behaves consistently among numerical mod-
els.
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Figure 4: A comparison of averaged wave height between the physical and numerical wave tanks for the wave case R05.

Figure 5: A comparison of averaged wave height between the physical and numerical wave tanks for the wave case R12.

Figures 6 and 7 display the comparison of averaged
wave period predicted by different numerical mod-
els versus the physical wave tank. There is very good
agreement between the physical and numerical wave
tanks across the wave gauge locations with differ-
ent wave cases. Most high-fidelity models also have
small uncertainty estimates of wave period, except for
the NREL-CFD model where the uncertainty is up
to 14% for wave period estimates. Interestingly, both
NREL-CFD (STAR-CCM+ solver) and SNL-CFD2
(waveIsoFoam) have quite similar uncertainty ranges
across the wave gauge locations for the highly nonlin-
ear wave case, R12.

7 CONCLUSIONS

This study presents an effort of V&V quantification of
wave propagation considering the actual paddle mo-
tion in wave tank testing. This is a continuous effort
of numerical model validation for the sphere model
using experimental wave tank studies at Aalborg Uni-
versity in Denmark. Both low- and high-fidelity mod-
els, including different CFD models and SPH models,
conducted and submitted by different participants are
compared with the experimental data. The study ap-
plied the least-square GCI method of Eça & Hoekstra
(2014) to assess the numerical discretization errors
and uncertainties. Several metrics, including averaged
wave height, averaged wave period, and time-shift
(phase shift), extracted from an interesting data period
across different wave gauge locations were assessed

and evaluated for both intermediate and high wave
steepness cases. Overall, we observed good agree-
ment of wave elevation prediction between the phys-
ical and numerical wave tanks. Although the spatial
and temporal discretizations in this study are appro-
priately defined in terms of the satisfaction of CFL
number at the wave surface regime, numerical error
and uncertainty of most high-fidelity CFD solvers are
unexpectedly high. This results in the need for more
investigations on V&V efforts using high-fidelity nu-
merical wave tank studies for the wave propagation,
considering the real paddle motion in the physical
wave tank.
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