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Abstract
Self-consistent 1D modeling of streamers in ammonia-oxygen-nitrogen-water mixtures has
been performed in this work. A fluid model that includes species transport, electrostatic
potential, and detailed chemistry was developed and verified. This model is then used to
simulate the avalanche, streamer formation and propagation phases, driven by a nanosecond
voltage pulse, at different thermochemical conditions derived from a 1D laminar premixed
ammonia-air flame. The applicability of the Meek’s criterion in predicting the streamer
inception location was successfully confirmed. Streamer formation and propagation duration
were found to vary significantly with different thermochemical conditions, due to the difference
in ionization rates. The thermochemical state also affected the breakdown characteristics which
was tested by maintaining the background reduced electric field constant. Detailed kinetic
analyses revealed the importance of O(1D) in the production of key radicals, such as O, OH, and
NH2. Furthermore, the contributions of the dissociative electronic excitation of NH3 towards the
production of H and NH2 radicals have also been reported. Spatial and temporal evolution of the
electron energy loss fractions for various inelastic collision processes at different
thermochemical states uncovered the input plasma energy spent of fuel dissociation and the
large variability in the dominant processes during the avalanche and streamer propagation
phases. The methodology and analyses reported in this work are key towards developing
effective strategies for controlled nanosecond-pulsed non-equilibrium plasma sources used for
ammonia ignition and flame stabilization.

Supplementary material for this article is available online
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1. Introduction

The field of ammonia combustion has gained wide-spread
traction in the past decade given the potential of ammonia
to become a carbon-free fuel for transportation and electri-
city generation applications [1, 2]. Well known challenges of
ammonia combustion include low flame speed, high heat of
ignition, narrow flammability range, and increased produc-
tion of NOx. Non-equilibrium plasma assisted combustion of
ammonia is now being explored as a promising technology to
address several of these challenges. The work by Choe et al [3]
was one of the first experimental efforts that showed the pos-
itive effects of non-equilibrium plasma on extending the lean
blow-off (LBO) limit and the simultaneous reduction of NOx

emission levels of an ammonia-air flame. Lin et al [4] showed
that the flame speed and the combustion limits of ammonia-
air combustion can be enhanced by using a gliding arc plasma
reactor with a swirl burner. They also showed that NO can
be limited to under 100 ppm in a lean ammonia-air flame,
however the exact mechanisms driving these benefits were
not discussed in detail. Similarly, Kim et al [5] discussed the
use of an alternating-current (AC) dielectric barrier discharge
(DBD) reactor in their swirl dump combustor to stabilize tur-
bulent NH3-air flames. They also performedNH∗

2 chemilumin-
escence, which allowed them to postulate that NO reduction
pathways are facilitated by NH2, that is produced in increased
amounts by a non-equilibrium plasma. They also observed that
increasing the discharge power resulted in lower levels of NOx

emission in lean ammonia flames. Clearly, fundamental invest-
igations focused on the interaction of the plasma discharge
with the ammonia-air flame is necessary to understand the
mechanisms responsible for these experimental observations.
Zhong et al [6] conducted comprehensive chemical kinetic
analyses for efficient ammonia oxidation using nanosecond
DBD discharges. They concluded that an optimal electric field
exists, which helps in ammonia dissociation rather than the
redirection of electron energy into vibrational excitation of
N2 (at lower than optimal electric field) or dissociation of
N2 (at higher than optimal electric field). Further, they also
observed that tuning the discharge frequency allowed for the
accumulation of HO2/NH2/NH radicals, which eventually help
in efficient oxidation and reduced N2O emissions. Several
numerical studies have focused on evaluating the impact of
nanosecond pulsed non-equilibrium plasma on reducing the
ignition delay [7–13], improving the flame speed [9, 14],
extending the lean ignition limit [15], as well as NOx reduction
[8, 11, 12] from ammonia combustion. All these works probe
into the detailed kinetic and thermal pathways enabled by the
plasma.

Nanosecond pulsed plasma discharges produced in pin-pin,
pin-plane, pin-ring, etc configurations are common sources
used for plasma assisted ignition and flame stabilization [16–
20]. Depending on the applied voltage, electrode geometry and
material, and the gas temperature and pressure, the discharge
produced can be in the corona, glow, or nanosecond spark
regimes [21] (at atmospheric pressures and above). All these

regimes typically feature an electron avalanche that trans-
itions to a streamer for pd≳ 200 Torr-cm (where p is the gas
pressure and d is the inter-electrode distance), and when the
applied electric field is greater than the breakdown field of
a particular gas. Streamers can further propagate and branch
depending on the effective ionization coefficient and other
background ionization pathways. Depending on the duration
of the pulse, the gas composition, temperature, and the inter-
electrode gap distance, these streamers can connect the two
electrodes, thereby forming a conducting channel, which can
further result in enhanced gas heating due to increased cur-
rent flow during the the spark phase. If the voltage is applied
for an even longer duration, equilibration of the gas and elec-
tron temperatures can occur, which is referred to as the arc
phase. Thus, dynamics, such as avalanche to streamer trans-
ition, streamer propagation, streamer to spark transition, and
the resultant regime of the plasma, depends strongly on the
local thermochemical state, especially in a dynamic com-
bustible environment. The thermochemical state of the gas
into which the electrical energy from nanosecond repetitive
pulses are deposited can keep changing based on the reactor/-
combustor geometry, the evolving ignition kernel, the flame
condition, and the pulse frequency. Hence, it is important
to study the influence of the gas composition,temperature,
and total number density on the physics of the plasma dis-
charge. This so called ‘backward coupling’ (i.e. combustion
affecting the plasma discharge) was experimentally investig-
ated by Guerra-Garcia and Pavan [22, 23], where the DBD
plasma discharge regime was observed to change from a
uniform discharge in the burnt gas products of the trans-
versely passing flame, to a filamentarymicro-discharge regime
after the flame had quenched and the burnt gas products had
cooled.

Numerical investigations have also been performed to
assess the effect of gas temperature to sustain a glow discharge
regime in air [24]. In Tholin and Bourdon [24], it was found
that at 1000 K, the negative and positive streamers connect
approximately at the same time as the pulse duration, which
prevented transition to the spark phase. Similarly, reduction
in the average electric field for achieving streamer connection
was observed at higher temperatures in the numerical simula-
tions presented in Aleksandrov and Bazelyan [25]. A compre-
hensive review on streamers was provided in Nijdam et al [26],
where the authors described the effects of the electron energy
losses, photo-ionization, and attachment rates on the differ-
ences in streamer dynamics for varied thermochemical con-
ditions. The effect of gas composition was specifically stud-
ied using 3D particle-in-cell (PIC) simulations in Bouwman
et al [27], where they showed that adding methane to pure air
resulted in suppressed photo-ionization which eventually led
to streamer branching. However, to the best of our knowledge,
no work on modeling streamers in ammonia-air combustible
mixtures has been published yet. Preliminary results on this
study were shared in our previous conference article [28].
Several improvements in terms of the numerical schemes, veri-
fication cases and chemical kinetics analyses have been made
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and included in the current article, as compared to our previous
conference article [28].

The focus of this paper is on simulating the ionization front
propagation dynamics and kinetics at various states of a freely
propagating laminar ammonia-air flame using a self-consistent
1D plasma fluid model. While self-consistent 1D models such
as the one used in this work cannot capture the curvature
induced field enhancements at the streamer head, capture
sheaths around curved electrodes or predict stochastic effects
of streamer branching due to photoionization and other sec-
ondary ionization events, they can nonetheless provide valu-
able insights on electron energy budgets, avalanche to streamer
transition condition [29, 30], and probe into the chemical kin-
etics associated with the streamer dynamics by providing an
accurate enough spatiotemporal variation of all quantities of
interest in the inter-electrode gap. Moreover, the less expens-
ive computations compared to 2D / 3D models allows usage
of larger chemical mechanisms with 1D streamer modeling. It
should also be noted that the configurations modeled in this
work do not aim to mimic an experimental setup, but qualitat-
ive agreements regarding the pathways for radical production
were obtained, with a recently published paper investigating
plasma assisted ammonia combustion, as is shown later in this
paper.

Most typical combustors in engines and gas turbines that
use non-equilibrium pulsed plasma for ignition have gap dis-
tances of the order of 2–10 mm [31, 32] to achieve break-
down with a reasonable inter-electrode peak voltage of 5–30
kV. This enables the deposition of a few mJ of energy in 5–
100 ns in a small volume to gain high enough power dens-
ities to produce high temperature and radical-rich hot-spots.
Thus, the inter-electrode gap in this work has been chosen to
be 4 mm, which falls in the typical range of inter-electrode gap
distances for producing nanosecond pulsed plasma. Moreover,
depending on the fuel, flow conditions, pre-ionization levels
and the local thermochemistry in the inter-electrode gap, dif-
ferent modes of the dischargemay be produced. One of the dir-
ect consequences of this work on designing nanosecond repet-
itively pulsed ignition systems for ammonia-fueled propulsion
devices is that streamers form and propagatemuch faster under
different flame conditions, which is important for deciding the
pulse energy and duration of each pulse in a developing flame.
Furthermore, the applied voltage or the time duration of the
pulse cannot be simply scaled based on the total number dens-
ity at any given instance. The threshold breakdown field and
the critical field for streamer propagation varies with the ther-
mochemistry in the region of ignition. Also, understanding
the distribution of the input plasma energy into various chan-
nels can help to optimize the parameters of the pulsed dis-
charge system to achieve desirable fast gas heating and rad-
ical generation effects. These can be design parameters such
as the inter-electrode gap distance, electrode geometry, etc
or operating parameters such as pulse frequency, energy per
pulse, pulse duration, etc. Hence, effective control strategies
to minimize the input power requirements for an ignition sys-
tem can be influenced by understanding the effect of these

parameters on the plasma kinetics and dynamics. The over-
arching outcome of this work is the detailed analysis of plasma
dynamics and kinetics including pathways of radical produc-
tion and energy loss fractions during avalanche to streamer
transition and streamer propagation at ammonia-air flame con-
ditions using a self-consistent 1Dmodel. Such a predictive tool
can help control pulsed plasma sources for effective ignition
and pave the way for alleviating the challenges of ammonia
combustion.

Section 2.1 presents the governing equations and the
numerical schemes used to simulate electron avalanches,
streamer formation and propagation. Section 2.2 contains
comparisons of our 1D plasma fluid solver developed for
this work, with existing fluid and particle-in-cell (PIC) sim-
ulation results available in the literature. Next, Section 3
presents the results for avalanche-to-streamer transition and
streamer propagation using the thermochemical conditions
from a 1D laminar ammonia-air flame. The applicability
of the Meek’s criterion is also investigated in this section.
Finally, section 4 highlights the important conclusions of this
research.

2. Numerical methodology and solver verification

Convection–diffusion-reaction equations along with Poisson’s
equation for self-consistent electrostatic potential are solved
for modeling nanosecond plasma discharges at atmospheric
pressures and beyond in this work, similar to previous works
[33, 34]. Section 2.1 contains the governing equations and
the numerical schemes used to simulate avalanche-to-streamer
transition and streamer propagation. The solver has been veri-
fied by comparing the results with two benchmark cases in the
literature. These have been described in section 2.2.

2.1. Governing equations and numerical schemes

Species conservation equations (equation (1)) with the drift-
diffusion approximation (equation (2)) for the flux term is used
to evolve the number densities of all the species in the plasma:

∂nk
∂t

+ ∇⃗ · Γ⃗k = ω̇k, (1)

Γ⃗k = µknkE⃗−Dk∇⃗(nk) , (2)

where nk is the number density, Γk is the total flux, and ω̇k
is the net production rate of the kth species. In equation (2),
µk and Dk are the mobility and mass diffusivity (i.e. diffusion
coefficient) of the kth species, and E⃗ is the electric field. The
mobility of all neutral species is zero, and thus the neutral spe-
cies transport is only due to diffusion. The cases considered
in this work do not have any bulk convection. The species
production rate contributions via electron impact reactions are
evaluated using pre-tabulated rate coefficients obtained from
an offline Boltzmann solve with the two term approximation
using BOLSIG+ [35]. The detailed list of reactions and the
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rate coefficients have been provided as part of the supplement-
ary material.

The evolution of the electric field, E⃗, is governed by the
Poisson’s equation for electrostatic potential ϕ:

∇2ϕ +
e
ϵ0

Nsp∑
k=1

Zknk = 0, (3)

E⃗=−∇⃗ϕ. (4)

In equation (3), e= 1.602× 10−19 C is the electronic charge,
ϵ0 = 8.854× 10−12 m−3kg−1s4A2 is the permittivity of free
space, Nsp is the total number of species including electrons,
and Zk is the charge of the kth species.

Finally, the local mean electron energy density, Ee =
(3/2)nekBTe, is computed by solving equation (5):

∂Ee
∂t

+ ∇⃗ · Γ⃗Ee = ṠEe , (5)

where Γ⃗Ee is the flux of the local electron energy density Ee,
which is also expressed using a drift-diffusion formulation as
follows:

Γ⃗Ee = µϵEeE⃗−Dϵ∇⃗(Ee) , (6)

where the mobility (µε) and diffusion coefficient (Dε) for
the electron energy (ϵ= Ee/ne) are obtained as functions of
the local mean electron energy Ee from BOLSIG+ [35]. The
source term ṠEe on the right-hand-side (RHS) is given by

ṠEe =−eΓ⃗e · E⃗−
3
2
nekB (Te−Tg)

2me

mb
ν−

∑
i

∆Ei ri. (7)

Here, the first term represents the total electron Joule heating:
i.e. the energy gained by the electrons from the resultant elec-
tric field. The second term is the electron energy loss due to
elastic collisions with gas molecules (which are much heavier
than electrons), where Tg is the gas temperature, me and mg

are the molecular weights of an electron and the neutral gas,
and ν is the electron-neutral collision frequency. The last term
represents the electron energy loss due to every inelastic colli-
sional process i.∆Ei is the threshold energy, and ri is the rate
of progress of the ith electron impact reaction.

These equations are discretized using the finite volume
method in a segregated manner. First-order semi-implicit
time-stepping is used along with the Scharfetter–Gummel
(SG) scheme for the convection–diffusion flux. The SG
scheme degenerates to a first order upwind scheme for the drift
(convection) term in the limit of high Peclet numbers (Pe=
µk|E⃗|dx/Dk), i.e. when convection dominates over diffusion;
and degenerates to a second-order central scheme for the dif-
fusion term, in the opposite limit. The second-order central
scheme is used for solving the Poisson equation for the electric
potential ϕ. The linear solves are performed using an in-house
GMRES (Generalized Minimum Residual Method) imple-
mentation, which uses the modified Gram–Schmidt algorithm
for generating an orthonormal Krylov subspace basis. This

algorithmwas also used in a 3D solver, described in Sitaraman
and Grout [36]. The geometric multigrid method is used as
the preconditioner for GMRES, and the Gauss-Seidel method
is used as the smoother on successive multi-grid levels. This
solver is named as Multi-grid Plasma Solver 1D (or ‘mps1d’
as is mentioned in this article)

2.2. Solver verification

Two popular cases in the literature, where both fluid and
particle-in-cell (PIC) models have been employed and com-
pared, are used as the verification targets for the mps1d code
developed and used in this research. The first case is a capa-
citively coupled plasma with a radio frequency (RF) source
in helium. And the second case is a negative (anode-directed)
1D streamer ionization front in nitrogen at atmospheric pres-
sure. These cases are described in sections 2.2.1 and 2.2.2,
respectively.

2.2.1. Capacitively coupled plasma discharge in helium. A
capacitively coupled plasma discharge in Helium, driven by
an RF source, has been simulated using mps1d. This case
was presented as one of the four benchmark cases in Turner
et al [37], where they performed detailed PIC simulations and
compared the results using five independently developed PIC
codes. An RF sinusoidal voltage with an amplitude of 120 V
and a frequency of 13.56 MHz was used to generate a plasma
in He at 1 Torr and 300 K. The inter-electrode gap was set to
6.7 cm,whichwas discretized using 513 uniformly spaced grid
points with a fixed time step of 2.3× 10−11 s. A uniform spa-
tial plasma density of 3.8× 1014 m−3 was used to initialize the
ion and electron number densities. Maxwellian thermal flux
boundary conditions were used for the electron density (8),
neutral species density (9), and the mean electron energy dens-
ity equations (10), whereas the drift-dominated flux bound-
ary condition was used for the ion density equation (11). In
equations (8)–(11), Γ⃗e, Γ⃗n, and Γ⃗i are the fluxes of electron
number density, neutral species number density, and ion num-
ber density, respectively. Similarly, ne, nn, and ni are the elec-
tron, neutral, and ion number densities, and me and mn are
the masses of the electron and the nth neutral species, respect-
ively. Secondary electron emission at the boundaries due to the
impacting ion flux is also accounted by specifying the second-
ary electron emission coefficient, γ. However, for this specific
case, γ= 0. Also, the gas temperature (Tg) is held constant at
300 K in this verification case. Finally, the Dirichlet bound-
ary conditions were used for the electric potential equation, as
shown in equation (12), where the cathode potential (ϕc) was
set to 0 and the anode potential (ϕa) was set to the applied RF
voltage waveform

Γ⃗e =
1
4
ne

(
8kBTe
πme

)1/2

− γΓ⃗i (8)

Γ⃗n =
1
4
nn

(
8kBTg
πmn

)1/2

(9)
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Figure 1. He+ density comparison between mps1d and capacitive
discharge benchmark results from Turner et al [37] (Ref1 PIC and
Ref1 Fluid using PIC and fluid models) and with Verma and
Venkattraman [38] (Ref2 Fluid).

Γ⃗Ee = 2kBTeΓ⃗e (10)

Γ⃗i =max

(
−µi ni

∂ϕ

∂x
,0

)
(11)

ϕa = ϕ0sin(2π ft) ,ϕc = 0.0. (12)

The chemical mechanism comprising of two electron
impact excitation and ionization reactions of He was obtained
from the cross section data provided by Turner et al [37]
using an offline Boltzmann equation solver, BOLSIG+ [35].
The rate constants were obtained as functional fits of elec-
tron temperature. The ionmobility equationwas obtained from
Turner et al [37] while the electron mobility and diffusiv-
ity were also obtained as functions of the electron temperat-
ure from the aforementioned BOLSIG+ solver. These details
have been provided in appendix A. These simulations were
run for 0.1 ms, over which the difference in peak electron
density between subsequent time-steps reduced by 5 orders
of magnitude, indicating a steady state in plasma density.
The average ion number density at steady state is shown in
figure 1.

Reasonable agreement between the fluid model (mps1d)
and moment results from Turner et al [37] was obtained. We
also compared our solution with an OpenFOAM-based fluid
model [38], which also indicates good agreement. The dis-
crepancy between PIC and fluid solutions is a consequence
of the formulation of electron impact rate and electron trans-
port coefficients from the offline Boltzmann equation solver,
and subsequent curve-fitting/tabulation to functions of reduced
electric field (E/N) or mean electron energy. These differ-
ences are also attributed to the choice of ion, electron, and
electron energy mobilities and diffusivities, and the boundary
conditions. As is also mentioned in Turner et al [37], the trans-
port coefficients and boundary conditions can play amajor role
in obtaining a desired level of accuracy using a fluid model

compared to the benchmark PIC simulation results for this low
pressure capacitive discharge simulation.

2.2.2. Anode-directed streamer in nitrogen. Aligned with
the motivation and conditions of this research, 1D streamer
ionization front simulation results from mps1d have also
been compared with published PIC and fluid model results
for solver verification. Negative (anode-directed) streamers in
nitrogen at 298 K and 1 atm were modeled and compared
with the results from Markosyan et al [39]. This paper eval-
uates the accuracy of a higher order moment model, derived
in Dujko et al [40], by comparing 1D streamer propagation
results with PIC and a local field approximation (LFA) based
drift-diffusion model. As is done in Markosyan et al [39], a
1.2 mm long 1D inter-electrode gap was chosen as the compu-
tation domain. 1025 uniformly spaced grid points were used to
discretize this domain and a fixed time-step of 0.05 pswas used
throughout the simulation. To maintain the same background
reduced electric field of 590 Td, as is used in Markosyan
et al [39], the anode potential was set to 17.3 kV and the cath-
ode was grounded. Homogeneous Neumann boundary condi-
tion (∂xne = 0) at the anode (x= 0) and the Dirichlet boundary
condition (ne = 0) at the cathode (ne = 0) for electron num-
ber density were used. However, these did not impact the res-
ults much, since the streamer front was fairly away from the
boundaries for the duration of interest. A Gaussian seed of
electrons and ions was used to initialize this simulation, as is
given in equation (13), where ne0/i0 = 2× 1018m−3, σ= 0.029
mm, and x0 = 0.8 mm:

ne/i (x) |t=0 = ne0/i0exp

(
−(x− x0)

2

σ2

)
. (13)

The local field approximation (LFA) was used, where the
ionization rate coefficient, electron mobility, and diffusion
coefficient were fit as functions of the local reduced elec-
tric field (E/N), based on the plots for all these quantities
provided in Dujko et al’s paper [40]. The exact expressions
used for these quantities have been provided in appendix A.
The high background electric field (145 kV cm−1) results in
an electron-impact ionization that causes rapid growth in the
electron and ion number density Gaussian seed. Subsequently,
the electrons drift towards the anode, i.e. opposite to the dir-
ection of the applied field, whereas the heavier ions remain
stationary within electron drift time-scales, thereby creating
a space charge field. This starts to distort the constant elec-
tric field, as is seen in figure 2. Finally, the space charge cre-
ated by the anode-directed drifting electrons and the cathode-
directed ‘very slow’ positive ions screen the electric fields
in the ionized region from the external field, which stops
further ionization and begins the front propagation. The
electric fields, electron and ion number densities at three
time instances (0.07 ns, 0.35 ns, and 0.7 ns) are compared
with the PIC (Ref PIC) and the drift-diffusion (Ref DD)
model results from Markosyan et al [39] in figures 2–4,
respectively.
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Figure 2. Electric Field Comparison between mps1d,
drift-diffusion model (Ref DD) results and PIC results (Ref PIC)
from Markosyan et al [39]. Anode—electrode at x = 0 mm.

Figure 3. Electron Number Density Comparison between mps1d,
drift-diffusion model (Ref DD) results and PIC results (Ref PIC)
from Markosyan et al [39]. Anode—electrode at x = 0 mm.

Figure 4. Ion Number Density Comparison between mps1d,
drift-diffusion model (Ref DD) results and PIC results (Ref PIC)
from Markosyan et al [39]. Anode—electrode at x = 0 mm.

Results from mps1d agree quite well with the drift-
diffusion model results. However, there are some variations
when compared to the PIC simulation results as time pro-
gresses, which are primarily due to the assumption that the
mean electron energy relaxation is instantaneous (LFA), based
on the local electric field in the drift-diffusion models with
LFA. However, the high cost associated with using detailed
plasmamechanisms, as is used in this research (section 3) with
higher order models and particle models, especially in higher
dimensions, make the drift-diffusion model a viable choice for
streamer simulations.

3. Results and analysis

This section presents 1D avalanche to streamer transition
and streamer propagation simulations in atmospheric-pressure
ammonia-oxygen-nitrogen-water (NH3/O2/N2/H2O) mixtures
using nanosecond non-equilibrium plasma. The applicabil-
ity of the Meek’s criterion [29, 30] for streamer inception is
first evaluated. Emphasis has also been laid on the electron
energy budgets to understand the pathways for the produc-
tion of important radicals for combustion during the streamer
propagation phase.

3.1. Applicability of meek’s criterion for streamer inception

All streamer simulations presented in this section were initial-
ized with a very low uniform density of electrons and ions (100
electrons or ions cm−3). Thus, the avalanche phase, where the
electrons drift from the cathode to the anode due to the applied
electric field which causes successive ionization and produc-
tion of more free electrons, has also been modeled. In order
to prevent the electrons from diffusing out of the domain from
the cathode, due to theMaxwellian thermal flux boundary con-
dition, secondary electron emission has been accounted for in
the boundary condition for electron density evolution. These
secondary electrons not only create an extra source of elec-
trons at the boundary to sustain the avalanche, but also help in
faster streamer propagation by increasing the number of ion-
ization events downstream of the ionization wave. The flux of
the secondary electrons is calculated by incorporating the flux
(γΓ⃗i) as is done in equation (8). The secondary electron emis-
sion coefficient was chosen as 0.01 assuming the target elec-
trode material as copper and the gas as air (This value is an
upper limit for Cu and N2 combination at atmospheric pres-
sure as per [41]). Similarly, boundary condition for the elec-
tron energy flux accounts for the energy of the ejected sec-
ondary electrons based on the ion impact energy (evaluated
as Σi 0.5mi v2d,i−Wc, where mi is the mass and vd,i is the drift
velocity of the incident ith ion, andWc is the work function of
the assumed copper electrode ∼4.65 eV).

The avalanche transitions to a streamer only if the electrons
have a sufficiently high mean energy to cause sustained ioniz-
ation, which can eventually result in a space charge field that
is greater than the breakdown field of a gas. The location of
streamer inception can be obtained from the Meek’s criterion
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[29, 30], which is given by:
ˆ z0

0
ᾱ(z,E0)dz= K. (14)

Here, ᾱ is the effective ionization coefficient: i.e. ᾱ= α− η,
with α being the ionization coefficient and η being the attach-
ment coefficient. z0 is the location of streamer inception relat-
ive to the cathode, E0 is the applied background electric field,
z represents the distance along the avalanche path relative to
the cathode, and K is a constant which is typically between
18 and 20 [41]. Specifically, the streamer inception location
(z0) is defined as the location where the first local maximum
in log(ne(x)) is observed post its departure from a straight line,
which represents exponential avalanche. Value of K has been
observed to be around 20 for pure air at atmospheric pres-
sure in experiments [41]. Equation (14) can be simplified to
ᾱz0 = K, if ᾱ is assumed to be independent of the background
electric field and the location.

1D simulation with a constant background field applied
to a stoichiometric mixture of NH3 / O2 / N2, at a constant
pressure of 1 atm and a constant gas temperature of 300 K
was first conducted to check the validity of Meek’s criterion
for streamer inception. 2049 grid points have been used to
divide the domain with a uniform cell size of 1.95 µm. A
constant time-step size of 0.05 ps was used for all the sim-
ulations. The plasma kinetic mechanism used in these sim-
ulations has been derived from an experimentally validated
ammonia oxidation mechanism by Zhong et al [6]. This mech-
anism has 27 species, comprising of background species (i.e.
NH3, N2, O2, and H2O), ions, electronically excited states, and
radicals produced, due to 81 total reactions spanning electron
impact electronic excitation, ionization, attachment, dissoci-
ation, charge exchange, recombination, and quenching. The
ZDPlasKin-version input file of the kinetic mechanism and the
cross sections (obtained from LxCAT and derived from Zhong
et al [6]) has been provided in the supplementarymaterials. All
heavy species are assumed to remain stationary, whereas elec-
tron density and mean electron energy are assumed to follow
the drift-diffusion approximation. Appropriate source terms
listed in section 2.1 have also been accounted for obtaining
the solutions.

The anode (x= 0) was held at a constant potential of 11.5
kV whereas the cathode (x= 4mm) was grounded. The inter-
electrode gap was 4 mm. This resulted in a background field
of 28.75 kV cm−1, which is close to the breakdown field of
pure air (ranging between 26–31 kV cm−1 at STP [41]). This
corresponds to a background reduced electric field (E/N) of
~118 Td. The mole fractions at stoichiometric conditions are
NH3 : O2 : N2 = 0.2188 : 0.1641 : 0.6171. At these conditions,
the effective ionization coefficient ᾱ obtained fromBOLSIG+
is ~5980 m−1: i.e. 5.98 mm−1.

Figures 5 and 6 show the evolution of the electron number
density in space at different time instances. The applied nano-
second pulse is turned off after the streamer connects the elec-
trodes, as the aim is to model avalanche to streamer transition
and propagation phases only. figure 5 shows the first phase
of the evolution: i.e. the avalanche phase where the electrons

Figure 5. Avalanche Phase—Electron number density evolution.
Integer numbers marked in the plots aid in showing the temporal
sequence of the evolution..

Figure 6. Streamer Propagation Phase—Electron number density
evolution. Integer numbers marked in the plots aid in showing the
temporal sequence of the evolution..

drift towards the anode and multiply, starting from a low ini-
tial electron number density of 108 m−3. The integer numbers
marked in this figure aid in tracking the temporal evolution,
which can also be seen from the legend of the plot.

The natural logarithm of the electron density is plotted in
figure 7. The profiles at the initial time instances (9 ns, 17
ns, 25 ns) fall on a straight line in this plot, which confirms
the exponential increase in electron density as per Townsend’s
theory of electron avalanche. Since the background field is
slightly higher than the breakdown field, bulk ionization is also
observed in addition to electron drift and subsequent multi-
plication. The abscissae and ordinates marked in figure 7 help
in determining the slope of these lines, graphically. As can be
easily deduced, the slope is ~6.38mm−1. As per equation (15),
this slope is equal to the Townsend’s effective ionization coef-
ficient ᾱ.

ne = ne0exp(ᾱd) ,

logene = logene0 + ᾱd.
(15)
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Figure 7. Logarithm of electron number density. Abscissae and
ordinates marked near respective dashed lines.

Thus, there is only a 6.6% difference in the values of ᾱ
obtained from BOLSIG+, and graphically, from the simula-
tions performed using mps1d. Furthermore, using the value
obtained from the plots, i.e. ᾱ= 6.38, the Meek’s criterion
suggests that the distance of streamer inception should be
given by, ᾱd= K(K= 18− 20): i.e. d= 2.82− 3.13 mm
from the cathode. As can be seen from figure 7, the streamer
head, indicated by a deviation from the linear trend, first forms
at 34 ns and a distance of 0.9 mm from the anode (i.e. 3.1 mm
from the cathode), which is within the range predicted by
the Meek’s criterion. Figure 6 shows the streamer propaga-
tion phase where the cathode directed streamer propagates
under the influence of the space charge field and the back-
ground electric field. The streamer head is defined by the
location of the maximum gradient in electron number dens-
ity. Instantaneous streamer head velocities at a given head
location, xi are evaluated as dx/dt|xi and have been listed
in table 1. As can be seen, the streamer velocities rise by
more than an order of magnitude since inception till they
bridge the inter-electrode gap, which is a consequence of the
increasing resultant reduced electric field at the streamer head.
This increases the electron impact ionization rates, which is
the primary mechanism for streamer propagation in positive
streamers. The pulse was turned off at 47 ns in this case, when
the streamer head reached the cathode. Figure 8 shows the
evolution of the reduced electric field in the 1D domain. It
remained constant at 118 Td (corresponding to an electric field
of 28.75 kV cm−1) until the space charge field started to dis-
tort the external applied field, at 34 ns, resulting in reduction
of the electric field behind the streamer head, due to the oppos-
ing combination of the space charge field (directed right to left,
behind the streamer head) and the background field (directed
left to right). The same reason led to the increase of the elec-
tric field at and ahead of the streamer head, since the positively
charged streamer head is at a higher potential than the cathode
potential, resulting in a field that points in the same direction
as the background field. Unlike most 2D and 3D fluid plasma
simulations, field enhancement at the streamer head due to its

Table 1. Instantaneous streamer head velocities tabulated with time
and the instantaneous streamer head location.

Time (ns) Head location (mm) Head velocity (m/s)

34 0.90 7.73 × 104

41 1.75 2.38 × 105

44 3.00 4.21 × 105

45 3.50 4.86 × 105

Figure 8. Streamer Formation and Propagation—Reduced Electric
field evolution in the mixture of reactants at 300 K. Integer numbers
marked in the plots aid in showing the temporal sequence of the
evolution.

curvature, can not be captured in a 1D simulation. Thus, the
field ahead of the streamer head remains constant till the cath-
ode (which can be seen clearly at t= 38 ns to t = 47 ns in
figure 8).

3.2. Streamers at Ammonia-Air Flame Conditions: Effect of
the Thermochemical State

Our verified plasma fluid model was further used to simulate
1D streamers at ammonia-air flame conditions. Every sub-
sequent plasma pulse in a series of high-frequency repetit-
ively pulsed discharges in combustible mixtures used for ignit-
ing and stabilizing flames are deposited in an evolving back-
ground temperature and composition. The effect of the ther-
mochemical state on the plasma streamer kinetics and dynam-
ics has been modeled by assuming that states along a 1D lam-
inar premixed flame are representative of such evolving envir-
onments. Particularly, the avalanche to streamer transition,
streamer propagation, and the production of important radicals
have been investigated. Four different states along the solution
of a one-dimensional, freely propagating, laminar, premixed
ammonia-air flame, modeled using Cantera [42], are chosen
as the initial conditions for streamer simulations. These are
marked by stars in figure 9, which show the temperature, and
mole fractions of four major species, NH3, O2, N2, and H2O
along the flame. These have also been tabulated in table 2.

These thermochemical states are points in the unburnt
reactants, the pre-heat zone, the the reaction zone, and the
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Figure 9. 1D laminar, freely propagating, premixed NH3-air flame
structure (major species mole fractions and temperature). Red stars
represent 4 thermochemical states used for streamer simulations.

Table 2. Temperature and mole fractions of the four
thermochemical states marked in figure 9.

No. Temp(K) XNH3 XO2 XN2 XH2O

1 300 0.2188 0.1641 0.6171 0.0
2 900 0.1411 0.1170 0.6290 0.1129
3 1600 0.0530 0.0479 0.6674 0.2317
4 2037 0.0 0.0 0.6988 0.3012

burnt products, as is marked in figure 9 using different back-
ground colors (green, yellow, red, and blue, respectively).
The reactants are heated in the pre-heat zone due to diffu-
sion of heat from the reaction zone, whereas the chemical heat
release happens in the reaction zone. This flame is at a stoi-
chiometric equivalence ratio, where complete combustion of
ammonia in air is governed by NH3 + 0.75(O2 + 3.76N2)−→
3.32N2 + 1.5H2O.While there are intermediate reaction steps
which involve the production and consumption of other minor
species, their mole fractions are typically small, and thus, any
electron-impact reactions due to the presence of minor species
has been neglected.

Streamer simulations with the premixed reactants have
been shown in the previous sub-section. The avalanche to
streamer inception time was 34 ns, whereas the streamer
propagation and connection time was 13 ns (with respect to
the streamer inception instant) in the mixture of reactants at
300 K, with an applied voltage of 11.5 kV. Streamer incep-
tion instant is defined as the instant when a local maximum is
first observed in the electron number density post its departure
from a straight line. The connection instant is denoted when
the streamer head first reaches near the cathode.

Figures 10–12 show the evolution of the electron num-
ber density for the three other thermochemical states at
temperatures of 900 K, 1600 K, and 2037 K, respectively,
all at a constant pressure of 1 atm. A drastic reduction in
both the avalanche to streamer transition time and the streamer
propagation & connection time can be seen. Streamer incep-
tion happens at 16 ns (900 K, pre-heat zone), at 6.5 ns (1600 K,
reaction zone) and at 4.6 ns (2037 K, burnt products); whereas
the streamers connect the two electrodes after an additional 3

Figure 10. Streamer Inception and Propagation at 900 K (pre-heat
zone) - Electron Number Density.

Figure 11. Streamer Inception and Propagation at 1600 K (reaction
zone) - Electron Number Density.

Figure 12. Streamer Inception and Propagation at 2037 K (burnt
products) - Electron Number Density.

ns (900 K, pre-heat zone), 1 ns (1600 K, reaction zone) and 0.6
ns (2037 K, burnt products). The streamer inception location
at these three other thermochemical states can also be deduced
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Figure 13. Averaged rates of ionization (green bars) and attachment (red bars) reactions at the streamer head.

Figure 14. Evolution of the reduced electric field in the (a) pre-heat zone, (b) reaction zone and (c) burnt product zone mixtures.

from the Meek’s criterion, as is done in the previous sub-
section. The velocity of a positive streamer simply depends on
the net ionization rate, which keeps driving the front toward
the cathode. The ionization rate is a non-linear function of the
reduced electric field (E/N).

Figure 13 shows the rates of progress of the different ion-
ization and attachment reactions that directly contribute to
the production or consumption of electrons. These rates are
temporal averages of the rates at the streamer head, between
instances of streamer inception and streamer connection. Since
the voltage is held constant at 11.5 kV for all the cases, the
background E/N varies inversely with the background gas
number density. The evolution of the E/N in the reactant mix-
ture was shown in figure 8. The evolution of E/N at the three
other thermochemical states is shown in figure 14. As is seen
from this figure and figure 8, the reduced electric field at the
streamer head increases by more than an order of magnitude
as the thermochemical state changes from the reactant mixture
at 300 K to the burnt product mixture at 2037 K. As can also
be seen from these plots, the reduced electric field before the
breakdown simply scales with the inverse ratio of temperat-
ures from one state to another, with values of 354 Td, 630 Td
and 800 Td, respectively. Local minima in the reduced elec-
tric field in the streamer tail is also captured in figure 8, which
are caused by the redistribution of charged species (both ions
and electrons) in a way that opposes the external electric field,
effectively screening it within the streamer tail. Given the non-
linear dependence of the reaction rate coefficients on the E/N,
the rates of ionization of N2 increase by more than 5X as the
thermochemical states are varied from the reactants at 300 K
to the burnt products at 2037 K. A similar rise in the ioniza-
tion rates of H2O can also be seen from the rate in the pre-heat
zone to the rate in the burnt products. Despite the reduction
in the overall densities of N2 and H2O with increasing tem-
perature, the ionization rates were found to be highest in the

burnt products, due to higher ionization rate coefficients which
increase non-linearly with the reduced electric field. The rates
of ionization of O2 and NH3 increase by a factor of ~ 2 from
the thermochemical states in the reactants to those in the pre-
heat zone, but dwindle in the reaction zone due to the lower
mole fractions and number densities of NH3 and O2 at this
state. Furthermore, the dissociative attachment reactions of O2

(e+O2 −→ O+O−) and H2O(e+H2O−→ H2+O−) were
also found to consume electrons at the streamer head, but the
rates of ionization are almost 1–2 orders of magnitude higher,
which results in net ionization wave propagation towards the
cathode. This shows that ideally, the applied voltage and/or
the pulse duration should be adaptive in a practical combustor
using nanosecond pulsed plasma for ignition or flame stabiliz-
ation, based on the expected local thermochemical state in the
volume of the discharge. This will not only result in ignition
energy savings, but will also prevent undesirable arcing which
can release excessive heat and damage the electrodes.

Next, the background E/Nwas made equal for all the cases
by reducing the applied voltage at the anode by scaling it
inversely with the total number density. This was done to see
the effect of the gas composition alone, without affecting the
rates by the reduced electric field (E/N). Figure 15 shows that
only the discharge in the reactants led to the formation of a
streamer at 34 ns. Failure of breakdown was observed in all
the three other thermochemical states. Few electrons are lost at
the cathode due to the Maxwellian thermal flux boundary con-
dition despite secondary emission, while the other electrons
keep drifting towards the anode, without any multiplication,
and are eventually lost at the anode. This shows that the gas
composition alters the effective ionization coefficient ᾱ, which
governs the critical breakdown field. For instance, the effect-
ive ionization coefficient was found to be negative at the three
other thermochemical conditions of the pre-heat (900 K), reac-
tion (1600 K) and burnt products (2037 K) zones at a reduced
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Figure 15. Comparison of electron number density evolution for
the four thermochemical states at 34 ns.

electric field of 118 Td. Values of ᾱ at the three states are
−184 m−1, −642 m−1 and −1093 m−1, respectively. As a
result, breakdown at these conditions was not observed. This
is a consequence of the difference in the way electron energy is
distributed in different gas mixtures through excitation, disso-
ciation, attachment and ionization pathways at a given external
reduced electric field.

Next, we probe into the production of radicals such as O,
H, and OH, which trigger the chain initiation and branching
reactions of combustion, for ignition and flame stabilization
objectives. We also look at NH2, which is an important rad-
ical that can either contribute to the production of NO via
NH2 −→ H2NO−→ HNO−→ NO at the instance of ignition,
or assist in reducing NO by NH2 +NO−→ NNH+OH and
NH2 +NO−→ N2 +H2O post-ignition. The chemical kinet-
ics governing these phenomena were uncovered in our article
on plasma assisted combustion of ammonia-air mixtures [8].
Since these radicals are mainly of interest to lower the activa-
tion energy for the reactions in the pre-heat zone of the flame,
we only perform this analysis at two states that precede the
conditions of the reaction zone: the reactants at 300 K and the
mixture in the pre-heat zone at 900 K. Figures 16 (a) and (b)
show the densities of these radicals at the two states, at three
time instances: at the instance of streamer formation, during
streamer propagation, and immediately before streamer con-
nection (immediately after the supply voltage is turned off).
The following analysis is based on the net production rate data
at three spatial locations along the streamer path. The O radic-
als are predominantly produced by the electron impact dissoci-
ation reaction of e+O2 −→ e+ 2O and the dissociative elec-
tronic excitation reaction of e+O2 −→ e+O+O(1D) dur-
ing the avalanche and the streamer propagation phases. An
order of magnitude rise in the O number density is also seen
immediately after the pulse is turned off which is due to the
quenching of the electronic excited states of N2, mainly via
N2(B3)+O2 −→ N2 + 2O. This reaction also results in fast
gas heating, which has not been modeled currently. At 900 K

(pre-heat zone), the lower mole fraction and overall number
density of O2 suppresses the rates of these reactions, which
results in a final O radical number density of ∼ 4× 1019m−3

as compared to ∼ 2× 1020m−3 produced in the reactant mix-
ture at 300 K. A recent paper by Sun et al [43] performed LIF
measurements of O and OH in NH3-air flames. Based on their
measurements, they proposed the same dominant pathways for
O radical production as described here.

OH production in the reactant mixture at 300 K hap-
pens solely due to the dissociative quenching of O(1D) with
NH3: i.e. O(1D)+NH3 −→ OH+NH2. Whereas in the pre-
heat zone mixture at 900 K, two additional pathways also
contribute to OH production. The first being the electron
impact dissociation of H2O, e+H2O−→ e+H+OH, and
the second being the dissociative quenching of O(1D) with
H2O, O(1D)+H2O−→ 2OH. However, these two reactions
together contribute only about 20% to the total production
of OH at 900 K, and only during the streamer inception and
propagation phases: i.e. data obtained at t= 16 ns and 17.5
ns. The rest is produced due to O(1D)+NH3 −→ OH+NH2.
The lower mole fraction and density of O2 and NH3 at 900 K,
affect the production of OH, resulting in a 2.5X decrease
in total OH yield after the streamer reaches the cathode (∼
1× 1019 m−3) as compared to the case at 300 K (∼2.5× 1019

m−3). Experiments and analysis in Sun et al [43] sugges-
ted O+NH3 −→ OH+NH2 as the dominant pathway for
OH production in the unburnt state and O+H2O−→ 2OH
in the burnt state. It should be noted that O here refers to
both the ground state O(3P) and the excited state O(1D).
However, since their analysis was conducted after 400 ns,
i.e. in the nanosecond spark phase only, which happens
much longer after the pulse was turned off, the direct elec-
tron impact ionization pathway of e+H2O−→ e+H+OH
was not found to be a major pathway to produce OH rad-
icals. However, during the streamer formation and propaga-
tion phases, this pathway contributes around 10% to the total
OH production. Finally, given the much lower rate constant
of N2(A)+H2O−→ N2 +H+OH [44, 45] compared to all
other OH production pathways, this reaction was not found to
be an important pathway for OH or H production in the pre-
heat, reaction or the burnt products zones. This fact was also
emphasized in [43].

H radicals are almost completely produced due to electron
impact electronic excitation of NH3 and its subsequent dissoci-
ative quenching at 300 K in the reactant mixture. The two elec-
tronic excitation processes are e+NH3 −→ e+NH3(e1) and
e+NH3 −→ e+NH3(e2). NH3(e1) and NH3(e2) instant-
aneously quench to form NH2, H, and NH. Since quench-
ing is considered to be instantaneous, these two-step pro-
cesses are clubbed into e+NH3 −→ e+NH2 +H and
e+NH3 −→ e+NH+ 2H, where the excitation rate coef-
ficients for the production of NH3(e1) and NH3(e2) have
been used, respectively. In addition to this pathway, at 900 K
(pre-heat zone), about 10% of the H radicals are also pro-
duced by the direct electron impact dissociation reactions of
e+H2O−→ e+H+OH. Overall, the H radical densities
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Figure 16. Number densities of O, OH, H, and NH2 radicals during the avalanche, streamer formation, and propagation phases.

remained fairly identical in the unburnt reactant and pre-heat
zone mixtures.

NH2 radicals are also produced predominantly by the same
reaction, e+NH3 −→ e+NH2 +H at both the thermochem-
ical states during the streamer formation and propagation
phases. However, due to the higher densities of O(1D) towards
the end of streamer propagation, especially in the reactant
mixture at 300 K, O(1D)+NH3 −→ OH+NH2 contributed
almost 30% of the total production of NH2.

Given the crucial role of the electron impact reactions and
the subsequent relaxation reactions in producing these radic-
als, the fractions of the total input energy used to facilitate
these collisions were evaluated. Owing to the short mean free
paths for heavy species at 1 atm, ion Joule heating was neg-
ligible (less than 0.5% of the electron Joule heating). Thus,
the input energy is represented in the form of electron Joule
heating. Fractions of this energy used in elastic and inelastic
collisions were calculated to understand how the thermochem-
ical state affects these distributions and how these fractions
evolve over time and space in cathode-directed streamers.
Equations (16) and (17) provide the definition of the elastic
and inelastic loss fractions.

fe =
3
2
nekB (Te−Tg)

2me

mb
ν

1

eΓ⃗e · E⃗
(16)

fi =
∆Ei ri

eΓ⃗e · E⃗
. (17)

Less than 1% of the total electron Joule heating was spent in
elastic collisions with the heavy species, given that the back-
ground reduced electric field (E/N) ranged between 118 Td
to 800 Td. Hence, these fractions have not been shown in
figure 17. The nine highest inelastic collision loss fractions
have been plotted in the 1D space at three instances: during the
avalanche, during streamer formation, and when the streamer

almost reaches the cathode. Figures 17(a)–(d) show these frac-
tions at all the four thermochemical states of the 1D premixed
ammonia-air flame. The legend has been provided at the bot-
tom of this figure. Followings are the most important conclu-
sions from these plots:

• The production ofO(1D) through e+O2 −→ e+O+O(1D)
requires 18% energy during the avalanche phase, which
increases to beyond 45% at the propagating streamer head
in the reactantmixture at 300K. This value reduces to almost
12% during avalanche and ranges between 20%–30% dur-
ing the streamer propagation phases in the pre-heat zone
mixture at 900 K. It further reduces to almost 5% during
avalanche and ranges between 10%–20% during streamer
propagation in the reaction zone mixture at 1600 K. This
reaction is missing in the burnt products as there is no oxy-
gen left after combustion. Moreover, this reaction takes
precedence over another electron impact dissociation reac-
tion, e+O2 −→ e+ 2O, both of which produce O radicals,
although with different threshold energies of 5.6 eV and
8.4 eV, respectively. Hence, given the importance of O(1D)
in the production of key radicals such as O, OH, and NH2, it
is worth noting that its spatio-temporal energy loss fraction
evolves with the mixture conditions.

• The sum of the energy loss fractions of electronic excita-
tion of N2, to produce the two most dominant states, N2(B3)
and N2(C3), remains between 20%–50% throughout the
streamer evolution, at all the four thermochemical states. As
is expected of a positive streamer, ionization of N2 amplifies
at its head, resulting in consuming almost 65% of the total
input electron energy when the streamer reaches the cath-
ode at the 2037 K case, which has the highest background
reduced electric field. The increase in the ionization loss
fraction of N2 at the streamer head from the reactants to the
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Figure 17. Electron energy loss fractions during the avalanche phase (left), avalanche to streamer transition (middle), and when the streamer
propagates and reaches the cathode (right), for all the four thermochemical states.

burnt products scales mainly with the higher electron tem-
perature which in turn varies proportionally with the reduced
electric field.

• Unlike what is often done in the development of phe-
nomenological models [46–48] for plasma assisted com-
bustion, the energy loss fraction for the fuel species in
this case cannot be ignored. This is evident from the
energy loss fraction of the electron impact excitation and

dissociation of NH3 via e+NH3 −→ e+NH2 +Hande+
NH3 −→ e+NH+ 2H, which consumes ~50% of the total
input electron energy during the avalanche phase for the
streamers and can account for up to 25% of the total input
energy in the propagating streamer head, in the reactant mix-
ture. It is particularly important to account for these two pro-
cesses, as they are primary steps for the production of H and
NH2 radicals.
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• Similarly, it is important to consider the electron energy
being spent on dissociating and ionizing H2O, which is a
product of ammonia combustion. Almost 5%–7% of the
energy in the pre-heat zone mixture (figure 17(b)) and 10%–
15% in the reaction zone mixture (figure 17(c)) was spent on
these processes.

4. Conclusion

A 1D plasma fluid model has been developed and verified in
this work, and is further used to simulate avalanche to streamer
transition and streamer propagation in various background
gas temperature and compositions at atmospheric pressure.
The applicability of the Meek’s criterion in determining the
streamer inception location has been successfully confirmed
for a premixed stoichiometric NH3/air mixture. The streamer
inception location was also observed to fall in the range pre-
dicted by the Meek’s criterion. Next, a premixed ammonia-
air freely propagating flame solution was used to represent the
continuously evolving thermochemistry in a combustor, where
non-equilibrium plasma is used for ignition and flame stabiliz-
ation purposes. Streamer formation and evolution at four dif-
ferent conditions along the flame solution–(i) 300 K, react-
ants, (ii) 900 K, pre-heat zone, (iii) 1600 K, reaction zone,
and (iv) 2037 K, burnt products. The avalanche to streamer
transition time and the time taken by the streamer to propagate
from the location of its inception to the cathode varied signi-
ficantly from the 300 K reactant state to the 900 K pre-heat
zone state. These durations further reduce at the 1600 K and
the 2037 K states. This was attributed to the reduction of the
total gas number density along the flame solution, which res-
ulted in enhanced reduced electric field (E/N), causing faster
ionization of NH3, O2, N2, and H2O. This observation motiv-
ated the use of adaptive voltage and pulse duration for practical
combustors usingmultiple nanosecond pulsed plasma for igni-
tion and flame stabilization, depending on the local thermo-
chemical state. This information can also help in deciding the
pulse interval to prevent excessive current supply which can
damage the electrode surfaces. Moreover, using a 1D model
also serves as a quick option to gain insight, which can guide
detailed 2D axisymmetric or 3D streamer simulations in actual
combustor configurations, and reduce the time spent in nav-
igating through the entire set of design of experiments. The
evolution of important radicals, such as O, OH, H, and NH2

was investigated in the reactant and pre-heat zone mixtures. It
was found that the dissociative electronic excitation of O2 to
form O(1D), contributed either directly or indirectly towards
the production of O, OH, and NH2 radicals. The role of the
electronic excitation and subsequent dissociation of NH3 to
formNH2 andH radicals was also found to be a dominant path-
way, especially during the streamer formation and propagation
phases. Finally, fractions of the electron Joule heating direc-
ted towards inelastic collisions were plotted during the ava-
lanche, streamer propagation, and connection phases. Notable
differences in the fractions for the production of O(1D) via
electron impact on O2 were observed spatio-temporally, as
well as across different thermochemical states. Moreover, the

significance of accounting for the dissociation of the fuel spe-
cies (NH3) as well as combustion products (H2O) has been
emphasized. Future research will focus on modeling the com-
bustion phase along with the plasma dynamics, where gas
heating due to quenching of excited states of the background
gases, coupled with radical generation from the plasma will be
modeled. Time scales associated with these processes at differ-
ent thermochemical states will also be uncovered in our future
work.
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Appendix. Reaction rate coefficients and transport
coefficients used in the verification cases for mps1d

The list of reactions and their rate coefficients used in the
He capacitive discharge verification case have been listed in
table A1.
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Table A1. Reactions, rate coefficients and electron energy exchange for the He CCP discharge case [37].

No. Reaction Rate coefficient (K, m, molecules) Energy (eV)

R1 e+He−→ He∗ + e (1.0× 10−14)exp(−3.71344× 105/Te) 19.8
R2 e+He−→ He∗∗ + e (1.0× 10−14)exp(−4.02289× 105/Te) 19.0
R3 e+He−→ He+ + 2e (7.0× 10−14)exp(−5.802253× 105/Te) 24.6

The fits for electron and electron energy mobility for the
capacitively coupled He discharge case are as follows:

µe =−exp(55.0+ 0.3942log(ϵ)+ 2.134/(ϵ)

−0.6433/(ϵ)2 +(0.07112)/(ϵ)3
)
/Ngas (A.1)

µϵ =
5
3
µe. (A.2)

The electron and electron energy diffusion coefficients,
De and Dε, are obtained from their corresponding mobilities
using the Einstein relation. In equation (A.1), ε stands for the
mean electron energy in units of eV. Mobility of He+ ions are
obtained from the expression provided by Turner et al [37]:

µHe+ = 2.69
(
1+ 1.2× 10−3 (E/N)2+

× 4.2× 10−8 (E/N)4
)(−0.125)

. (A.3)

The corresponding diffusion coefficient for He+ is obtained
using Einstein’s relation, µkBT/Ze.

It should be noted that there was a typographical error in the
expression for the mobility of He+ in Turner et al [37]. The
left-hand side of equation (A.3) was incorrectly specified as
µHe+N, which has been corrected to µHe+ in the current work.

The diffusion coefficients used for the meta-stable states,
He∗ and He∗∗, were obtained from Yuan et al [49] and are
given by:

4.116× 10−4 × (Patm/Pg) (A.4)

2.029× 10−4 × (Patm/Pg) . (A.5)

The rate coefficient and the electron mobility used in the
anode-directed, N2 streamer verification case presented in
section 2.2.2 are as follows:

log10k=−218.244+(316.770)ξ +(−203.767)ξ2

+(66.912)ξ3 +(−11.079)ξ4 +(0.735)ξ5, (A.6)

and a piece-wise fit for the mobility is used:

µe =



0.1811 for ξ < 0.3
(1.0× 1024/n0((1063.323)
+ (−1197.375)ξ +(691.236)ξ2

+(−164.0486)ξ3 +(12.995)ξ4

+(−16.851)log(ξ)
+ (−47.511)sin(ξ)
+ (226.179)cos(ξ)
(−1322.495)exp(−ξ))

for 0.3< ξ < 3.0

0.0188 for ξ > 3.0
(A.7)

In equations (A.6) and (A.7), ξ stands for log10(E/N). The
electron diffusion coefficient was obtained using the Einstein’s
relation. These fits were obtained using regression, with the
data provided in the plots of Dujko et al [40].

In this case, the ion drift-diffusion was assumed to be negli-
gible at the timescales of electron drift-diffusion. Thus, mobil-
ity and diffusion coefficients for ions were chosen to be 0 for
N+

2 in this case, as is also done in Markosyan et al [39].
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