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Software Quality Control Guidelines
for Codes Developed for the NWTC

INTRODUCTION

Members in the wind-energy research, develop-
ment, deployment, and production communities use
computer codes for many things. They base impor-
tant decisions on the results from the codes. It is im-
portant that the developers of these codes scrutinize
them to assure an appropriate level for quality.

The National Wind Technology Center (NWTC)
and its subcontractors have developed many com-
puter codes now in use in the United States and
around the world. This document will present some
guidelines for ensuring the quality of programs that
are developed for the NWTC.

Not all programs need the same level of quality
control (QC). For instance, a code that will have a
wide distribution needs a more rigorous QC program
than one that only its author will use. There is a wide
spectrum between the two. Those responsible for the
development of the program must decide how much
effort should be devoted to QC.

PURPOSE

First, we simply hope this document will con-
vince software developers to think about quality. We
believe they should keep it in mind from the very
beginning of their development effort.

Task planners and technical monitors for
development subcontracts may want to use these
guidelines as a starting point for generating QC
requirements. These requirements should specify
deliverables and the requirements for keeping
records. We leave it to the planners and monitors to
decide the appropriate level of effort that should be
devoted to software QC.

NOMENCLATURE

Some of the words used in software QC have am-
biguous meanings. In order to reduce the chance of
miscommunication, a list of terms used in this docu-
ment and elsewhere appears in Table 1.

Table 1. Software QC Nomenclature

Verifying Comparing code predictions to hand calculations or other
codes.
Validating Comparing code predictions to test data.

Version Testing

Comparing output from a new version to output from
previous versions.

Installation Testing

Comparing output from a newly installed code to sample
output distributed with the code.

Development Code

Code tested only by the developer.

Alpha Code Code tested only internally and possibly externally by a very
small number of selected users.

Beta Code Code tested by a number of users and distributed externally to
a modest audience. Most distributed NWTC codes are in this
category.

Released Code Code that is well tested and documented and is officially

distributed by DOE’s Energy Science and Technology
Software Center (ESTSC).




GUIDELINES

Version Tracking

Any code used by more than just the developer
should have some form of version tracking. Not only
should the developer assign a number to each version
of a program, but the program should also display
that information when it runs, and it should include
the information in output files. We believe it is also
appropriate to track version dates too.

One possible numbering scheme for programs is
to use a number in the form X. XX, where the one’s
position changes when the program undergoes a ma-
jor revision. The tenth’s position changes when the
code has minor enhancements. The hundredth’s po-
sition changes for bug fixes and trivial changes.

For codes that produce output that is read by pro-
grams controlled by others, it may not be possible to
include version information in the output files. Bi-
nary output files may also have a similar problem.

Change Log

It is important to keep a log of changes to a pro-
gram. For each revision, the log should include the
name of the person(s) making the change(s), the date,
the version number, and a description of the
change(s). Descriptions should be brief and should
merely list the new features or fixes. It is not neces-
sary to go into details about the development of the
first working version of the program.

The log should not appear within the source code,
but in a separate file. This allows users to easily re-
view the changes to determine if it is necessary to
redo any runs. It may be that commenting changes
within the source code is appropriate, but the primary
log should be in a separate file.

Archives

It is advisable that developers use an archiving
program to create a separate archive file for every
version of any program. Archive files should include
the executable program, the source files, a read-me
file, and sample input and output files. It is useful to
include the number of the version in the archive file
name.

Verification

All programs should have their results verified.
The complexity of the program and the level of dis-
tribution should dictate the amount of effort required.
Compare the results of the program to hand calcula-
tions or the results from other programs. Spread-
sheets can be especially useful for this. We think it is

appropriate to document and publish the comparisons
for widely distributed codes.

Validation

Validation is a difficult subject. It is subjective,
probably expensive, and not always possible. Yet, it
can add value to a predictive code. It generally does
not apply to pre- and post-processing utilities or data-
acquisition software.

When validating a code against test data, the an-
swers will never agree. Errors in the code, simplifi-
cations in the model, the use of inaccurate model
properties, and even errors in the test data can cause
discrepancies. Deciding how close is good enough is
a matter of personal opinion. Again, the complexity
of the program and the level of distribution should
determine the necessary degree of accuracy, the
number of cases to compare, and the level of
documentation.

Version/Installation Checking

Sometimes a change in one part of a program can
have unexpected side effects on other parts of the
program. Developers should compare results for new
versions to results from previous versions. Doing
this for a variety of cases reduces the chance of such
errors going unnoticed.

For many programs, it is possible to create com-
puter scripts that exercise many of the features of the
program. One useful technique is to compare the
results from a series of runs with saved versions of
the output. Use of file-comparison utilities can
automate the documentation of the differences. If
distributed with the software, these scripts also allow
end users to test the installation of the software.

For programs with graphical user interfaces, com-
puter scripts may not be possible. If the program has
the ability to record macros, then it may be possible.
If not, developers should document a set of exercises
that they repeat for each new version of their pro-
grams. The use of file-comparison utilities may still
be of some benefit here.

Documentation

For many codes, read-me files, on-line help, or
well-commented input files are usually sufficient for
documentation. More-complex codes probably need
a well-written user’s manual. Widely distributed
codes or those used for turbine certification should
also have the theory, verification, and validation fully
documented.
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