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SUMMARY

The particular requirements and energy use patterns of end-use demand sectors
are receiving increasing attentionm. The industrial sector, which annually
consumes 37% of the nation's gross energy demand and upon whose vitality much
of the U.S. economy must rely, is of special interest. A large portion of the
industrial energy demand is for thermal energy for use in the processing of
goods, known in general terms as industrial process heat (IPH)., This heat is
utilized at temperatures from 140 F to over 3000 F in thousands of manufactur-
ing processes. Over one-quarter of the total industrial process heat require-
ments are at temperatures below 550 F; thus, a significant fractiom of indus-
trial processes are potential near-term applications of solar thermal technol-
0g8Y.

An advantage of solar thermal technology is the capability to control output
temperatures over a fairly broad range. Solar thermal process heat systems
can be designed with specific end uses in mind and therefore efficiency of en-
ergy conversion can be maximized with respect to the Second Law of Thermody-
namics. Second Law optimization is currently of little economic advantage but
is directly related to the effectiveness with which our nation's limited ener-
gy supplies are used.

In order to identify the proper matches of solar collector technology and in-
dustrial process needs, various combinations of collectors, processes, and lo-
cations are evaluated using the method of "end-use matching.” Information on
the nature and location of processes is obtained and various solar collector
options are tested against load requirements in order to determine which sys-—
tems will deliver the required energy at the lowest cost. The solar systems
are designed to operate as closely to process—-required temperatures as possi-
ble so that wasted energy is minimized. Finally, viable near-term solar
applications are identified by comparison of solar system costs with local
fuel costs.

Performance and cost evaluation codes and attendant data bases were developed
for the end-use matching. Data for industrial process requirements and plant
locations, meteorological conditions, solar equipment, and economic factors
are assembled in data bases that may be accessed from the performance code
PROSYS and the cost and economic evaluation code ECONMAT. PROSYS is based
upon a long—-term average performance methodology developed by Collares-Pereira
and Rabl. With this code, collector performance in specified operating con-—
ditions can be rapidly determined. The rapidity of the calculation allows an
exhaustive search of all feasible collector/system/process combinations. The
evaluation code ECONMAT uses site- and industry—specific economic factors to
determine energy costs for various system sizes. Minimum—cost combinations
can then be selected. ECONMAT may also be used in sensitivity studies and in
evaluations of the distribution and ranking of application costs in given lo-
cations.

The concept and methods of end-use matching were tested in a study of indus-
trial processes in six U.S. cities: Fresno, Calif.; Denver, Colo.; El Paso,
Tex.; Bismarck, N.D.; Brownsville, Tex.; and Charleston, S.C. The results in-
dicate the near—term importance of low-temperature industrial processes and
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the advantage of southwestern locations for delivering solar energy at low
costs. As expected, some collectors have advantages over others in the vari-
ous operating temperature. ranges, but this segmentation of the temperature
scale varies significantly with location. This study found relatively few
competitive applications for solar industrial process heat in the six cities
given the current state of solar technology and current fossil fuel costs.
However, other applications will become competitive as fuel costs increase and
solar technology improves.

To evaluate the effectiveness of the end—-use matching methodology, case stud-
ies of two industries were performed. The case studies indicate that more
accurate and complete data on industrial processes are needed in order to
achieve reliable results with end-use matching. PROSYS and ECONMAT were shown
to be effective in performing detailed studies of applications for solar in-—
dustrial process heat. The case studies offer a wealth of information and im-
proved understanding of the industrial market. For example, industry will
undoubtedly view its options for energy supply from the broadest possible per—
spective; solar energy utilization is only a part of this perspective. 1In
these two case studies several options became apparent for energy conservation
that could be adopted at little cost and offer significant energy savings (for
example, 427 of the energy in one process could be saved by simply turning off
a switch at night)., It is important that solar applications be designed for
processes in which conservation measures have already been incorporated; such
measures may often dramatically affect the design of the solar systems. The
results of the case studies point out the usefulness of solar energy in pre-
heating, particularly when preheated fluids (such as boiler feedwater) can be
circulated directly in the collector field. Results also point to the impor-
tance of low-temperature hot air applications in industry and to the advan-
tages of displacing expensive or poorly utilized fuels with solar energy.

The success of the end-use matching methodology as a valuable tool in assess—
ing the worth of solar  industrial process heat applications encourages expan-—
sion of this effort. Future emphasis will be placed on improvement of the

PROSYS and ECONMAT routines and on utilization of these codes in studies of_

particular industries for which detailed process characterizations can be ob-
_tained. With improved input data, PROSYS/ECONMAT can offer valuable service
in planning and evaluation in the increasingly important area of solar process
heat.
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SECTION 1.0

INTRODUCTION

Energy 1is universally acknowledged to be the mainstay of an industrial soci-
ety. Without an adequate supply of energy the social, economic, and political
structures of the society are in jeopardy. As the world's supply of inexpen-
sive but nonrenewable fossil energy sources decreases, the need for developing
alternative energy sources and conserving existing supplies becomes critical.

The energy crisis in the United States today results from the divergence be-
tween America's historically increasing energy demand and its decreasing sup-—
plies of o0il and gas. At this point it is believed that no single energy
source will replace oil and gas in the near future. Solar energy is the only
renewable resource available on a large scale, but the country must prepare
for a period in which many different energy sources will be used and each one
is selected for its most appropriate application.

In the current transition it is expected that scientific and technological in-
novations will motivate the development of conservation measures and renewable
energy sources. However, in view of the fact that the current transition is
not towards a single plentiful source but rather towards a combination of sev-
eral different energy sources, the suitability of each of these sources for a
given task must be determined. 1In this selection process, energy conservation
will play the same role as an energy source; in many cases the most 1og1cal
alternative to a solar technology will be a conservation measure.

The choice among available energy sources for a given task will require tech-—
nical and economic trade-offs on the part of the individual investor. From
the national perspective, however, the effectiveness with which a given energy
source is utilized may well become an overriding consideration.. Since the
energy supply will be limited in the future, it will become increasingly im—
portant to achieve the highest possible energy conversion efficiency and to
minimize energy waste. It is with this outlook that the following report
addresses the development of a methodology to determine the most appropriate
industrial process heat applications for solar thermal energy in the near
term. :

1.1 INDUSTRIAL ENERGY USE IN THE UNITED STATES

A number of studies have investigated the division of energy demand among the
three major end-use sectors of the economy: residences and commercial estab-
lishments, transportation, and industry. The industrial sector is the largest
consumer of energy in the United States. In 1977, it accounted for nearly 377
of U.S. energy consumption (U.S. Department of Energy 1978) as shown in
Fig. 1-1. In contrast, combined residential and commercial consumption was
approximately 37% of the total while transportation accounted for 267% of U. 98
consumption. Energy demand in the United States during 1977 totaled 80 x 10
joules (75.8 quads). Thus, it is apparent that industrial appllcatlons repre-
sent an enormous potential for solar technology.
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Residential/Commercial
37%
28.1 Quads
(29.6 X 108 kJ)

‘Transportation
26%
19.9 Quads
(21.0 X 10® kJ)

Industrial
37%
27.8 Quads
(29.3 X 105 kd)

Figure 1-1.. Approximate Distribution of 1977 U.S. Energy Consumption by
‘End-Use Sector

Energy for consumption by industry 1s supplied from a wide wvariety of
sources. Currently, energy is supplied to industry via natural gas (29.8%),
distillate and residual oil (24.9%), coal (12.9%), and electricity (32.47%).
Certain sources of renewable energy are also utilized as industrial fuels but
are small percentages of the total. (Most notably, the paper and pulp indus-
try in the United States supplies approximately 407 of its demand through the
use of wood byproducts.)

Energy consumed by industry is used in a number of ways. These uses can be
grouped into four major categories: process heat, electrical/mechanical
power, electric process energy, and feedstocks. The distribution of energy
consumption* among these categories, as given in Table 1-1, is subject to some
uncertainty, even on an aggregate basis., It 1s equally important to identify
energy usage within particular industrial sectors. Figure 1-2(a) shows the

*These consumption figures also include energy wasted in all steps of indus-
trial production, as well as energy wasted or lost in the production and
transmission of electrical power from utilities. In addition, the figures
include equivalent energy used in the form of chemical, refining, and metal
processing feedstocks, such as petroleum and coke. A fifth category—-building
space heating, cooling, lighting, and domestic service energy——might also be
added. However, data on energy demand for these auxiliary uses are not
readily available at this time,
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distribution of industrial energy consumption for the six largest energy
consumers by major SIC (Standard Industrial Code) categories. These six
industrial groups collectively account for approximately 807 of the total U.S.
industrial energy demand.

Table 1-1. INDUSTRIAL ENERGY USE BY FUNCTIONAL REQUIREMENT?

Percentage of 1968
Industrial Energy Use

Process heat—-total 68.4
(Process steam) (40.6)
(Direct heat) (27.8)

Electrical/mechanical power 19.2

Electrical process energy 2.87

Feedstocks 8.8

Unaccounted energy . 0.8

8From SRI 1972.
Total 1968 energy use = 25 quads.

Process heat is defined to be the thermal energy used directly in the prepara-
tion and/or treatment of goods produced by manufacturing processes (normally
associated with industrial goods produced by SIC categories 20 through 39).
It is clear from Table 1-1 that process heat requirements constitute the larg-
est use of current industrial energy consumption. This energy can be supplied
either by means of a heat transport fluid or by direct heating. In practice,
heat is most often supplied via hot water, low-pressure steam, or hot air.
While recent evidence suggests that furnaces and direct—heat devices are
responsible for nearly 60% of process heat consumption, there continues to be
a substantial requirement for indirect heating by steam and hot water at more
moderate temperatures (Hamel and Brown 1976). Figure 1-2(b) shows the dis-
tribution by major SIC group of process heat consumption. Figure 1-3 shows a
more detailed breakdown of process heat energy requirements for the total 1.S.
market. :

1.2 SOLAR POTENTIAL FOR INDUSTRIAL PROCESS HEAT

The technical and economic feasibility of supplying industrial process heat
(IPH) from a solar collector to a specified task depends on four factors.
First, there must be an adequate quantity of heat. Heat quantity can be cal-
culated from the first law of thermodynamics and depends on available land
area and the climate. Second, the heat must be of adequate quality for the
purpose, Heat quality from solar equipment depends mainly on the type of col-
lector. For example, heat available from a flat-plate collector at 200 F
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cannot be used directly to heat steam to 250 F. Problems of heat quality and
availability are treated by means of the second law of thermodynamics. Third,
the heat must be transferred from the collector to the working fluid passing
through the collector and, unless the task is to heat this fluid, heat must
then be transferred from the fluid stream to the process or material where it
is to be used. This is ordinarily a problem in heat transfer, but because of
the peculiar characteristics of solar energy conversion equipment this step
may also require a reexamination of the process requirements in order to opti-
mize the availability of solar energy. Finally, the solar energy must be used
profitably; this is a question of economics.

A study by the InterTechnology Corporation (Fraser 1977) describes the distri-
bution of the total U,S. process heat requirements as a function of the tem-—
perature at which +the energy is used. The results are summarized in
Fige. 1-4. According to this study, at least 28% of industrial process heat is
required at supply temperatures below 415 C (550 F), a temperature level that
can be supplied by currently available line-focusing concentrating solar col-
lectors. Half of industrial process heat requirements are for end-use temper-
atures below 1100 F. The technical viability of both distributed and central
solar thermal collectors at these temperatures has been demonstrated. It may
be concluded that solar thermal systems are potentially applicable to a sub-
stantial fraction of industrial process needs and that the fraction poten-
tially amenable to currently available solar equipment is significant. The
fraction that may be amenable in the future (50%) comprises a market larger
than the total thermal consumption of the entire residential sector.

Two aggregate market studies were carried out to quantify the potential of
solar industrial process heat (Fraser 1977; Hall 1977). In addition, solar
industrial process heat was included in the more general market studies per-
formed by Mitre Corporation (Rebibo et al. 1977), Stanford Research Institute
International (1978), and the U.S. Energy and Research Development Administra-
tion (1977). The industrial process heat market was characterized where pos-—
sible by industry, region, and temperature level. Solar system technology
options were reviewed, analyzed, and then represented in the penetration mod-
eling by generic systems operating in regionally "typical" climates., There-
fore, the studies yielded aggregate potential markets by time and region that
may be summed to indicate some future estimate of solar energy displacement
impact. The results of these studies vary, depending not only on the typical
costs and performances assumed for future solar industrial process heat sys-
tems, but also on assumed future costs of competitive fuels, incremental
demand, and the strategies of market penetration. InterTechnology Corporation
(Fraser 1977) estimated a market potential of 7.27 quads in 2000 with uncon-
strained market penetration; Mitre Corporation (Rebibo et al. 1977) estimated
a market of 10 quads in 2020 wunder their "Recent Trends Scenario,” and
Stanford Research International (1978) estimated only 0.1 quad in 2020. By
comparison, recent memoranda from the Domestic Policy Review committees cited
an expected solar process heat impact of 0.2 to 1.4 quads in 2000 and a pos-
sible maximum potential of 2.0 quads. On a lesser scale, some field surveys
have been carried out to examine the solar potential in selected industries
and plants (see, for example, Jet Propulsion Laboratory 1978, Casamajor and
Wood 1978),
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1.3 END-USE MATCHING

The aggregate industrial process heat market studies used SIC code data as a
means of determining the required quality and quantity of energy. In contrast
to the SIC code approach is the individual industrial case study that consid-
ers the details of a given process application. A compromise in the level of
scope and detail between these two kinds of assessment studies is the goal of
the "end-use matching” approach. This type of applications analysis refines
the understanding of issues identified in the market studies while directing
the emphasis and selection of case studies for more detailed analysis. In
developing this methodology, a primary task is to determine the minimum degree
of specificity required to obtain a reasonable accuracy for making predictiouns
of the suitability of solar energy for various applications.

End-use matching takes into account the important factors affecting the appli-
cability of solar thermal energy to generic industrial processes: namely, pro-—
cess energy needs, solar collector technology, geographic location, and eco-—
nomics. The result of the end-use matching procedure is an identification of
the most cost—effective combinations of currently available solar system hard-
ware and particular industrial processes within a given location. End-use
matching is not intended to be a design tool for a specific plant, but rather
a planning tool for determining where and for what general applications solar
systems would seem to appear economically viable in the near~ to intermediate-
term. Consequently, it is important to recognize that end—use matching is not
a system optimization procedure since it deals only with generic systems and
because system optimization requires a closer look at given load and resource
characteristics than undertaken here. Hence, the research objective is the
development of a concept and a degree of detail that will allow for appropri-
ate planning decisions and provide for comparisons among different applica-
tions and locations. It is too much to expect that end-use matching can ana-
lyze industrial plants as single entities. For example, the food industry
includes too many different processes to be treated as one aggregate solar
application. On the other hand, it may be possible to approach all milk
pasteurization applications as one generic process in which the economic via-
bility of solar energy can be studied. Once the end-use matching process is
developed and applied, individual case studies can serve as a means of cali-
bration and confirmation of the more general end-use matching approach.

1.4 METHODOLOGY

In order to arrive at reliable conclusions, appropriate analytical tools as
well as data bases with requisite breadth and accuracy are required. Two
tools were developed for this study: (1) a long—term average performance pre-
dictor for solar process heat systems, and (2) an economic/matching code for
life-cycle cost comparison and selection of combinations from (1). These
tools provide a means of testing the sensitivity of these combinations to the
variation of several input parameters.

After considering several possible alternatives for solar system performance
simulation, the method devised by Collares-Pereira and Rabl (1977) was adopted
and modified for application to process heat systems, resulting in the long-
term average performance prediction program, PROSYS. The output of PROSYS is
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an annual delivered energy value based on the total solar collector aperture
area of various systems, It should be emphasized that no energy storage is
included in the PROSYS model. The model assumes that all of the heat deliv-
ered by the solar system can be used in supplying heat to the load at the
specified temperature level, an assumption that limits the maximum size of
solar systems that can be used for any given task. This maximum size varies
among applications, but in no case can it exceed the minimum load required at
any time of year. Consequently, no optimization relative to solar system size
can be made with the PROSYS model. 1Instead, the output of PROSYS is reported
at ten increments of size based upon the maximum annual load. These size
increments yield information on size-related cost variations.

While PROSYS does not yield output data suitable for design purposes, it is
sufficiently accurate in predicting long-term ( >15 years) annual solar sys-—
tem performance to be useful for the purpose of end-use matching. The model
is flexible with respect to collectors, system designs, and operating condi-
tions, and it offers rapid execution time for large—scale applications
analyses.

The economic/matching code (ECONMAT) is a means of selecting economically
attractive combinations. In order to separate life-cycle economic analysis
from performance and initial cost calculations, the large file of combinatious
genegated in PROSYS is screened first to select the least energy capacity
cost  [$/(GI/yr) or $/(Btu/yr)] for each process and system configuration.
The results are screened further to print only those records at each site
where energy capacity cost is found to be below an established critical
level., This screened information can then be used to locate trends showing
that particular sites, process industries, or collectors have special poten-
tial for near-term application.

Using PROSYS and ECONMAT, the technique of end-use matching consists of syn-
thesizing and evaluating each possible combination of site, industrial pro-
cess, system configuration, solar collector, and incremental system size. The
study described in this report was carried out for six sites, with an average
of 100 process plants per site, 3 allowable system configurations for any pro-
cess, 8 collectors, and 10 system size increments, resulting in approximately
144,000 combinations to be tested. Consequently, a cost—-limited evaluation
requires both that the codes be efficient and that they utilize minimal com-—
puter time.

Input data are critically dimportant to end-use matching but often are very
difficult to obtain. (In particular, the assembly of representative indus—
trial process heat data for particular plant types has only recently been
initiated in solar energy studies.) Data for this study were collected in
four major categories: (1) industrial process heat requirements and charac-—
terization, (2) solar collector equipment specifications, (3) site-specific
insolation and climatological requirements, and (4) site-specific economic
characterization.

*Capacity cost is defined as the total initial capital investment required per
unit of energy delivered annually, and so it is closely related to the much—
used $/kwe term in electric power studies.
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1.5 STUDY OBJECTIVES AND ORGANIZATION OF THE REPORT
In summary, this study was designed to meet the following objectives:

e Provide an applications analysis, through an end-use matching approach,
for solar industrial process heat in six U.S. cities, and thereby provide
a level of detail intermediate between aggregate market studies and case
studies;

e Determine, using this aﬁalysis, the following:

- the most promising industries for the near—-term application of solar
process heat technology,

- the most likely locations for such a near—-term market, and

- an indication of the most appropriate equipment and systems now
available for solar process heat;

s Provide analytical tools for performance and economic comparison of
feasible alternative combinations and illustrate the utility of such tools
for applications selection, applications comparison, and sensitivity
studies.

Section 2.0 of this report describes the data bases utilized for the end-use
matching., Section 3.0 outlines the simulation model PROSYS, which was devel-
oped for use in assessing the performance of various solar industrial process
heat systems. Section 4.0 describes a separate form of life-cycle cost eco-
nomic analysis and, in an associated appendix, outlines ECONMAT, the inte-
grated economic and matching routine,. The economic and matching analysis
evaluated technically feasible system/process/location combinations and pro-
vided an economic ranking. The basis of this selection and a summary of these
results are discussed in Section 5.0. Certain selected sensitivity studies
are also described in Section 5.0. Section 6.0 presents the results of two
case studies of the potential industrial application of solar energy; these
case studies were performed primarily as special tests of the validity of data
and methods used in end—use matching. General conclusions about the methodol-
ogy of end-use matching and the results of our assessments are discussed in
Section 7.0. For completeness, appendices are included giving the details of
the data base contents, the methodology for collector performance evaluation,
a detailed description of the economic matching code, and technical observa-
tions associated with the case studies,
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' SECTION 2.0

DATA BASES

The value of the end-use matching process depends on the extent and validity
of the data bases for industrial processes, meteorology, collector perfor—
mance, and economics. The collection and expansion of these data bases is a
continuing effort; the matching process is particularly difficult in some
areas due to lack of data and inadequate accuracy and completeness. Neverthe-
less, sufficient information was available for this study to arrive at sup-
portable conclusions. Moreover, the process of establishing these data bases
has provided valuable insight regarding the steps necessary to develop more
complete and useful data for future studies.

The following subsections describe the dinput data used in this analysis,
delineating the sources of information and the restrictions and limitations of
each data base. More detail on the contents of data bases is included in the
appendices.,

2.1 INDUSTRIAL PROCESS HEAT DATA BASE (IPHDB)

In order to determine the most economic match between currently available
solar technology and industrial process heat requirements, a large data base
is required. All relevant technical information regarding the industrial pro-
cesses must be included in the data base. IPH needs have been studied only
recently as industrial energy conservation has become an important issue.
Data on process conditions are often proprietary or unknown even to plant per-
sonnel. The Standard Industrial Classification (SIC) code identifies approx-
imately 1,500 industrial processes, and this listing could be expanded to
200,000 processes by matching SIC codes to a large industrial plant locator
data base, such as the U.S. Census of Manufacturers Data Base. Thus, the
assembly of a complete IPHDB for all industrial processes and locations is a
very large, time-consuming task. For this study, the objective was to collect
IPH data in sufficient detail for the end-use matching described in this re-
port and also to allow future refinements in the analysis (such as the inclu-
sion of thermal storage).

Process heat data were collected for selected industries in six cities:
Bismarck, ©North Dakota; Brownsville, Texas; Charleston, South Carolina;
Denver, Colorado; El1 Paso, Texas; and Fresno, California. These cities were
selected because they represent large variations in geographical location, in
major types of industrial activity, and in the annual amount of solar insola-
tion. The data collected for the IPHDB represent an initial effort to provide
sufficient information for assessment of solar IPH potential in these six
cities. The IPHDB will be updated and expanded by staff at the Solar Energy
Research Institute (SERI) when possible.

2.1.1 Requirements and Structure of IPHDB'

To determine a good thermal and economical match between IPH requirements and
solar equipment, several items of information are required: the industry and

- 13
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process type as identified by Standard Industrial Classification (SIC)
(U.S. Executive Office of the President 1972), energy sources and heat trans-
fer fluids used in the process, temperature and pressure, heat rate, and oper—
ating schedule.

The information categories of the IPHDB are shown in Table 2-1. A complete
set of information for a particular industry, as indicated in this table, en-
ables sizing of a solar IPH system and determination of the resulting system
cost., Certain solar IPH system characteristics have not been evaluated, such
as thermal storage requirements; only the data denoted by asterisks in
Table 2-1 were collected. A list of the codes used for the information col-
lected is given in Table 2-2.

2.1.2 Sources of Information

In compiling information for the IPHDB, data assembled during previous studies
of IPH requirements was used in order to avoid unnecessary duplication and to
best use existing resources. The first step in the data collection process
was to determine which industries were present in each of the six cities and
to classify each industry according to a four—digit SIC code. Table 2-3 lists
all industries for which data were collected in the six cities. State Manu-
facturer's Directories were used to compile this information.*

Next, several sources were consulted to determine the IPH requirements listed
in Table 2-2 for as many industries as possible in each city.** The IPH in-
formation, which was usually given as annual energy use for the total indus-
try, was revised to indicate IPH requirements for an average—-sized plant by
normalizing the total annual energy use by the number of plants in the indus—
try. To use the IPHDB, a SIC code for an industry located in a particular
city is chosen from Table 2-3; the corresponding IPH data for an average-sized
plant of that industry is then obtained from the IPHDB.

Therefore, when the systems code (PROSYS) is run with data from the IPHDB for
a particular industry in a particular city, the results are indicative of a
hypothetical, average-sized plant in that city, not an actual plant. The out-
put from PROSYS for a particular industry will vary from city to city due to
differences in local fuel costs, labor rates, insolation and other meteorolog—
ical conditions, and other factors. If it is desired to run PROSYS with IPH

requirements for an actual rather than hypothetical industrial plant, the

actual data may be entered into PROSYS.

*For the directories consulted, see the following references: California Man-—
ufacturers Register 1977, North Dakota Business and Industrial Development
Department 1976, South Carolina Planning and Research Division 1976, U.S.
Executive Office of the President 1972, University of Colorado 1977, and
University of Texas 1977.

**The references consulted include: A. T. Kearney, Inc., 1976a; A. T. Kearney,
Inc., 1976b; Byer et al. 1976; Casper 1977; Ford, Bacon, and Davis, Inc.,
1976; Fraser 1977; Gordian Associates, Inc., 1976; Hall 1977; Hamel and Brown
1976; Lyman 1969; Rogan 1977; SCS Engineers, Inc., 1976; Schorr et al. 1976;
and U.S. Department of Commerce 1973.

14
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Table Z—Iﬂ INDUSTRIAL PROCESS HEAT DATA BASE

Item? , Description/Comments

Process Code
SIC code* Standard Industrial Classification code
describing process

Process Data

Fluid used* 1 - Air
2 - Water
3 - Steam
4 - Other
Direct heat® 0 - Direct (collector fluid direct to
process)

1l - Indirect (intermediate heat exchanger)

Process description Description of process (cooking, washing,
etc.) '

Temperature Data

Temperature* Maximum temperature required for process
Tolerance Tolerance of temperature
Supply temperature . Minimum supply temperature

Heat Rate Data

Heat rate¥® Heat rate required for process
Tolerance Tolerance of heat rate
Energy use¥® Average annual energy required for process
in a plant of "standard" size
Energy use - unit Average amount of energy required per unit
output of industrial output

Pressure Data
Pressure Pressure required for process
Tolerance Tolerance of pressure

Electrical Data

Peak electricity Peak electrical power required for process
Average electricity Average electrical power required for
process

4Data items collected for current IPHDB indicated by asterisks.

15
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Table 2-1.

-

INDUSTRIAL PROCESS HEAT DATA BASE (Concluded)

Item?

Description/Comments

Operation Schedule
Operation code*

Seasonal operation
Season beginning

Season ending

Weekly operation

Monday-Friday shifts

Saturday shifts
Sunday shifts

Daily operation
Shift 1 start

Shift 1 end
Shift 2 start
Shift 2 end
Shift 3 start
Shift 3 end

System Applicability

0 - Continuous
1 - Batch or other

Week season begins
(0 if year-round)
Week season ends
(0 if year—-round)

- No shift

- Shift 1

- Shift 2

- Shifts 1 + 2
Shift 3

-~ Shifts 1 + 3

- Shifts 2 + 3

- Shifts 1 +2 + 3

NN~ O
I

Military time when each shift starts or ends
(to nearest hour)

Possible systems in order of applicability:

l1st applicable system* ' 1 - Direct hot water

2nd applicable system®
3rd applicable system*

Process name
Process name¥®

~ Heat exchanger/hot water
- Direct hot air

- Indirect hot air

- Flashed steam

- Steam generator

[« N U, B R UL '}

Name of process

@pata items collected for current IPHDB indicated by asterisks.

16
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Table 2-2. CURRENT CONTENTS OF IPHDB

Label Description/Comments
SIC Standard Industrial Classification code describing
process
ALPHA Alphanumeric character to distinguish segmented process
NAME Description of industry
TMP Required process temperature (C or F)
HEATR Required process heat rate (MW or MBtu/h)
FLOWR Maximum required steam flow rate (kg/s or 103 1b/h)
SAE Standard annual energy use [1013‘J/yr or 1010 Btu/yr)
SYS Possible solar systems, in order of applicability:
1 Direct hot water
2 Indirect hot water
3 Direct hot air
4 Indirect hot air
5 Steam flash
6 Steam generator
BF Backup fuel:
1 Natural gas
2 Electricity
3 0il
4 Coal
01 Operation schedule:
1 Continuous process
2 Batch process
SOP Seasonal operation:
0 Continuous
1 Seasonal
ENERGY Energy required per unit of industrial output
UNIT

Unit of production for ENERGY

17
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Male Shirts

Table 2-3. INDUSTRIES CONTAINED IN IPHDB
Location

Browns-— Charles~- E1l
SIC Industry Bismarck ville ton Denver Paso  Fresmno
2011 Meat Packing Plant X X X b4
2013 Sausages/Prepared Meat X
2016 Poultry Dressing Plant X
2021 Creamery Butter X X X
2022 Nat. and Processed Cheese X X
2023 Condensed/Evap. Milk X
2024 Ice Cream x X
2026 Fluid Milk X X X X
2032 Canned Specialties X X
2033 Canned Fruit/Veg. X X X
2034 Dried Fruits/Veg. X x
2035 Pickled Fruits/Veg. x X x
2037 Frozen Fruit/Veg. X X
2038 TFrozen Specialties X X
2041 TFlour/Grains X X X
2043 Cereal X
2045 TFlour/Grain Mixes x
2047 Pet Food X
2048 Animal Feed X
2051 Bakery Products X X b4 X X
2052 Cookies/Crackers X X
2065 Candy/Confections X p:d
2066 Chocolate Products X
2077 Animal Fat/Oils p:¢
2079 Shortening/0ils x
2084 Wines b4
2085 Liquors X
2086 Soft Drinks X X b4 X b4 b4
2087 Flavoring/Extracts x x
2091 Canned Seafoods X pid
2092 Fish/Seafood X x
2095 Coffee X
2097 Tce X X
2098 Macaroni X p:d X
2099 Misc. Foods X X X
2211 Cotton Weaving X
2241 Small Weave Fabric X
2253 Knit Outerwear b4 X
2261 Finishing Broad Cotton X X
2262 Finishing Broad Fabrics X
2271 Woven Carpets/Rugs X x
2293 Upholstery Fillings X
2295 Coated Fabrics X
2311 Male Coats X
2321 X X X

18
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Table 2-3., INDUSTRIES CONTAINED IN IPHDR (Continued)
Location
Browns— Charles-— El
SIC Industry Bismarck ville ton Denver  Paso Fresno
2327 Male Pants _ X p:s
12329 Male Misc. Clothes X
2331 Female Tops X
2335 Female Dresses p:d X
"2339 Female Misc. Clothes X
2352 Hats/Caps X x
2361 Girls Outerwear X
2369 Girls Misc. Outerwear X
2386 Leather/Sheep Clothes x
2387 Belts X
12389 Misc. Attire X
. 2392 House Linens X
2395 Decorative Adorning X
© 2396 Auto Apparel X
. 2399 Misc. Fabric Products X P
2421 Saw Mills X X
2426 Hardwood Floor Mills X
2431 Millwork X X X X X X
2436  Plywood x
1 2441 Wood Boxes X X X
. 2491 Wood Preserving X X
- 2499 Misc. Wood Products X X X
12511 Wood Furniture X X X
2512 Wood Furn. w/Upholstery X
2515 Mattresses X X
12519 Misc. Furniture X
2521 Wood Office Furniture X
2522 Metal Office Furniture X X
2531 Public Office Furniture X
-~ 2541 Wood Partitions X X
7 2542 Metal Partitions X X
) 2591 Drapery Hardware X b4 X
2599 Misc.. Furniture X
' 2631 Paperboard X
2641 Coated Paper X
2642 Envelopes X
2643 Bags X X
;2645 Die-Cut Paper X
2649 Converted Paper X
/2651 Folding Paper Boxes x X
2652 Set~Up Paper Boxes X
2653 Cardboard Boxes X X
' 2655 Fiber Cylinders X X
, 2661 Building Paper Mills X
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Table 2-3, INDUSTRIES CONTAINED IN IPHDB (Continued)
Location
Browns-— Charles- E1 ,

SIC Industry Bismarck ville ton Denver Paso Fresno
2711 VNewspapers X X b4 X
2721 Periodicals X
2731 Books X
2732 Book Printing X
2751 Letter Press X X X X b4
2752 Lithograph X X X X X
2761 Manifold Printing X X
2782 Blank Books p:4
2789 Book Binding X X
2791 Typesetting b4
2793 Photoengraving X
2813 Industrial Gases X X X X
2819 1Industrial Inorganics X X
2821 Plastics X
2822 Synthetic Rubber X
2831 Biological Products X
2834 Pharmaceuticals X X
2841 Soaps/Detergents X X
2842 Sanitation Goods X b4 p:4
2843 Surface Agents X
2851 Paints X X
2865 Cyclic Organics P
2869 1Industrial Organics x
2873 Nitrogenous Fertilizer X
2874 Phosphate Fertilizer X
2879 Pesticides X X
2891 Glues/Sealants X
2892 Explosives X
2893 1Ink X
2899 Misc. Chemicals X b:d
2911 04l Refining X X bid
2951 Paving Material X X X X
2952 Asphalt b:d x
2992 Greases b4 X
2999 Petroleum/Coal Products X
3069 Misc. Rubber X X X
3079 Misc. Plastic X
3111 Leather Processing X
3161 Luggage X
3171 Handbags X
3199 Misc. Leather Goods X X
3211 Flat Glass X
3229 Blown Glass X X
3231 Glass Products X X X
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Table 2-3. INDUSTRIES CONTAINED IN IPHDB (Continued)

3494

Location
Browns— Charles— E1l
SIC Industry Bismarck ville ton Denver Paso Fresno
3241 Hydraulic Cement X x
3251 - Brick/Clay Tiles x x
3253 Ceramic Tiles X X
3259 Misc. Clay X
3269 Pottery X X
3271 Concrete Blocks/Bricks x x X X
3272 Misc. Concrete X X X b:4 X
3273 Ready Mixed Concrete x X X X X
3274 Lime X
3275 Gypsum Products X
3281 Cut Stone Products X X b4
3291 Abrasives X
3292 Asbestos X X X
'3293 Gaskets/Seals X X
3295 Ground Minerals b4 X X X
3296 Mineral Wool b4 X
© 3299 Nonmetal Minerals X X X
3317 Steel Pipe/Tube X
3321 Gray Iron X p:d
3333 Zinc Refining X X ,
3334 Aluminum Refining x X
- 3339 Misc. Metals Refining X
+ 3341 Alloys bid
3356 Misc. Metal Forming X
3361 Aluminum Casting X X X
3362 Alloy Casting X pie
3369 Misc. Castings X
3411 Metal Cans X
© 3423 Hand Tools X
3429 Misc. Hardware X
© 3431 FEnameled Iron Plumbing X
3432 Brass Plumbing X
3433 TFuel Heaters X
3441 Structural Metal X X X X
) 3442 Metal Doors X X b:¢ b4
3443 Boiler Shops X X X b4 X
' 3444  Sheet Metal Work X X bd X X
3449 Misc. Metal Work X b4 be X
3451 Screw Machines X
3452 Nuts/Bolts/Screws X
3471 Metal Plating X X X
3479 Misc. Metal Surface Treatment x X X
3493 Steel Springs X
Pipe Fittings/Valves X x
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Table 2-3. TINDUSTRIES CONTAINED IN IPHDB (Continued)

Location

Browns— Charles~ El
SIC Industry Bismarck ville ton Denver  Paso Fresno
3496 Wire Products X X
3499 Misc. Metal Products X X
3519 1Internal Comb. Engines b4 X
3522 Farm Machinery X X X
3524 Garden Machinery X X
3531 Construction Machinery X X
3533 0il Field Machinery X b4
3541 Metal Cutting Tools X
3542 Metal Forming Tools X
3544 Tools b4 X
3545 Machine Tool Access. X
3551 Food Products Machinery X X
3559 Special Machinery X X pid
3561 Pumps x X X
3566 Gears X X
3568 Power Trans. Equipment X
3573 Computers b
3576 Weighing Devices X
3582 1Ind. Laundry Machinery X
3585 Refrig./Heating Equipment X X
3589 Misc. Service Machinery X X
3599 Misc. Machines X X X X
3612  Transformers X
3621 Motors/Generators X
3622 TIndustrial Controls X
3623 Welding Apparatus X
3629 FElect., Ind. Apparatus X
3641 Electric Lamps X
3643 Misc. Electrical Parts X X
3644 Elect. Insul./Fittings X
3651 Radio/TV X X
3652. Phono Records/Tapes X X
3661 Telephone Telegraph X
3662 R/TV Transmit X X
3672 Cathode Ray TV Tubes X
3674 Semiconductors X pid
3679 Misc. Elect. Components X
3691 Storage Batteries p: X
3694 Elect. I.C. Engine X
3711 Motor Vehicles p:e
3713 Trucks/Buses X
3714 Motor Vehicles Parts X x
3715 Truck Trailers X X

3721 Aircraft ) X
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Table 2-3., INDUSTRIES CONTAINED IN IPHDB (Concluded)
Location
Browns- Charles- El
SIC Industry Bismarck ville ton Denver Paso Fresno
3728 Aircraft Parts b4 b4
~3731 Ship Building x
3732 Boats X b4 X
3751 Motorcycles/Bicycles X
3811 Engineering Instruments X
3822 Automatic Controls X
3841 Medical Instruments p:S
3842 Medical Supplies X
3843 Dental Equipment X
3851 Ophthalmic Goods X
3861 Photo Equipment. X X
3911 Jewelry 4
3914 Silverware X
3931 Musical Instruments X X
3949 Sporting Goods b4 b4
3951 Pens/Pencils x
3953 Marking Devices X X X
3955 Carbon/Paper Ink Ribbons x
3961 Costume Jewelry p:<
"3962 Artificial Plants X
3964 Needles/Pins/Hooks X
3999 Misc. Manu. Products X
Number of industries for which
data were collected 18 33 63 222 51 57
“Total number of industries 21 42 75 294 60 80
' Percentage of total industries
for which data were collected 36 79 84 76 85 71
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2.1.3 Contents of IPHDB

IPH data were collected for over 70%Z of all the industries in the six cit-
ies. As indicated in Section 2.1.2, data in the IPHDB for a particular indus-—
try are the same for each city in which the industry is located since the
IPHDB is based upon hypothetical, average-sized industrial plants. Sample
data from the IPHDB for selected industries are given in Table 2-4.

The complete IPHDB is listed in Appendix A according to SIC code. The data
format and units are the same as those shown in Table 2-2. The IPHDB data re-
flect process characteristics for individual processes within an industry for
which the necessary data were available (for example, SIC 2022 contains sever-—
al entries, each representing a particular process in cheese production).

2.1.4 Limitations of IPHDB and Future Plans

There are certain limitations of the IPHDB which must be kept in mind in
interpreting the results from PROSYS. First, the IPHDB is based entirely on
previous IPH studies. We did not survey industrial trade associations, pro-
cess heat engineering firms, or other potential sources of IPH data. Second,
as previously discussed, the IPH data were redefined to describe a hypotheti-
cal, average-sized plant for each industry. Using the IPHDB in conjunction
with PROSYS results in an overall assessment of the potential for solar IPH in
each city. A case study, as described in Section 6.0, would be required to
determine if a solar IPH system could be used economically for an actual
plant.

The IPHDB could be extended in two areas. For further evaluation of end-use
matching in the identification of viable economic industrial applications of
solar energy in the near- to intermediate-term, the data base must be extended
to additional cities and must cover more industries., Also, verification of
the end-use matching approach and a more detailed evaluation of the industrial
application of solar energy require more detailed process information. Both
of these needs are being considered in the continuation of this study.

2.2 COLLECTOR DATA BASE (COLDAT)

2.2.1 Requirements and Structure of COLDAT ;

Matching of solar systems to specific industrial processes in the near term
requires that the characteristics of currently available solar collecting
equipment be modeled. Among the component subsystems that constitute a solar
IPH system design, the collector subsystem has the greatest degree of sensi-
tivity with regard to location, operating requirements, and cost. Therefore,
it is dimportant that all of the relevant performance and cost information
available on currently manufactured collector subsystems be assembled in a
data base for use in the analysis. While it is important to consider the cost
and performance characteristics of the several other subsystem components in
any particular solar process heat system, the PROSYS simulation model does not
model discrete combinations of subsystem components. Instead, PROSYS calcu-
lates an approximate annual energy delivery based on collector performance and

24



Table 2-4. SAMPLE AVERAGE PLANT DATA FROM IPHDB FOR SELECTED INDUSTRIES

Process Heat - Flow Standard Annual System Backup Operatlon Seasonal Energy/Unit
Temperature RaLe Rate Energy Use Type? Fuel Sehedule Operatlon
s1C Industry c ¥ My Mistu/h ke/s  10%16/6 1010 )izye 1010 Bru/yr . Wi/kg  Bru/lb
o 2011 Fluid Milk 77 170 1.16 3.97 0.55 4.35 0,88 0.83 6 2 1 Nat. gas 1 0 25.3 24.0 -
W 2051 Bread/Baked Goods 232 450 0.84 2.89 0.10 0.77 0.95 0.90 4 3 2 Nat. gas 1 0 — -
2086 Soft Prinks 17 170 0.91 3.1t 0.18 1.42 1.02 0.97 2 6 0 Nat. gas 1 0 - -
2471 MLLllwork 93 200 0.21 0.72 0.04 0.28 0.30 0.28 1 3 6 Nat, gas 0 0 - -
2653 Cardboard Boxes 149 300 0.23  0.79 0.50 4.00 2,85 2.70 3 1 6 Nat. gas 0 0 - -
3444 Sheet Matal Works 93 200 0.07 0,24 0.02 0.12 0.44 0.42 3 1 6 Nat. gas 0 0 -- -

9d5ee Table 2-1 for identiflcatlion of codes.
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assumed system losses. Specific attention is given to capital cost estimates
for the balance of the solar system beyond the collector field. It was not
necessary, however, to collect technical data on nonsolar equipment items for
incorporation in the data base.

The information on solar collectors required by the PROSYS model is listed in
Table 2-5. Current cost and installation information is required in order to
make accurate capital cost estimates for the solar collector subsystem.

Although preliminary data were collected on approximately 25 solar collectors
during the course of this study, only 8 collectors were used in the final end-
use matching analysis. The collectors used were selected on the basis of the
following criteria:

® The collector is of a generic type amenable to modeling by the simu-
lation procedure selected. Fixed flat-plate collectors, fixed com-
pound parabolic collectors, one-axis tracking parabolic trough or
fresnel lens collectors, and two-axis tracking parabolic dishes may
be modeled.

D) The collector must be currently manufactured.

° Only performance data collected in verifiable tests or verified in
field applications are acceptable.

. Only collectors amenable to the assumptions made in system perform—
ance and cost estimates (which have been generalized) can be used.
For example, results for parabolic dish collectors are subject to
significant wuncertainty -because system models do not account for
larger piping heat losses encountered in these systems.

It should be noted that although COLDAT solar collector data represent best
estimates of the actual state of currently manufactured collectors, no manu-
facturers' names are reported. Collectors are identified only by generic type
and by letter code.

2.2.2 Sources of Information

Collector specifications were acquired from a number of sources. In most
cases, the optical efficiency, heat loss coefficients, and other physical
characteristics were obtained from product literature provided by the manufac-
turer, When verified test results became available, the input data were modi-
fied to reflect test results. Usually, test results yielded physical charac—
teristics that were less optimistic than manufacturers' first estimates. Most
of the verified tests used to supplement the collector data base were per-
formed by Sandia Laboratories, Albuquerque, as part of the Collector Module
Test Facility program to characterize several selected collector modules
(Dudley and Workhoven 1978).

Information on collector costs was obtained, where possible, from quotes given
directly by current manufacturers. In certain cases quotes could not be ob-
tained and collector costs were estimated from the information supplied in re-—
ports describing the installation of collectors as part of field engineering
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Table 2-5., COLLECTOR DATA BASE CONTENTS

Label Description/Comments

A Shading and blockage factor

KMUG Optical efficiency

PHI-AHA Tracking efficiency, where applicable;.
acceptance half angle for CPCs (degrees)

CR Concentration ratio

DTILT Difference in tilt from a polar axis mounting (degrees)
if = 999, collector is horizontal

$/SQM F.0.B. cost per n? of collector ($)

AS/sQM Auxiliary equipment cost per m“ of collector (§)

BS/SQM Special additional costs per m“ of collector ($)

HR/SQM Required hours of installation labor

: per m“ of collector (person~hours)

M-AREA Standard area of one collector module (mz)

Collector Type

0 Flat plate
1 Parabolic trough
2 Compound parabolic concentrator (CPC)
3 Parabolic dish
‘Annotation of Data Origin
TEST Data derived from test data
MFG Data derived from manufacturer information
DES Data derived from design information
EDNR Performance efficiency data not verified
CDBE Cost data are best estimate
U Heat loss coefficient as a function of collector

operating temperature (W/m2 C)
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tests. Installation labor (person-~hours per unit area) was estimated from
such reports. Where no adequate installation history was available, labor
hours were estimated from data for similar collector designs.

2.2.3 Contents of COLDAT

Twenty collectors are carried in the data base currently on file., Only the
eight collectors selected on .the basis of the criteria given in Section 2.2.1
were used in the final end-use matching. These eight are denoted by asterisks
in the complete listing of COLDAT given in Appendix B,

2.2.4 Limitations of COLDAT

While COLDAT contains a fairly complete listing of line—~focusing concentrating
collectors manufactured today, it is deficient in information on the wide va-
riety of flat-plate collectors currently being manufactured. Only representa—
tive flat plates are included. COLDAT should be expanded to include at least
ten of the best flat-plate collectors now manufactured and useful in indus-
trial applications.

Nearly all solar system analyses suffer from the lack of adequate verified
collector performance data. As more collectors undergo controlled performance
tests, their physical specifications should be added to COLDAT. 1In particu-
lar, more reliable data on end losses, blockage losses, and shading losses are
required for determination of daily cutoff times.

Actual F.0.B. collector equipment quotes can be included in COLDAT. However,
the costs of special fittings, suppor%s, etc. ($/m*); the costs of special ad-
ditional items such as shipping ($/m“); and the number of labor person-hours
required for installation (person—hours/m“) are difficult to estimate. Sub-
stantially more experience in collector subsystem installation (particularly
for concentrating collectors) is required for better estimates. Collector-
specific estimates of operation and maintenance costs would also be useful and
should eventually be included in COLDAT.

2,3 METEOROLOGICAL DATA BASE (METDAT)

2,3.1 Requirements and Structure of METDAT

In order to match industrial processes and solar systems throughout the United
States, local meteorological data are needed for a number of representative
sites. The meteorological data base (METDAT) was established using the fol-
lowing criteria:

. The data must contain the parameters required for the collector per-—
formance model,

° The data are to be available for a number of representative sites
across the United States.

° The data should be accurate.
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° The data base should be easy to access by the computer program, pref-
erably by disk to avoid time-consuming magnetic tape manipulation.

. A suitable collector performance model, such as that described in Appendix D,
requires the site latitude and the following meteorological parameters for
each month of the year:

° ﬁi, long—term_average daily total insolation on a horizontal
surface (kJ/m“ or Btu/ft“);

° Eﬁ, long—term average cloudiness index (equal to ﬁf/average daily
extraterrestrial insolation); and

. %R, long-term average daytime ambient temperature (C).

Also included for calculating the annual efficiency of concentrating collec-
tors is the parameter DIR, the average annual direct normal incident radia-
tion.

In addition, the collector cutoff calculations require clear—day instantaneous
profiles of direct normal and total radiation incident on a surface of given
tilt. These parameters are generated by SIM, a solar irradiance computer
model (Hulstrom et al., 1968) which requires the additiomal input of CLNO, the
clearness number.

To provide the required parameters while meeting the criteria for accuracy and
representative U.S. coverage, the SOLMET data network, consisting of 26 U.S,
cities, was selected. Denver, Colo., was added to facilitate local case stud-
ies. A map of the 27 sites is shown in Fig. 2-1.

2.3.2. Sources of Information

The Department of Energy (DOE) has identified SOLMET data as the standard for
solar energy studies; therefore, SOLMET insolation data was used for the 26
available sites (excluding Denver). The long-term average daily total insola-
tion on the horizontal surface, HT, contained in the SOLMET data base is de-
rived from 23 years of historical data (Schlagheck 1977).

Because the cloudiness index KT is not contained in the- SOLMET files the
available values of KT from the f-Chart data base (Beckman et al. 1977) were
corrected by the ratio of +the SOLMET total insolation to the respective
f-Chart total insolation as follows:

o= == HT SOLY
KT = KTt _chare N
; HT f-Chart -

For Denver, the total insolation HT and cloudiness index KT were taken from
the f-Chart data base (Beckman et al. 1977).

The average daytime ambient temperatures for the 26 SOLMET sites are given by
Liu and Jordan (1963), but this information is not available for Denver. The
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24-hour average ambient temperature for Denver is included in the f-Chart
data. Temperature data for Grand Junction, Colo., are available from both Liu
and Jordan (daytime average) and f-Chart (24-hour average). The monthly dif-
ferences between average daytime and 24-h average temperatures were calculated
for Grand Junction, and the f-Chart Denver averages were adjusted by these
differences.

The clearness numbers for all sites were obtained from Threlkeld and Jordan
(1958), with adjustments made by Hulstrom et al. (1968).

The annual average direct normal incident radiation was derived from SOLMET
data by the Aerospace Corporation (Melton 1978) for all SOLMET sites. The SIM
computer program (Hulstrom et al. 1968) was used to calculate this parameter
for Denver,

2.3.3 Contents of METDAT

For each of the 27 sites, METDAT contains the site name, latitude, and annual
direct incident radiation, as well as average monthly values for daily total
insolation on a horizontal surface, cloudiness index, daytime ambient tempera-—
ture, and clearness number, Complete METDAT contents are listed in
Appendix C. Examples of typical METDAT values for Denver, Colo., and
Brownsville, Tex., are shown in Table 2-6,

2.3.4 Limitations of METDAT and Future Plans

Perhaps the most limiting aspect of METIDAT is the availability of information
for only 27 sites. However, this number can be expanded by an additional 220
sites when the NOAA-ERSATZ data become available (Cinquemani 1978). The data
base can also be improved by replacing the current daytime ambient temperature
data with more accurate data calculated from the 23-year SOLMET data.

2.4 ECONOMIC DATA BASE (ECONDAT)

2.4.1 Requirements and Structure of ECONDAT

A complete site-specific analysis of the feasibility of solar process heat
systems requires that site-related economic information be taken 1into
account. For example, while the estimated time to assemble and interconnect
solar collectors and interfield piping on the job site may be reasonably con-
stant, the average cost of labor. to perform this installation varies rather
widely across the United States. This variation -may make a significant dif-
ference in total system capital investment for large systems in which the col-
lector subsystem cost 1is a substantial fraction of total system cost. Fur-
thermore, fuel prices differ significantly by location. An analysis of 1975
No. 2 distillate oil prices showed a 337 price difference between two states
located within the same region (New Mexico and Nevada). Even within one
state, prices may differ by as much as 157 from city to city (Sherman H. Clark
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Table 2-6. SAMPLE OF METDAT DATA FORMAT FOR BROWNSVILLE, TEX., AND DENVER, COLO.
o Jan, Feb. Mar, Apr, May June July Aug. Sep. Oct. Nov, Dec.
Brownsville, Tex.
(Latitude: 25.55°)
0T (k3 /m?) 10373.00 12827.00 16834.00 19540.00 21696.00 24475.00 25630.00 23140.00 19462.00 16435.00 12169.00 9784,00
w T (Beu/£e2) 913,97  1130.19  1465.62 1721.67 1911.63  2156.49 2258.26 2038.87 1714.80 1448,09 1072.21 -862.07
e TA 0.44 0.46 0.51 0.53 0.55 0.61 0,65 0.61 0.57 0.56 0.50 0.44
TA (C) 17.39 19,28 21,50 24.56 27.44 29.59 30,28 30,50 28.94 26.06 21,50 18,44
TA (F) 63.30 66.70 70.70 76.21 81.39 85.10 86,50 86.90 84.09 78.91 70.70  83.19
Clearness number 0.76 0.76 0.76 0.76 0.81 0.81 0.81 0.81 0.81 0.81 0.76 0.76
Denver, Colo.
(Latitude: 39.58 °)
W (kI /m?) 10676.00 14152.00 18247.00 21729.00 24367.00 27381.00 26502,00 24785.00 20682.00 15491.00 10970.00 9127.00
it (Reu/fe?) 940.66  1246.93 1607.74  1914.54  2146.98 2412.54  2335.09 2183.81  1822.29  1364.91 966.57 804,18
KT 0.69 0.69 0.67 0.63 0.62 0.66 0.66 0.68 0.69 0.69 0.66 0.65
TA (C) .83 1.67 5,00 11,22 19.06 23.28 27.06 25.44 20.89 14.61 4,56 -3.33
TA (1) 30,51 35,01 41,00 52,20 66,31 73.90 80.71 77.79 69.60 58,30 40.21 26,01
CLNO 0.95 0.95 0,95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95 0.95
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Associates 1978)., These differences are very important in an economic analy-
sis of fuel-saving solar process heat systems since the results depend direct-—
ly upon the purchase cost of the displaced fuel. Many other cost and economic
factors vary with respect to the location and type of industrial plant. It is

important to supply several of these most critical parameters in a site--

specific data base. Other parameters {(such as required rate of return, tax
rate, lifetimes) are difficult to specify by plant or site. Comnsequently,
typical ranges of these parameters are specified. Specific wvalues of the
parameters may be selected by the analyst to replace "default” values and used
to determine a multiplier for life-cycle cost, as shown in Section 4.0.

Two sets of economic information supplied to the end-use matching are pre-
sented in this section. First, the economic data base (ECONDAT) is de-
scribed. ECONDAT is designed to be accessed when a net present value analysis
(ECONMAT) is performed as an integral part of the end-use matching., ECONMAT
contains default values of discount rate, fuel price escalation rate, and in-
flation but contains actual data on local fuel prices and labor rates. The
second set of information concerns fuel prices and escalation rates alomne.
This information may be used to compare with solar costs derived using the
multiplier described in Section 4.0. Ranges of value are also presented for
investment parameters used in calculating the multiplier.

2.4.2 Contents of ECONDAT

The contents of ECONDAT (i.e., conventional fuel prices and average labor
rates) are shown in Table 2-7. Other economic parameters required in the net
present value analysis are shown in Table 2-8, 1In the program ECONMAT, each
of these parameters is held constant for the six sites at a default value.
While these parameters probably vary from site to site, it was not possible in
this study to identify more specific investment parameters.

2.,4,3 Economic Information for Separable Analysis

Since life—cycle economic analysis can be treated separately from capital cost
and performance estimates, it is possible to calculate life-cycle costs by
establishing economic parameters separately. This allows the analyst to se-
lect economic parameters on the basis of more detailed information. Table 2-9
lists the economic parameters that are required for life-cycle cost analysis
and the typical range of values that can be assigned to these parameters under
current conditions., Each item is denoted as site-specific, industry-specific,
or nearly constant,

Table 2-10 presents projected conventional fuel costs (Sherman H. Clark
Associates 1978) for the states in which this analysis was conducted. Note
the difference between these costs and the calculated projected costs from
ECONDAT in which the default real escalation rate of 0.05 is used. Table 2-11
shows the levelized cost of delivered conventional fuel energy over 20 years
at two discount rates for several base years. These costs may be directly
compared to implicit solar costs such as those given in Section 5.0.
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Table 2-7. CONTENTS OF ECONDAT: FUEL COST AND AVERAGE LABOR RATE

Fuel Cost ($ per lO6 Btu delivered heat equivalent)

Natural Gas® Residual 0i1¢ Coal? Electricity®

Average Conversion Average Labor
City Efficiency? 0.75 0.80 0.75 1.00 (s per pe;son—hour)f
Bismarck, N.D. 3.25 2.20 1.20 9.25 19,98
Brownsville, Tex. 3.20 2.40 0.96 8.50 15.00
Charleston, S.C. 2.00 2.80 ‘ 1.55 8.15 14,63
Denver, Colo. ; 1.83 2.90 1.23 7.80 , 19.38
E1l Paso, Tex. 3.20 2.40 1.30 | 7.75 15.63
Fresno, Calif. 3.27 3.15 2.008 9.64 23.44

aEfficiency estimates are for typical, noneconomized, industrial steam boilers. From Ver Schave 1974,
Gas costs are by state for 1976, from AGA 1976. Costs in 1976 are extrapolated at recent rates to
1978.

€0il costs are for residual fuel oil sold to utilities by census regions. From U.S. DOE 1978.

Projected 1978 costs for delivered coal from regional sources to utilities, Prices are first-year .

prices for long—term contracts. From EPRI 1978.
€Electrical costs are typical for industrial customers. 1 kWh = 3412 Btu. Average of light and heavy
industrial rates in 1976 escalated at 7% to 1978 by state except where specific data available. From
EET 1977.
Rates given are for local union rates for pipefitters and plumbers; plus 30% for taxes, insurance,
supervision, and small tools; plus 207 overhead. From Dodge Building Cost Services, and Wood and
Tower, Inc., 1977.
8Equivalent cost of heat for “"clean” coal due to air pollution regulations in California.

' [@ES

I

@
$=7

16041



S=Rl@

TR-091

Table 2-8. CONTENTS OF ECONDAT: DEFAULT VALUES FOR ECONOMIC PARAMETERS
e s Default
Symbol Label Description/Comments Value

g GIR General inflation rate 0.06

ep FERE Real fuel price escalation 0.05
for electricity

eg FERO Real fuel price escalation 0.05
for oil

eg FERG Real fuel price escalation 0.05
for natural gas

e FERC Real fuel price escalation 0.02
for coal

T TAXR Composite income tax rate 0.50

B OMPI Fraction of initial cost applied 0.02
to annual operation, maintenance,
property taxes, and insurance

TC TAXCR Investment tax credit 0.20

R ROR Market rate of return 0,12
required

N NYR System lifetime (yr) 20

35




TR-091

S=RJA@

Table 2-9. RANGES OF VALUES FOR ECONOMIC PARAMETERS USED IN CALCULATING

A LIFE-CYCLE COST MULTIPLIER

Symbol Item Range Remarks?
R Market rate of return on equity capital 0.12-0.30 B
r Market rate of return on debt capital 0.06-0.12 B,A
£ Fraction of initial cost financed by 0—0180 B,A

debt capital
T Composite income tax rate 0.49-0.51 C
TC Composite income tax credit O.lO—O.,SOb C
N System service life or period of 10-20 B
life-cycle cost analysis (yr)
LP Loan repayment period (yr) 10-20 B,A
DP Depreciation accounting lifetime (yr) 8-20 B
OMPI Fraction of initial cost for annual 0,02-0.06 A
operation, maintenance, property taxes,
and insurance
g General rate of inflation 0.06-0.12 C

87 indicates site-specific; B, industry-specific; C, nearly constant.

Depends on pending legislation.
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Table 2-10. FUTURE CONVENTIONAL FUEL COSTS

Cost (1978 $ per 10% Bru delivered heat equivalent)

Natural Gas Resldual 011 Coal Electricity
City Source -

1980 1990 2000 1980 1990 2000 1980 1990 2000 1980 1990 2000

Bismarck, N.D. S. H. Clark projection 3.31 7.05 9.28 3.94 5.38 6.79 1.63 2.38 2.97 9.93 12,57 15.29
5% real escalation 3.58 5.84 9.51 2.43 3.95 6.43 1.32 2.16 3.51 10,20 16.61 27.06

Brownsville, Tex. S. W. Clark projection 2.70 5.51 7.66 3.90 5.57 6.95 1.31 1.84 2.22 8.49 13.60 15.64
5% real escalation 3.53 5.75 9.36 2,65 4,31 7.02 1.06 1.72 2.81 9.37 15.27 24,86

Charleston, S.C. S. H. Clark projection 3.00 6.20 8.17 3.18 5.18 6.55 2,50 3.16 4.10 7.55 10.88 14.95
5% real escalation 2,20 3.59 5.85 3.09 5.03 8.19 1.71 2,78 4.53 8.99 14,64 23.84

Denver, Colo. S. H. Clark projectlon 2.13 5.51 7.63 3.88 5.38 6.73 1.23 1,42 1.76 8,09 11.90 L1495
5% real escalation 2.02 3.29 5.35 3.20 5.21 8.48 1.36 2,21 3.60 8.60 14,01 22,81

El Paso, Tex. S. H.. Clark projectlon 2,70 5.51 7.66 3.90 5.51 6.95 1.31 1.84 2,22 8.49 13,60 15.64
5% real escalation 3.53 5.75 9.36 2.65 4.31 7.02 1.43 2.33 3.80 8.54 13.92 22.67

Fresno, Calif. S. H. Clark projection 3.26 6.03 7.73 3.87 5.44 6.82 2,16 2,57 3.16 9,21 12.57 15.64
5% real escalation 3.61 5.87 9.56 3.47 5.66 9.21 2.20 3.59 5.85 10.63 17.31 28.20
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Table 2-11. LEVELIZED FUEL COSTS (OVER 20 YEARS) FOR TWO DISCOUNT RATES R AND FOR

BASE YEARS 1980, 1985, AND 1990

Levelized Fuel Cost® (1978 § per 10®

Btu heat equivalent)

Discount Natural Gas ‘Residual 011 Coal Electricity
City Rate

R 1980 1985 1990 1980 1985 1990 1980 1985 1990 1980 1985 1990°

Bismarck, N.D. Base 3.58 4,57 5.84 2,43 3.10 3.95 1,32 1.68 2,16 10,20 13,02 16.61
Levelized at R = 0,10 9,52 12,16 15.53 6.46 8.25 10.51 3.51  4.47 5.75 27.13  34.63 44,18

Levelized at R = 0,15 8.27 10.56 13.49 5.61 7.16 = 9,12 3.05 3.88 4,99 23,56 30.08 . 38.37

Brownsville, Tex., Base 3.53 4.51 5.75 2.65 3.38 4,31 1.06  1.35 1.72 9.37 1L.96  15.27
Levelized at R = 0,10 9.39 12.00 15.30 7.05 8.99 11.46 2.82 3.59 4.58 24.92 31.81  40.62

TLevellzed at R = 0,15 8,15 10,42 13,29 6,12 7.81 9,96 2,45 3.12 3.97 21.64 27.63 35.27

Charleston, S.C. Base 2,20 2,81 3.59 3.09 3.94 5.03 1.72 2,18 2,78 8.99 11.47 14.64
Levelized at R = 0,10 5.85 7.47 9,55 8.21 10.48 13.38 4,55 5.80 7.39 23,91 30,51 38.94

Levelized at R = 0,15 5.08 6.49 8.29 7.14 9.10 11.62 3.95 5.04 6.42 19.61  26.50 33,82

Denver, Colo. Base 2,02 2,58 3.29 3,20 4,08 5,21 1.36 1.74 2.21 8.60 10.93 14,01
Levelized at R = 0,10 5.37 6.86 8.75 8.51 10.85 13,86 3,62  4.63 5.88 22,88  29.21  37.27

Levelized at R = 0,15 4,67 5.96 7.60 7.39 9.42 12,04 3.4 4,02 5,11 19.87 25.36 32,36

El Paso, Tex. Base 3.53 4.51 5.75 2.65 3.38 4,31 1,43  1.83 2.33 8,54 10.90 13,92
Levelized atr R = 0,10 9.39 12,00 15.30 7.05 8,99 11.46 3.80 4.87 6,20 22,72 28,99 37.03

Levelized at R = 0,15 8.15 10.42 13.29 6.12 7.81 9,96 3,30 4.23 5,38 19,73 25,18 32,16

Fresno, Calif. Base 3.61 4.6l 5,87 3.47 4,43 5.66 2,20 2,81 3.59 10.63 13,57 17,31
Levelized at R = 0,10 9.60 12.26 15.61 9.23 11.78 15,06 5.85 7.47  9.55 28,28 36,10 46.04

Levelized at R = 0,15 8.34 10.65 13.56 8,02 10.23 13,07 5.08 6.49 8.29 24,56 31.35 39.99

—_CRF(R,20)

3Levelizing factor -LF, which

where R*'' =

1 + R
1 +g°

converts the base year cost Into a levelized cost over 20 years, is given by: LF =

CRF(R°?7,20)°
- 1 for an inflation rate g of 6% and rcal fuel price escalation e of 5%; g° = (1 + g)(1 + ¢) = 1 = 11.3%,

Q=S
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2.4.4 Sources of Information

Several sources were consulted to obtain the information shown in ECONDAT and
in Table 2-10. Complete site-specific information was not available for all
cities in certain references. In these cases, available prices for the near-
est city or region were used.

ECONDAT fuel prices are expressed in dollars per delivered heat equivalent.
To obtain these values, conversion efficiencies were assumed. For boiler sys-
tems, a conversion efficiency of 75% was assumed for natural gas, 80% for oil,
and 757 for coal (VerSchave 1974)., Electrically heated systems were converted
at the rate of 1.0 kWh per 3412 Btu.

Base fuel costs are industrial average costs in 1978 dollars. AGA's Gas Facts
(American Gas Assn, 1976) was the source of natural gas prices. The EEI Sta-
tistical Yearbook (Edison Electric Institute 1977) was used to define average
industrial per—unit electrical costs. 0il costs were obtained from the EIA
Monthly Energy Review (U.S. DOE 1978). Coal costs were taken from the EPRI
Technical Assessment Guide (EPRI 1978) as first-year costs of long-term con-
tracts, except in the case of Fresno, Calif., where equivalent "clean" coal
fuel costs are cited due to restrictive air pollution regulations.

Labor rates for each city are from the 1978 Dodge Manual Dodge Building Cost
Services (and Wood and Tower, Inc., 1977) and are a weighted average for labor
teams consisting of laborers, pipefitters, plumbers, and foundation workers.
Fifty-five percent is added for taxes, insurance, supervision, small tools,
craft benefits, and other overhead items.

2.5 REFERENCES

A. T. KXearney, Inc. 1976. Energy Efficiency >Improvement Targets in the
Machinery (Except Electrical) Industry (SIC 35). Target Support
Document. A. T. Kearney, Inc.; July 12.

A. T, Kearney, Inc. 1976. Energy Efficiency Improvement Targets in the Trans—
portation REquipment Industry. Target Support Document. A, T. Kearney,
Inc.; July 12.

American Gas Association. 1976. Gas Facts. Arlington, VA: AGA; p. 117.

Backman, W. A,; Klein; S. A,; Duffie, J. A. 1977. Solar Heating Design by the
F-Chart Method. New York, NY: Wiley Interscience Publication,

Byrer, T. G.; Billhardt, C. F.; Farkas, M. S. 1976. Development and Estab-
lishment of Energy Efficiency Improvement SIC 34. Columbus, OH: Battelle
Columbus Laboratories; June 28.

Casper M. E. 1977. ©Energy-Saving Technologies for the Food Industry. Park
Ridge, IL: Noyes Data Corp.

Cinquemani, V. 1978. Input Data for Solar Systems. Asheville, NC: WNational
Climatic Center; November; USCOMME-NOAA-Asheville, NC., 12/78/1000.

39




SE?! l(\;::\:“ : TR-091

Dodge Building Cost Services, and Wood and Tower, Inc. 1977. 1978 Dodge
Manual. New York, NY: WMcGraw-Hill Information Systems Co.; Ne. 13,

Dudley, V. E.; Workhoven, R. M. 1978, Summary Report: Concentrating Solar
Collector Test Results, Collector Module Test Facility. Albuquerque,
NM: Sandia Laboratories; May; SAND 78-0815.

Edison Electric Institute., 1977. Statistical Yearbook of the Electric Utili-
ty Industry for 1977. Washington, DC: EEI.

Electric Power Research Institute. 1978. Technical Assessment Guide. Palo
Alto, CA: FEPRI; June; EPRI PS-866-SR.

Ford, Bacon, and Davis, Inc. 1976. Energy Efficiency Improvement Target in
the Paper and Allied Products Industry. Draft Target Support Document,
New York, NY: Ford, Bacon, and Davis, Inc.; September.

Fraser, M. D. 1977. Analysis of the Economic¢ Potential of Solar Thermal Ener-
gy to Provide Industrial Process Heat. Warrenton, VA: InterTechnology
Corporation; ERDA/InterTechnology No. 00028-1.

Gordian Associates, Inc. 1976. An Energy Conservation Target for Industry
SIC 29, New York, NY: Gordian Associates, Inc.; June 25.

Hall, E. 1977. Survey of the Applications of Solar Thermal Energy Systems to
Industrial Process Heat. Columbus, OH: Battelle Columbus Laboratories;
January; TID-27348/1-3.

Hamel, B, B.; Brown, H. L. 1976. Industrial Waste Energy Data Base/
Technology Evaluation. Philadelphia, PA: Drexel University, United Tech-
nologies Research Center, Mathematical, Inc.; December; CONS/2862,

Hulstrom, R. L.; et al. 1968, Definition Study for a Photovoltaic Residen-
tial Prototype System. NASA Contract Report ERDA/NASA-1968.

Lui, B. Y.; Jordan, R, C. 1963. "The Long-Term Average Performance of Flat
Plate Solar Energy Collectors.” Solar Energy. Vol. 7: June.

Lymon, T., ed. 1969, Metals Handbook., 8th ed. Vol. II and IV. American
Society for Metals,

Melton, W. C. 1978. Performance, Value, and Cost of Solar Thermal Electric

Central Receiver Plants Outside of the Southwest., May; Aerospace Report
No. ATR-78(7689-04)-1.

1977 California Manufacturers Register. 1977. Time-Mirror Press.

North Dakota Business and Industrial Development Department. 1976, Directory
of North Dakota Manufacturers. Bismarck, ND: Business and Industrial
Development Dept.; January,

Rogan, J. FE. 1977, Industrial Applications of the Solar Total Energy.
Huntington Beach, CA: McDounnell Douglas Astronautics Co.; April; SAN
1132-2.,

40



SCS Engineers, Inc. 1976, Energy Efficiency Improvement Target in the Tex-—

tile Mill Products Industry. Draft Target Support Document. Reston,
VA: SCS Engineers, Inc.; June 26. : X

Schlagheck, R. A. 1977. Solar Insolation Algorithm Model Comparison Using

SOLMET Data. Presented at Solar Heating and Cooling System Simulation and
Economic Working Group; November; Denver, CO.

Schorr, J. R.; Snyder, M. J.; Barr, H. W.; et al., 1976. Development and

Establishment of an Energy Efficiency Improvement Target for SIC 32:

Stone, Clay and Glass Products. Draft Report. Columbus, OH: Battelle
Columbus Laboratories; June 25.

Sherman H. Clark Associates. 1978. Solar Total FEnergy Systems Final

Technical Summary Report. Vol. II: Energy Use and Price Forecasts.
El Segundo, CA: Sherman H. Clark Associates; March 31; Aerospace Report
No. ATR-78(7692-01)-1; p. III-3.

South Carolina Planning and Research Division. 1976, Industrial Directory of

South Carolina.

Threlkeld, J. L.; Jordan, R. C., 1958. "Direct Radiation Available on Clear
Days.” ASHRAE Transactions. Vol. 64,

U.S. Department of Commerce. Bureau of the Census. 1973. Annual Survey of

- Manufacturers, Fuels and Electric Energy Consumed. July.

U.S. DOE Energy Information Administration. 1978. Monthly Energy Review.
Washington, DC.: July; DOE/EIA-0035/7.

U. S. Executive Office of the President. Office of Management and Budget.
1972, Standard Industrial Classification Manual. Washington, D.C.: U.S.
Government Printing Office.

University of Colorado. College of Business. 1977. Directory of Colorado

Manufacturers. Boulder, CO: University of Colorado.

University of Texas. 1977. 1977-78 Directory of Texas Manufacturers.
Austin, TX: TUniversity of Texas.

VerSchave, J. A. 1974. '"Designs and Operations of Industrial Steam Boilers
for Maximized Fuel Economy." Efficient Use of Fuels in Processing and
Manufacturing Industries. Chicago, IL: Institute of Gas Technology;

April; Paper No. 103 p. 175,

41




-
@
-2

S=RI

42




SE?| |@| TR-091

SECTION 3.0

PERFORMANCE MODELING

The end—-use matching analytical model was developed to meet the following
needs:

e calculation of the performance of a variety of solar collectors and
types of process systems;

e rapid analysis of many site/process/system collector combinations; and

® prediction of long—term average performance over a time span equivalent
to the period of a typical economic analysis (~20 years).

3.1 SOLAR COLLECTOR ENERGY DELIVERY

The performance of solar collectors is usually specified by instantaneous or
peak efficiency, based on clear days and normal incidence. In practical ap-
plications, however, the important conditions are long-term average energy de-—
livery, cloud conditions, and incidence angles during the year; therefore,
many researchers have advocated average diurnal efficiency as a collector per-—
formance measure. Unfortunately, such average efficiency curves depend
strongly on weather peculiarities for the test day and location and are not
suitable for long-term energy delivery prediction.

One approach to circumvent this problem is to input instantaneous efficiency
and hourly insolation data to a computer program in order to predict long—-term
energy delivery. The results of this calculation are valid only if data are
representative of long—term weather behavior. Various averaging approaches
have been tried using several forms of data; for example, real hourly data for
a single year, real hourly data for several years, averaged hourly data, and
stochastic data. Use of real data for a specific place and year provides a
performance simulation for that place and year, but its reliability as pre-
diction for the long-term average is uncertain. Fluctuations in monthly total
insolation from one year to the next commonly exceed %10%, and the resulting
output fluctuations for thermal collectors are even larger.

An alternative method has been developed by Colleras~Pereira and Rabl (1978),
in which the Liu and Jordan method (Liu and Jordan 1963) for calculating long-
term average energy collection of flat-plate collectors is generalized to con-
centrating collectors. The only meteorological inputs needed are the long-
term average daily total hemispherical insolation Hy on a horizontal surface
and the average ambient temperature. The collector is characterized by opti-
cal efficiency, heat loss (or U value), concentration ratio, and tracking
mode. With this method, a factor is calculated that converts the daily total
horizontal insolation'ﬁh to yield the long-term average useful energy Q deliv-
ered by the collector. Although this factor depends on a large number of
variables, such as collector temperature, optical efficiency, tracking mode,
concentration ratio, latitude, clearness index, and direct-to-diffuse insola-
tion ratio, it can be broken up into several components that depend on only
two or three variables and can be presented in convenient graphical or
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analytical form. In general, the seasonal variability of the weather will
necessitate a separate calculation for each month of the year; however, omne
calculation for the central day of each month is adequate for most purposes.

A detailed derivation and formulation of the analytical model for flat-plate
collectors, compound parabolic conceuntrators, one—axis tracking concentrators
(both N-S and E-W), and two—axis tracking concentrators is given in Appendix
D. This model (via the computer code PROSYS discussed in Section 3.3) allows
the end—-use matching to proceed efficiently, with annual energy delivery pre-
dictions estimated to be within 5% to 10% accuracy.

3.2 SOLAR SYSTEM DESCRIPTION

A solar industrial process heat system includes the plumbing and equipment by
which the energy gained by the solar collector working fluid is transferred to
the process, as illustrated in Fig. 3-1. Obviously, in order to properly
characterize the ability of collected solar energy to meet the end-use re-—
quirements of an industrial process, it is insufficient to estimate only the
performance of the solar collector. Although a certain amount of solar energy
is potentially deliverable from the solar collector field, the actual useful
heat energy delivered at the process interface will depend upon losses in
other parts of the system. Such losses include thermal losses in piping,
valves, and equipment; losses in heat exchangers; and losses in steam produc—
tion or heat conditioning.* Therefore, it is important that typical total
system losses be included in PROSYS. For example, where saturated steam

Solar
Collector
Field

\

Energy
Transfer
System

Process

Figure 3-1. Relationship of Major Subsystems}in Solar
IPH Systems Modeled in PROSYS

*In addition, significant losses may result from diurnal warm-up and cool-down
cycles and from collector field losses due to shading, as mentioned in
Appendix D,
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is required, it is important that the losses due to the production of steam
(which may amount to as much as 15% of the collectible energy) and to the in-—
creased collection temperature required to allow steam flashing or steam gen-
‘eration at a lower required end-use temperature (perhaps a 50~F difference) be
included in predictions of the long-term average performance of a solar pro-
cess heat system.

System characteristics, such as parasitic heat losses and temperature differ-
ences required for heat exchange, influence the total performance of solar IPH
systems. Realistic system models must therefore include these factors. The
characteristics of the process (e.g., temperature, working fluid, configura-
tion) will determine which systems are particularly suitable for solar appli-
cations. The simulation model developed for this study is not designed to
evaluate explicitly all of these system characteristics since simplicity was a
major factor in its development. Most of the important factors are accounted
for, however, subject to the following assumptions and constraints:

(1) The number of system configurations provided in the model must be
limited in order to limit the number of cases actually simulated in
an extensive matching analysis. Otherwise, an inordinate amount of
computing time would be required. This constraint thus forces us to
find widely applicable general system configurationms.

~(2) System optimizations, including those for storage size, field layout,
and multiple collector hybrids, are beyond the scope of the present
effort.

(3) It is assumed that all (100%) energy delivered by the collectors and
system can be used by the process; i.e., the process can absorb ener-
gy at the peak delivery rate of the solar system. Considerable de-
tail on the dynamic behavior of the solar system and the process
would be needed to use any other approach. If solar energy is used
as a supplement to conventional energy sources rather than as a com-
plete replacement, this assumption is reasonable provided that peak
solar capacity does not exceed the maximum process load during peri-
ods of high insolation. This is expected to be the case for most
solar industrial applicatious.

(4) Collector working fluid is waintained at a constant average tempera-
ture or constant unidimensional temperature distribution for which an
average in each collector may be calculated.

(5) The system is supplemental; i.e., because of constant operating tem-—
perature requirements, system flow must be variable. Hence the per-
centage of load carried by solar energy will vary. Auxiliary capac-—
ity of up to 1007 of load requirements generally will be required.

(6) No storage capability is included in PROSYS. The strict reliability
requirements of industrial users probably will necessitate conven—
tional backup capacity. It is likely that most near—term solar IPH
systems will not include storage and will act as fuel savers by sup-
plementing conventional systems. The third and fourth constraints
listed above effectively limit PROSYS simulation of storage-coupled
solar IPH systems; however, this is not a critical inability and

_attempts will be made to provide storage—coupled simulation capabil-
ity in later program development,
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In view of these constraints and of the need to uniformly calculate realistic
solar IPH performance, six typical systems were selected that meet the major—
ity of low— to intermediate-temperature IPH needs. Short descriptions of
these systems are listed in Table 3-1, and schematics of the system configura-
tions are shown in Figs. 3-2 to 3-7. Table 3-2 provides a summary of system
specifications. '

The six selected systems are deliberately simple in description and broad in
applicability. Piping, controls, and mechanical equipment items shown in the
schematics are for illustrative purposes only. The schematics indicate the’
typical placement of certain necessary items of major equipment. The equip-
ment is not specifically sized for a given application. Instead, the modeled
system 1is assumed to be designed for optimal thermal performance. Typical
system loss characteristics are used to translate energy delivered from the
solar collector field into useful energy delivered to the process interface
(e.g., extractable energy in steam). This loss factor includes all system
losses and is considered constant with respect to system capacity. These
assumed loss factors and the corresponding balance—of-system efficiencies are
shown in Table 3-3.

Assumptions about system temperatures affect overall solar IPH performance by
influencing the average operating temperature of the collector, which in turn
affects the collector thermal efficiency. The average collector operating
temperature for collector performance calculations is the inlet temperature
plus two—thirds of the temperature difference across the collector (outlet
temperature minus inlet temperature). For direct systems (where air or water
is heated, supplied to the process, and then discarded), the collector inlet
temperature is 55 F for water (i.e., a feed water supply at 55 F is assumed)
or ambient temperature from METDAT for air, and the outlet temperature is the
same as the process temperature. This seems reasonable since a direct fuel-
heated system would usually operate in the same way.

For exchange systems, the process fluid temperature of the inlet to the heat
exchanger is 55 F for water or ambient temperature for air, and the outlet
temperature 1s the process temperature. The solar collector fluid leaves the
cellector at 20 F (for water) or 30 F (for air) above the process temperature
and leaves the exchanger at a temperature the same amount above the process
fluid inlet temperature. Thus, for the same process temperature, the average
collector operating temperature in an exchange system, as compared to a direct
system, is 20 F greater for a water system or 30 F greater for an air system.

These assumptions were used for direct and exchange system simulations when
details of the process were not known; they may not be adequate for all ex-
change systems. When a given amount of energy is exchanged between the solar
working fluid and the process fluid, an equivalent amount of energy can be
transferred to the process only if the fluid is cooled to its heat exchanger
inlet temperature (55 F for water or ambient temperature for air). This seems
unlikely for many processes. In most exchange systems it may be possible to
recycle the process fluid through the heat exchanger. In such cases, the in-
let temperature to the heat exchanger would generally be higher than is pres-—
ently assumed, making the average collector operating temperature higher and
the collector less efficient. On the other hand, recycling of process fluid
means that its thermal energy is recovered, thereby reducing the amount of
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Table 3-1. SELECTED SOLAR IPH SYSTEM CONFIGURATIONS

No. ©PROSYS Label Description

1 ﬁW-DIRECT Water heated in collector and delivered directly to
process., Feed water assumed to be 55 F.

2 HW-XCHNG Process water heated via heat exchange with collector—
heated liquid. Collector fluid is in closed loop. Feed
water assumed to be at 55 F.

3 HA-DIRECT Air at ambient temperature heated in collector and
delivered directly to process.

4 HA-XCHNG Feed air (at ambient temperature) heated via heat exchange
with collector—-heated 1liquid and delivered to process.
Collector fluid is in closed loop.

5 STEAM-FLSH Steam produced via flashing of water Theated in
collector, Steam delivered to process, liquid returned to

collector.
6 STEAM-GEN Steam produced in unfired steam generator heated by
collector-heated 1liquid. Steam delivered to process,

condensate returned to steam generator. Collector liquid
is in closed loop.

Table 3-2. SYSTEM SPECIFICATIONS

Assumptions

Collector field operates at constant temperature: flow control
No storage: 100% backup

Specifications Required
Major items of auxiliary equipment
Standards for piping and insulation
Cost estimates: preferably with a size-to—total-cost correlation
System heat loss estimates
Required temperature margin (collector output to process input)

Flexibility
Accepts 'any distributed collector field type in any field orientatiom
Delivers process loads at any temperature and in any fraction of annual
load requirements from 10% to 90% in 10% increments

OQutput Modifications
Utilization losses due to operating schedules
Utilization losses due to heat extraction efficiency
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Table 3-3. SYSTEM LOSS FACTORS

No. PROSYS Label ‘ Loss Factor Efficiency (%)
1 HW-DIRECT 0.06 94

2 HW-XCHNG 0.08 . 922

3 HA-DIRECT 0.05 95

4 HA-XCHNG 0.10 90

5 STEAM-FLSH 0.09 91

6 STEAM-GEN 0.10 90

energy the collector must supply. The overall effect might be an increase or
decrease of the collector area required, depending on the particular circum-—
stances of the application; the case studies suggest that the required col-
lector area will probably increase. Thus, PROSYS simulations of exchange sys-
tems do not always adequately reflect the coupling of the solar system to the
process. The case studies provide guidance in approaching this problem.

3.3 THE PROSYS COMPUTER PROGRAM

The PROSYS computer program is an analytical tool that evaluates the abilities
of various collector and system types to meet industrial process demands at
selected sites. PROSYS uses information from the meteorological, industrial
process heat, and collector data bases with the analytical performance model
to calculate annual deliverable energy. The results are subsequently used in
the economic analysis program ECONMAT. Figure 3-8 shows the basic relation-
ship of the data bases and the computer programs PROSYS and ECONMAT. PROSYS
is written in Fortran for the CDC 6000 series.

3.3.1 Program Logic

The main elements of the PROSYS program flow are presented in Fig. 3-9.
PROSYS is designed to work with one site per computer run. For each run the
identifying site number and the SIC codes for all processes at that site are
user defined and are read from card input. The meteorological data for the
selected site is then read from METDAT and additional site—dependent parame-
ters are calculated, including midmonth values for sunrise time, noon solar
elevation angle, and clear—day profiles for direct and total insolation. AIll
information from the collector data base is accessed and stored.

The program then enters into a series of three nested loops: the outermost
process loop, the middle system loop, and the inner collector loop. For each
identified process the respective IPHDB information is accessed. Included in
this information is the required process temperature and the identification of
up to three applicable systems. For each system the system loop is entered
and the average collector operating temperature required to meet the process
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temperature is calculated. Internal to the program is a table that identifies
the collectors suitable for each’ system. Accordingly, the inner collector
loop is entered for each applicable collector. The major performance calcula-
tions are made in the inner loop and are a function of the specific collector
parameters, the operating temperature, and the previously calculated meteoro-
logical parameters. The results of each collector's annual energy output in
kJ/m?2 (Btu/ft2) are printed and recorded in the performance data base PERFDAT.

3.3.2 Input

The normal operational mode -of PROSYS requires only a few inputs from the
user., This input is read from cards in namelist form and includes the site
identification number and a list of the SIC codes for industrial processes.
An optional parameter is IPTOR, a flag that describes the orientation for the
parabolic trough collectors. The default wvalue of 0 indicates a north-south
(or polar) tracking axis; 1 indicates an east-west tracking axis; and 2
indicates both N-S and E-W. Sample input for Denver, Colo., is shown in
Fig. 3-10.

SPRODAT
ISITE = 10,
NOPRO = 2016,2021,2024,2097,2491,2512,2653,

3652,2655,3111,3429, 3444,3851,
SEND ’

Figure 3-10. PROSYS Sample Input

3.3.3 Output

PROSYS output 1s both a performance report and a disk file PERFDAT that re-
cords information for the companion economic analysis. The principal results
of the performance report are the long—term average annual deliverable energy
and annual efficiency for each process/system/collector combination. The re-
port also includes a list of the collector data and meteorological parameters
for the selected site. A portion of the performance report for Denver, Colo.,
is shown in Fig. 3-11. Useful for program verification or trouble-shooting,
an optional printout shows month-by-month results for several intermediate
performance parameters. The information recorded on PERFDAT includes process
identification, required temperature, heat rate and steam flow rate, standard
annual energy use, collector and system identification, and the resultant an-
nual deliverable energy.
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3.3.4 Additional Uses

PROSYS was originally intended as a tool that in tandem with ECONMAT would
facilitate end-use matching. The structure of PROSYS also lends itself read-
ily to parametric sensitivity studies when temporary data bases are substi-
tuted in the appropriate formats. For example, in order to compare the per-
formance of several collectors over a range of temperatures, only one data
base must be substituted. A temporary version of the IPHDB is created using
psuedo SIC codes for entries at the desired temperature values with all other
process parameters held comstant. The user input specifies the desired site
and the psuedo SIC codes. A comparison of collector types on the basis of de-
livered energy per unit area is shown in Fig. 3-12, The analysis can be made
for any of the 27 sites, yielding a three—way comparison of collector perform-
ance versus temperature versus geographic location.

The sensitivity of collector parameters can be similarly investigated by sub-
stituting a temporary collector data base., The data base contains repeated
entries of the same collector with all parameters held constant except the one
to be tested. In addition to the standard performance report, the optional
debug printout is useful in this kind of sensitivity analysis.

PROSYS can be used for individual case studies. The standard IPHDB informa-
tion for typical industrial processes can be supplemented by detailed informa-
tion for a specific plant. This data can be added with a real or psuedo SIC
code. Furthermore, many processes require heat at different temperature lev-
els within the process sequence. Each level can be a separate data entry if
the respective steam flow rate, heat rate, and annual energy use can be iden-
tified, can be analyzed with a substitute data base, or can be added to the
standard IPHDB. Processes broken into temperature levels carry the same SIC
code followed by a distinguishing alphanumeric character. Analysis of all
levels is accomplished by repeating the SIC code as many times as there are
IPHDB entries in the user input. The namelist input simplifies this analysis
by allowing multiplicative definition of repetitive values (e.g., NOPRO =
5%9001, for five entries of SIC 9001).

3.3.5 Restrictions

Some restrictions intrinsic to PROSYS should be recognized in order to proper-
ly interpret the performance results, The annual deliverable energy from the
solar system calculated by PROSYS is based on a collection time of seven days
per week and the maximum possible hours per day. This approach is appropriate
in comparing the deliverable energy to the load requirements of typical indus-
trial processes contained in the IPHDB where a seven—day-per-week schedule is
assumed. For specific case studies, however, the actual operating schedule
can be approximated, thus yielding more accurate results. For example, for a
plant that operates only five days per week, the optional input value NDPW
(number of days per week) would be set to five and the annual deliverable en-—
ergy would automatically be adjusted by a factor of five—sevenths. Similarly,
the standard annual energy use of a plant operating 24 hours a day should be
modified to reflect only the load demand during daylight hours since no stor-
age capacity 1s assumed; at optimum conditions, solar supplementation could be
used during only 10 hours.
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The process temperature range analyzed by PROSYS is limited by individual col-
lector characteristics. The IPHDB contains several processes whose tempera-

tures are beyond those supplied by any collector countained in COLDAT. (The

maximum temperature obtainable by these collectors is *540 C, or 1000 F.)
These high—temperature processes are ignored in the PROSYS computations but
are included in the data base. Case studies may indicate the need to evaluate
preheat applications for such processes.

The deliverable energy per unit area of collector calculated by PROSYS is
based on the output of a single collector module and does not include the ef-
fects of shading inherent in large collector array configurations. Shading on
tracking collectors for some installations can lower the energy output 10% or
more (Collares—Pereira and Rabl 1978). Future expansion of the PROSYS comput—
er program should address collector array geometry and. shading effects, as
well as more details about the process system.

3.4 AN EXAMPLE OF PROSYS RESULTS

Although economic factors must be considered in meeting the end-use matching
goals, performance analysis alone can contribute significant information. As
an example of solar energy system performance analysis for industrial pro-
cesses, PROSYS was run for SIC code 2051 (Bread and Baked Goods). The analy-
sis was performed for all applicable systems and collectors for six cities.
The complete PROSYS output for Denver is presented in Fig. 3-13. The output
shows that ome of the three applicable systems, direct hot air, is eliminated
because the required temperature is too high for the only collector appropri-
ate for this system. Tables 3-4 and 3-5 show the annual deliverable energy
from the remaining system/collector combinations for all six cities. The hot-
air and hot-water exchange systems (HA-XCHNG and HW-XCHNG) yield similar re-
sults, but the most applicable HA-XCHNG is lower in delivered energy than the
third-choice HW-XCHNG. For both systems the .parabolic trough has the greatest
yield. This analysis concerns performance only; economics must be considered
in selecting the most cost-effective collector/system combination.

Table 3-4. PROCESS SIC-2051 (BREAD/BAKED GOODS) HOT-AIR EXCHANGE SYSTEM

Predicted Annual Deliverable Energy (GJ/mZ)

Collector Bismarck Brownsville Charleston Denver El Paso Fresno
CPC 1.3X AHA = 38 1.67 1.86 1.50 2.42 2.78 2.32
CPC 1.5X AHA = 34 1.89 2.09 1.69 2.73 3.10 2.60
Parabolic trough D  2.51 2.97 2.34 3.64 4,40 3.69
Parabolic trough B  2.36 2,83 2,26 3.45 4,20 3.51
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Table 3-5. PROCESS SIC-2051 (BREAD/BAKED GOODS) HOT-WATER EXCHANGE SYSTEM

Predicted Annual Deliverable Energy (GJ/mz)
Collector Bismarck Brownsville Charleston Denver El Paso Fresno
CPC 1.3X AHA=38 1.74 1.98 1.59 2.53 2.91 2.43
CPC 1.5X AHA=34 1.95 2.19 1.76 2.81 3.21 2.69
Parabolic trough D  2.58 3,07 2,47 3.75 4,54 3.81
Parabolic trough E  2.42 2.92 2.34 3.55 4,34 3.63

The performance analysis is more appropriate for sensitivity studies examining
collector performance. A comparison of energy per unit area delivered annual-
ly by several collector types and a comparison of the effects of variations in
tilt and orientation of one-axis tracking concentrators are shown in
Fig. 3-14. In all three cases, the flat plates are tilted at an angle equal
to the latitude of the site, the CPCs are nonadjustable and tilted at an angle
equal to latitude, and the parabolic dish has complete two—axis tracking. The
orientation and tilt of the parabolic trough collector are varied as follows:

e tracking about N-S axis and tilted at ran angle equal to the site lati-
tude (N-S~T);

e tracking about N-S axis and placed horizontally (N-S-H); and
e tracking about E-W axis and placed horizontally (E-W-H).

A few observations can be made concerning the graph in Fig. 3-14, The flat-
plate collectors excel only at very low temperatures, while the parabolic dish
has excellent thermal performance over a large temperature range. The para-
bolic trough shows highest performance when tracking about the N-S axis and
tilted at an angle equal to the latitude. However, even when the collector is
horizontal, tracking about the N-S axis yields a higher performance than does
tracking about the E-W axis. The nonadjustable CPC (with evacuated tube re-
ceiver), tilted at an angle equal to the latitude, is competitive in perform-—
ance with the E-W-oriented one-axis tracking concentrators. Thermal perform—
ance alone, however, is not a sufficient criterion for selecting a collector
array. - Because of shading effects, field layout, plumbing connections, and
line losses, the E-W tracking axis orientation is often more practical for
large collector array installations than is the N-S5 orientation. In addition,
line losses and parasitic power requirements for the parabolic dish system may
significantly reduce the overall thermal performance of this system. A great
deal of work remains to ensure that PROSYS accurately reflects these losses in
evaluating the parabolic dish system. Complete results of the end-use match-
ing analysis are presented in Section 5.0.
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SECTION 4.0

ECONOMIC ANALYSIS

In order to rank the matches of collector, system, process, and location test-
ed in the successive loops of PROSYS, it 1s necessary to estimate the initial
and life-cycle costs of the solar IPH system. In the method adopted in this
study, emphasis is placed upon the determination of initial capital costs of
the system, since this dominates system life-cycle costs. Estimates of life-
cycle costs of delivered energy can vary considerably due to the different
sets of economic assumptions made by individual cowmpanies. Since such infor-
mation was not readily available for specific plants in the IPHDB, a general-
ized form of analysis, described in this section, was developed. In this anal-
ysis an annual cost multiplier is chosen based on any of a large set of eco-
nomic parameters and multiplied by a specific capacity cost in order to yield
the levelized cost of delivered solar energy. The matches may then be select-
. ed and ranked on the basis of the levelized cost of delivered solar energy.

4,1 COST ESTIMATING

4.1.1 Methodology

Since the initial capital cost of solar process heat systems accounts for an
overwhelming share of distributed yearly costs of providing energy (due to the
required capital recovery), the initial capital costs of the systems included
in this analysis must be identified accurately and consistently. However, due
to the large numbers of systems evaluated in this analysis, a detailed esti-
mate of the cost of each system configuration for a given load and location is
difficult; instead, the method of factor estimating is used. As applied in
the chemical industry, factor cost estimating is typically accurate to within
15%. However, considerable work is still required in the development of meth-
ods of cost estimating for solar systems.

Only current identifiable costs are used in this analysis. The end-use match-
ing does not seek to identify or credit future cost reductions in solar equip-
ment or systems. Costs used in COLDAT and in the equipment cost relations of
SYSCOST (a subroutine of PROSYS) are in 1978 dollars and are typical of 1977
component costs.

The method applied is consistent with the methodology initially reported by
Lang and Chilton and described by Holland et al. (1974). 1In short, fixed ini-
tial system capital costs may be expressed as follows:

Coys = 91 2 93 L Cpq

where

a
|

= fixed initial system capital cost;

¢l = process type factor;

©
[\
i

1+ f1 + f2 + f3 -+ f4 + f5;

-©-
w
I
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) Coq = sum of delivered, uninstalled, capital
equipment costs for major, equipment items.

As a result of experience and data collection in the chemical industry, values
for the factors f, have been proposed. These values are listed with their de-
scriptions in Table 4-1. For fluid processing systems, the broad class into
which we assume solar IPH falls, ¢; equals 1.47.

At the Solar Energy Research Institute the Lang-Chilton method was applied in
obtaining the initial cost estimates for a large—scale solar IPH test facility
called SERAPH (Solar Energy Research and Applications in Process Heat). Early
detailed estimates of the cost of this facility (which includes approximately
5,000 ft“ of collector) were about $790,000. An adjusted cost estimate for
the facility was calculated with the Lang-Chilton method and found to be
$795,000, less than 1% above the initial factor estimate.

Major nonsolar equipment 1is listed for each generic system configuration
modeled in PROSYS. In most cases, a capital cost equation for estimating
costs of uninstalled components 1is assigned so that the equipment may be
assigned a cost based on capacity. Where necessary, capacity is related to
solar collector field area, fluid flow rate, or to the assumed heat rate. The
values for Lang-Chilton f-factors within the ranges specified in Table 4-1,
chosen to reflect the complexity and character of the various system configu-
rations, are shown in Table 4-2. Systems are identified by numbers as defined
in Table 3-1.

Note that the system cost model is applied only to the nonsolar portions of
the IPH system. Since a large portion of system costs are associated with the
installed collector field, costs of the collector field subsystem are calcu—
lated separately., To obtain an installed collector field cost, the required
collector field area as defined in PROSYS output is multiplied by the in-
stalled cost per unit area. This per unit area cost 1is obtained from COLDAT
and ECONDAT in the following manner:

(1) Collector equipment costs, $/SQM
$/SQM = F.0.B. collector equipment cost per unit area;

(2) 1Installation labor costs, HR/SQM x LS
HR/SQM = Person-~hours required to imstall unit area of collector
L$ = Local composite labor rate ($ per person—hour);

(3). Extra costs, (B$/SQM + AS$/SQM)
BS/SQM = Delivery and other costs per unit area
AS/SOM = Cost of fittings and other material per unit area;

(4) Collector Subsystem Unit Area Cost, C,o = L (1) + (2) + (3).

The total installed collector subsystem cost is then AC X CAC’ where AC is the
required collector aperture area., The total system cost reported in ECONMAT
output and used in the economic analysis as the total initial investment I is

I=2¢C = AC X CAC + C .

total sys
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Table 4-1. LANG-CHILTON f-FACTORS FOR CAPITAL COST ESTIMATES

Factor and Range Condition

fl’ process—-piping factors

0.07 to 0.10 Solids processing
0.10 to 0.30 Mixed solids/fluids processing
0.30 to 0.60 Fluid processing

f2’ instrumentation factors

0.02 to 0.05 Little automatic control
0.05 to 0,10 Some automatic control
0.10 to 0.15 Complex automatic control

f4, building factors

0.05 to 0.20 Outdoor units
0.20 to 0.60 Mixed indoor and outdoor units
0.60 to 1.00 Indoor units

£4s facilities factors

0 to 0.05 Minor additions
0.05 to 0.25 Major additions
0.25 to 1.00 New site

fg, outside lines factors

0 to 0.05
0.05 to 0.15
0.15 to 0.25

Existing plant
Separated units
Scattered units
fg, engineering and construction factors
0.20 to 0.35 ’ Straightforward plants
0.35 to 0.50 Complex plants

£4, size factors

0. to 0.05 Large plants
0.05 to 0.15 Small plants
0.15 to 0.35 Experimental plants

fg, contingency factors

0.10 to 0.20 Firm process
0.20 to 0.30 Process subject to change
0.30 to 0.50 Tentative process

¢1 = 1.47

©
w
1

1 + £ + f; fg
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Table 4-2. SELECTED f-FACTORS

System Number?

Factor 1 2 3 4 5 6
£, 0.30 0.30 0.30 0.30 0.35 0.35
£, 0.05 0.09 0.05 0.09 0.09 0.09
£y 0.20 0.20 0.20 0.20 0.20 0.20
£, 0.05 0.05 0.05 0.05 0.10 0.10
fe 0.10 0.10 0.10 0.10 0.10 0.10
fe 0.20 0.20 0.20 0.20 0.20 0.20
£, 0.10 0.10 0.10 0.10 0.10 0.10
fg 0.20 0.20 0.20 0.20  0.20 0.20
b, 1.70 1.79 1.70 1.79 1.84 1.84
9, 1.50 1.50 1.50 1.50 1.50 1.50

$19,04 3.75 3.95 3.75 3.95 4.06 4.06

45ee Table 3-1.

4,1,2 Comparisons

Successive runs of the PROSYS-ECONMAT code have shown reasonable estimates of
costs of solar IPH systems consistent with costs for current or proposed DOE
IPH projects. In most cases, the relative amount of cost attributable to the
collector subsystem is greater than that found in actual project data. A lack
of information on direct hot air systems makes estimates of these systems dif-
ficult, however, and cost estimates from ECONMAT seem even more heavily
weighted by collector costs than for equivalent liquid systems. The lower
system costs from ECONMAT (as compared with actual data) probably result from
insufficient design detail for non—-collector subsystems and from the exclusion
of data acquisition and energy storage subsystems in PROSYS-ECONMAT designs.
Much work in the area of IPH cost analysis remains to be done, including:

o detailed review of costs of existing IPH projects to separate special
items of cost and identify cost relationships,

e development of more accurate and sophisticated cost models for concep—
tual systems, and

o development of a capability to assess nth unit component and system
costs in order to study the effects of cost reduction on IPH system
matchings in future years.
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Figure 4-1 shows the relative contribution of installed subsystem costs to
total installed system cost as determined from published and unpublished data
of IPH field engineering experiments funded by DOE, The average contribution
of collector field installed costs is 60%. Collector field contribution to
total cost as determined by PROSYS—-ECONMAT varies from approximately 607 to
907%.

Solar
Collectors
'60%
Heat Controls
Exchange ' 10%
and/or
Steam
Production Storage
20% 10%

Figure 4-1. Relative Contribution of Various Installed Subsystem Costs to Total
System Cost in Current IPH Field Engineering Experiments

4.2 TECONOMIC ANALYSTS

A number of evaluation techniques are available to a company considering capi-
tal investment in a given project. Return on invested capital is used as a
measure of the relative, and sometimes the absolute, desirability of various
capital investment schemes. Other considerations aside, the investment in a
solar system must compete with a wide range of other investment options for a
limited amount - of capital. If energy supply systems are needed, the solar
system probably will be compared to conventional process heaters. If no par-
ticular need for energy supply systems exists, then the solar system invest-
ment must be compared to investment in any number of other capital projects,
such as plant expansion, production equipment, or business acquisition, or, in
absolute terms, against the decision not to invest at all. Company management
is respousible for optimal allocation of the stockholders' funds, with the
long—-term objective of maximizing returns on the stockholders' investments,
It is important to realize that solar system investment will be considered in
this light.

The most important techniques available for capital investment evaluation
include: (1) payback period calculation, (2) annual discounted cash flow com-
parison, (3) net present value analysis, (4) calculation of discounted cash
flow rate of return, and (5) determination of annual savings per investment
dollar. According to the U.S. Department of Commerce (1977) the methods most
often employed by large, energy-intensive industries are the simple payback
period and the determination of discounted cash flow rate of return (ROR).
Rates of return of the order of 15% to 30% are often quoted by company manag-
ers as necessary orders of merit; a payback period of from 3 to 5 years
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appears typical of industry preferences. The 3- to 5-yéar payback is a severe
test for large, capital-intensive projects such as solar process heat sys-—.
tems. It essentially requires that accumulated net- revenue (for example, net
energy savings) over 3 to 5 years equal, at least, the initial capital invest-
ment in the solar system. Because the 15 or so years of service following
this "payback period" are essentially neglected, the. payback period method
does not accurately reflect the total return on investment over the project
lifetime.

The calculation of discounted cash flow rate of return, or its variants, is a
more accurate method of comparing possible capital investments. A concise
discussion of the calculation of the rate of return for solar process heat
systems is offered in Dickinson and Freeman (1977) and is the basis for the
net present value analysis presented in Appendix E. The method adopted and
described in detail in this subsection is a variant of the basic discounted
cash flow analysis and is known as a "required revenue approach.” Given the
internal rate of return desired and other specifics of a company's economic
situation, one may calculate the essential "cost" of solar process heat over
the lifetime of the system. By externalizing factors dealing with local eco-
nomics, company rates of return, and alternative fuel costs, the essential
cost-effectiveness of any solar system can be isolated from a mire of hidden
assumptions. Once this levelized cost per unit of delivered energy is ob-
tained, the cost of solar process heat may be directly compared to the lev-
elized cost of conventional alternatives.

The required revenue methodology described in this section is based on work by
Dickinson and Brown (1979) on a simplified approach to economic analysis for
solar process heat systems. This approach seeks to clearly separate the is—
sues of fuel price and fuel price escalation from the assessment of the cost
of a solar energy system., While the principle of discounted cash flow is the
same as that used in previous methods (see, for example: Dickinson and
Freeman 1977; Lameiro and Brown 1978), the placement of variables and elements
of the basic equations has been modified to clearly separate capital cost and
performance from investment and tax factors and from fuel price and fuel price
escalation. In the original versions of our study of IPH end-use matching, a
net present value analysis was employed. This analysis, extremely useful in
case studies and sensitivity studies, is described in Appendix E.

"Required revenue" is a term used in the utility industry for the total amount
of money that must be generated through sales of power at a given rate over a
given period of time in order to exactly cover the costs of building and oper-
ating the utility system. The costs include adequate return to investors, re—
payment of debt, and payment of taxes. In an analogous fashion, a "price” may
be determined that must be charged implicitly for delivered solar heat over
»the lifetime of the solar process heat system. The revenue thus generated
should cover the total costs of installing, maintaining, operating, and dis-
mantling the solar process heat system and include an adequate return to cor-
porate capital invested. Since the stream of yearly costs associated with the
solar facility will be subject to the discounted future value, it is appropri-
ate to levelize the stream of costs. Thus the yearly costs of the facility
over a system lifetime of 20 years can be expressed as a series of 20 equal
annual payments in current dollars that completely cover the costs of the sys—
tem. This method is described by Doane et al. (1976) and in almost any stan-—
dard engineering economic text [such as Grant and Ireson (1970)].
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Figure 4-2 shows a typical stream of before-tax costs and savings, in actual
current dollars (i.e., dollars in the year of payment), for a solar industrial
process heat system.* Note that construction time is assumed to be one year
(during year 0) and that the useful system operating lifetime is N years. The
figure shows the initial capital cost of the system as a single large amount I
paid at the end of year 0. This amount I includes the wvalue of all expendi-
tures during the construction period, including interest during coustruction
and operation check-out and adjustment costs. It represents the future value
at the end of year 0 of all expenditures of that year. The present value of
future costs and savings (years 1 through N) may be determined by using the
appropriate present worth factors to calculate the present values of the N
cash amounts. These present values may be summed with I to yield the net
present value of the total cash flow as of the end of year 0. If this is
done, however, some weighted cost of capital must be defined and applied to
all future expenses., This method does not allow explicit definition of the
actual form of solar system financing (part debt, part equity). A more satis-—
factory cash flow representation is shown in Fig. 4-3, where actual annual
payments to repay debt principal and equity capital and to pay debt interest
and provide return on equity with tax considerations are shown for each of N
years. The present value of this cash flow, excluding fuel savings, at the
end of year 0 (i.e., the beginning of system operation) is then the sum of all
the net annual costs multiplied by the appropriate present worth factor. Net
present value at the end of year 0 is then converted to a series of N equal
disbursements by multiplying by the capital recovery factor:

» CS = CRF(i,N) PVS s (4-1)
where
Cy = levelized or annualized revenue required, before taxes, to cover
solar system costs;

. i1+ Y : .
CRF(i,N) = =T = capital recovery factor, where i is the after—tax
(1 + 1) rate of return required over a period of N years;

PV, = present value of solar system revenue requirements,

It is convenient to represent all of the terms in the present value analysis
that are part of variable expenses (such as operation and replacement costs)
as fractions of the initial total capital investment I. The expression for Cq
then becomes an explicit function of I. Hence, a proportionality constant M
which may be termed the "multiplier,” as given by Dickinson and Brown (1979),
is

*Investment 1in a solar IPH system is classified as a service-producing invest-—
ment, rather than an income-producing investment, since actual income (as from
external sales of a product) is not generated. However, when compared to
alternative service-producing investments, the solar IPH system generates net
savings, which may be considered in the same way as income.
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- — 5 _ m CRF(R,N) [ ey . _ _\CRF(r,LP) f1
1\1 = I - Ol'{PI + 1 - T (1 f) g f(l T/CRF(R,LP) + 1 - r
t
CRF(r,LP) = r  TC _ 1 +¢g\lec
TRF®,IP) T FR ¢ DER T <1+R

N
X m(tc) (1} - TC - T. DEP) - S <i——}—§> ] . (4=2)

(See Section 4.4 for definitions of symbols.)

The expressions contained in this rather complicated equation can be related
to the portions of annual revenue required to cover several items of cost.
Figure 4~4 shows the distribution of these required returns for an annual pay-
ment corresponding to the case of 50/50 debt-to-equity fimancing at a discount

rate of 15% and with an investment tax credit of 20%.

In many cases, a number of assumptions are made to simplify the expression for
M. Since salvage value 1is uncertain and perhaps quite small due to disman-
tling and removal costs, the term is usually neglected. For example, a net
salvage value of 10% of the original investment at the end of 20 years and at
a discount rate of 157 yields a net reduction of only 0.002 in the multiplier,
or a difference of less than 1%. If the solar system is financed out of gen-
eral operating capital, then a simple weighted average cost of capital, k, may
be used as the required after—tax rate of return and used to define a capital
recovery factor for repayment of investment. The assumption that annual oper-
ating, maintenance, insurance, and local tax costs are a constant fraction of
initial investment leads to further simplification of M. Finally, straight-
line depreciation over the entire system lifetime of N years yields a depreci-
ation factor DEP of 1/N. The resulting simplified multiplier is:

1
1 -1

M = [(l - T)B + CRF(k,N)(1 - TC) —l] , (4=3)

N

where B is the constant fraction of I attributable to variable operating,
maintenance, insurance, and tax costs.

Equation 4-3 offers a convenient expression for M and is presented here as an
example. Table 4-3 presents an array .of values for M for various reasonable
corporate investment scenarios. These M values are based on the more complete
expression of Eq. 4-2 and are the values used in the end-use matching analy-
sis. Selection of an M value appropriate for a particular industrial plant
allows a correct comparison of solar and conventional process heat costs,.
Note that when M is used the cost of solar heat is to be compared to the be-
fore-tax cost of conventional process heat.
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Table 4~3. TABLE OF MULTIPLIER (¥)VALUES?

Values of M

R = 0,10 R =0.12 R = 0.15 R = 0,20

g ¥ = 0.06 0.09 0.06 - 0.09 0.06 " 0.09 0.12 0.06 0.09 0.12
0 0.130  0.130 0,152 0.152 0.187 0.187 0.187 0.254 0.254 0.254
0.3 0.098  0.104 0.110 0.115 0.129 0.135 0.141 0.168 0.173 0.179
0.5 0.077 0.086 0.082 0.091 0,091 0.010 0,110 0.111 0.119 0.130
0.7 0.056  0.069 0.054 0.067 0.052 0.064 0.079 0.053 0.065 0.079

it

0.06, OMPI = 0.02, N,LP = 20, T = 0.50, m(t ) =0, DP = 10, TC = 0.20,

8Fixed values: g
S 0, and sum of the years—-digits depreciation.

Use of the multiplier is facilitated by determining the capacity cost of a
given solar system in an IPH application. The system capacity cost CAP is de-
fined as the total initial capital cost of the solar IPH system per unit ener-—
gy delivered per year; i.e.,

I
Qdel

CAP = [$/(MBtu/yr)] (4=4)

This quantity enables comparisons with conventional process heating equipment,
which is normally sold based on heating capacity (e.g., MBtu/h).

The specific derivation of the multiplier expression in terms of levelized
current dollars requires that the calculated solar process heat "price” be
compared to the levelized cost of delivered heat from conventional fuels over
the same lifetime N and at the same discount rate R. This is not equivalent
to the actual price paid for coal, oil, or gas heat at the present time. Lev-
elizing the expected costs of conventional fuels results in significantly
higher costs. Table 2-7 presents levelized before—-tax energy costs for con-
ventional fuels in the six selected sites.

An alternative to comparison of levelized costs as described above is compari-
son of the levelized cost of solar process heat in real dollars with the cur-
rent price of delivered, conventionally fueled heat during the first year of
operation (N = 1). This method allows a simpler comparison using current fuel
prices. The levelized price of solar process heat in current dollars (annual
costs are the same in nominal terms over N years) may be transformed into a
levelized price in real dollars (annual costs are the same in constant dollars
over N years) with a simple multiplicative expression. A diagrammatic inter-—
pretation of the two levelizing schemes is shown in Fig. 4-5. Table 4-4 gives
common values for the resultant proportionality factor p.
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Table 4-4., TYPICAL VALUES FOR THE PROPOR~
TIONALITY FACTOR o BETWEEN LEVEL-
IZED COSTS IN NOMINAL AND REAL

' DOLLARS?

k g ' N p
0.08 . 0.06 20 0.594
0.10 0.06 20 0.614
0.12 0.06 20 0.634
0.15 0.06 20 0.661
0.20 0.06 20 0.702
0.08 0.08 20 0.491
0.20 0.08 20 0.616
0.08 0.10 20 0.403
0.20 0,10 20 0.537
0.08 - 0.06 10 0.742

. 0.12 0.06 10 0.755
0.20 0.06 10 0.779

& Initial Annualized Cost in Zero-Year Dollars
Levelized Cost in Current Dollars

CRF(k,N) (“i%g-) [ 1 - G I 1g<>N]

-1
= P

Annualized Cost in
Zero-Year Dollars

15.00—

10.00 M x CAP

Levelized Cost in
Current or Nominal Dollars

6.60 M CAP

Cos! ol Solar IPH Energy ($/10° Blu)

5.00 p~

General Inflation=0.06
Discount Rate=0.15

0 |
[ 10 20

Time (yr)

Figure 4-5. Levelized Costs of Solar IPH in Terms of Nominal and Real Dollar Values
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4.3 TFACTORS INFLUENCING INVESTMENT

While a value or price may be attached to solar process heat that accurately
reflects the quantifiable aspects of the investment problem, a number of con-
cerns often remain nonquantifiable for the plant manager and, particularly,
the plant engineer. For example, uncertainty about the future cost of conven-
tional fuels is certainly involved in the plant manager's perception of the
value of solar energy, as is the nonquantifiable public relations value of so-
lar energy. An important consideration for the plant engineer, whose respon-
sibility is to maintain efficient production, is the relatively little accumu-
lated experience in operating solar systems. The plant engineer must also
consider, however, that a solar system provides the ability to avoid the risk
of fuel shortages. In summary, the decision to make a solar system capital
investment, particularly because it is such a new technology, depends on much
more than is represented by the multiplier in Section 4.2.2. The factors upon
which such decisions are based, including the assessment of value, are listed
in Table 4-5. In this table, concerns of plant managers are distinguished
from those of plant engineers (operation personnel). The first group is con-
cerned mainly with profitable operation and adequate cash flows; the second
group is concerned with efficient, smoothly operating production. The con-
cerns of both parties can be grouped into two categories: (1) absolute con-
straints that must be satisfied in order to justify a solar investment, and
(2) concerns that must be satisfied to some degree in order to make the solar
investment compatible with normal opportunities for investment.-
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Table 4-5., FACTORS INFLUENCING INVESTMENT IN A SOLAR IPH SYSTEM

Management

;Production

Constraints

Project must in some sense meet '
justification criteria in terms

of adequate handling of stock-
holders capital; e.g., minimum ®
adequate return

Legal responsibilities, such as
regulations and liability, must .
be minimized

.
- °
Concerns
Company energy consciousness .
Public perception of company's )
efforts in energy conservation
[ ]
Fuel costs and availability
Energy intensiveness of produc- °
tion, or cost of energy per unit
production ®
Minimization of <cost overrun o
potential (either construction
or operating costs) ®
°
°
®

System must meet minimum design
and operating specifications

System must have a useful life-
time consistent with expected
use of the plant

System must not interfere with

production

System must have warranty

Adequate performance data and

previous industry experience
with this equipment or that of a
similar type must be available

Simplicity of operation
Dependability

Previous experience with equip-
ment and/or vendors

Fuel costs and availability
Effect on product quality
Safety impacts

Noise level

Benefits 1in exposure to new
technology

Limited number of vendors to
reduce requirement for spare
parts inventory

Availability of equipment, ser—
vice, and spare parts
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4.4 NOMENCLATURE*

Cq annualized (or levelized) required revenue to purchase solar en-
. ergy
CRF(R,N) capital recovery factor = __—__j£~—155
1 - (14+R)
DEP present value of depreciation charges as a fraction of imitial
investment
DP depreciation period (equal to accounting life fer tax purposes)
£ fraction of initial system investment financed by loan
g assumed general inflation rate over life of system
g' assumed inflation rate (including general inflation) of conven-

tional fuel used in backup system; for a real escalation rate e,
l+g" =1+ g)(1 + e)

I initial system investment in dollars of construction year
(t = 0)

LP loan period (always to be taken as equal to or less than system
life)

M the M factor = CS/I; annualized required revenue per investment
dollar

m(t,) major component replacement cost in year t = t, as a fraction of

initial investment; this cost is to be estimated in terms of
dollars of year of construction rather than in current dollars

N system life; also the period over which system costs are
measured in a life-cycle costing calculation

OMPI levelized annual cost for operation, maintenance, property tax,
and insurance; expressed as a fraction of initial investment

R after-tax, market rate of return on equity portion of solar
investment

' . _1+R

R after—-tax real rate of return on equity = T+ g -1
1 +R

R"' 1+~

r market interest rate om loan

S net salvage value of solar system in construction-year dollars, °
expressed as a fraction of the initial investment

t year of system operation under consideration (system is con-
structed in year 0 and operation is begun on lst day of year 1)

te year in which a ma jor component is replaced

TC total investment tax credit rate = TC; + (1 - TCf)TCs

’ IC¢ federal investment tax credit rate

*A11 costs are expressed in current dollars unless otherwise stated.
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TCg ' state investment tax credit rate

T marginal composite income tax rate = T + (L - Tf)TS
Te marginal federal income tax rate

Ty marginal state income tax rate
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SECTION 5.0

RESULTS

A substantial portion of the effort in FY78 was directed toward development of
the end-use matching methodology. Thus, we consider the design of this meth-
odology as implemented in the computer software PROSYS/ECONMAT to be the
study's most important product. These tools provide an efficient procedure
for a variety of analyses, but only preliminary evaluations were performed in
the course of this task. Therefore, the analytical results presented in this
chapter are not comprehensive, but they demonstrate the scope of analyses pos-—
sible and provide a few preliminary appraisals of solar IPH.

Solar industrial process heat applications were investigated for six U.S.
cities: Bismarck, N.D.; Brownsville, Tex.; Charleston, S.C.; Denver, Colo.;
El Paso, Tex.; and Fresno, Calif. Analysis for each city included a perform-
ance comparison of several collector types, a ranking of all pertinent four-
digit SIC industrial categories by annual energy capacity cost, and the calcu-
lation of levelized energy costs of two typical industries for several econom—
ic scenarios. Additional parametric sensitivity studies were conducted, in-
cluding effects of changes in collector optical efficiency, collector cost,
and collector array shading. Because a solar system often supplements a con-
ventional energy system, the economic advantage of the solar system is fuel
savings., Therefore, fuel price sensitivity is illustrated in examples of net
present value analysis. The results of these analyses are presented in this
section. Conclusions drawn from these results ‘are discussed in Section 7.0.

5.1 COLLECTOR PERFORMANCE COMPARISON

In assessing the feasibility of solar IPH applications, one first calculates

the amount of energy delivered by available solar collectors. A comparison of

the performances of five collector types over a range of process temperatures
is shown for the six cities in Figs. 5-1 through 5-6. Specified in this ex-
ample is a direct hot water system, and the collector types include flat
plate, compound parabolic concentrator, linear Fresnel lems, parabolic trough,
and parabolic dish. The performance at a given temperature for a specific lo-
cation is a function of the quantity and quality of local solar radiation and,
of course, the collector energy losses.

5.2 RANKING OF SOLAR APPLICATIONS FOR INDUSTRIAL CATEGORIES

PROSYS and ECONMAT computer runs were made, using the information in the in—
dustrial process heat data base, for all identified four-digit SIC categories¥*
in the six cities. The resultant ranking of solar industrial applications by
annual energy capacity cost for each city is shown in Figs. 5-7 through
5-12. The capacity cost used in the ranking is for the best system/collector
combination for each process and for a system sized to provide 507 of the an-
nual energy specified in the IPHDB.

*Four—-digit SIC categories are defined in Table 2-3.
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The ranking of the SIC codes for "typical"” industrial plants must be inter-
preted cautiously. For example, the fabricated metal processing industries
(SIC 3440-3449) are shown among the higher ranking (lower cost) applica-
tions. The two processes in this industry most appropriate for solar energy
are hot air enamel drying and hot water washing. Because the most economic
system/collector is used, the capacity cost values shown are for a direct hot
water system with a parabolic trough collector. Thus, the washing process is
selected over the drying process. Direct hot air drying is eliminated because
the collector has low efficiency and thus high cost at all but very low tem-
peratures. An alternate indirect hot air system (liquid-to—air heat ex-—
changer) for drying yields costs from $7 to $10/(MBtu/yr) more than the direct
hot water system for washing. The costs for a specific SIC or an individual’
plant may vary considerably when subprocesses are considered.

Determination of solar TIPH cost range or average is a more reliable interpre-
tation of the ranking histograms. The average solar IPH annual energy capac-
ity cost for each city is as follows:

$/(MBtu/yr)
El Paso 87
Denver 103
Fresno 103
Brownsville 113
Charleston 139
Bismarck 143

5.3 LEVELIZED ENERGY COST

In addition to annual energy capacity cost, the levelized energy cost may be
calculated, but it is dependent on economic factors which may vary from case
to case, To calculate levelized energy cost, one computes the product of the
capacity cost and a multiplier M, where M represents the effect of wvariable
~economic factors. The multiplier may be expressed in constant dollars (M) or
base-vear dollars (M'"). The derivation and equations for M are given in
Section 4.2. Table 5-1 shows several typical values of M and M' for corre-
sponding values of pertinent economic parameters, and Table 5-2 shows the
resultant levelized energy costs for two typical industrial categories in each
citye.

5.4 COLLECTOR SENSITIVITY STUDY

Because the solar collector is responsible for a significant portion of the
total equipment cost, reduction of collector costs 1is an important goal.
Alternatively, an effective cost reduction may be achieved by improving col-.
lector performance. Table 5-3 shows the effects of a 20% collector F.0.B.
cost reduction and a 57 collector optical efficiency increase for several
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Table 5-1. VALUES OF THE MULTIPLIER M FOR SEVERAL SETS OF ECONOMIC FACTORS?

Economic Base Finance Tax OMPI Depreciation/Lifetime
Factor Value Variations - Variations Increase Variations

Rate of return on - 0.12 0.15 - - - - - - -

equity R ’
Loan fraction f -0 - 0.25 0.50 - — - - -
Tax rate T 0.50 - - - 0.40 - - - -
Tax credit TC 0.20 - - - - 0.40 - - -
Operation, maintenance, 0.02 - - - - - 0.05 - -

property tax, and

insurance (OMPI)
Lifetime N (yr) 20 - - - - - — 10 —
Loan period LP (yr) 20 - - - - - - 10 -
Depreciation period DP 20 - - - - - - 10 8
Interest rate on debt, r 0.09 —-— - - - - - - —
M 0.168 0.206 0,137 0.107 0.154 0.114 0.198 0.187 0.148
M' (g = 0.06) 0.106 0.136 0.087 0.068 0.098 0.072 0.125 0.141 0,089

34 (constant dollars) is defined in Eq. 4-2 in Section 4.0. SOYD depreciation, no major
and no net salvage value are assumed. M' in base-year dollars is

N
U lL+g 1+¢g
M' = M// [( R = g ) (1 ITR ) J CRF(R,N) .

Dashes indicate base value.

replacement [M(tc) = 0],
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Table 5-2. LEVELIZED ENERGY COST FOR SEVERAL VALUES OF THE MULTIPLIERS M AND M'

Capacity Levelized Energy Cost ($/MBtu)
Cost
[$/(MBtu/yr)] M=0.168 M'=0.106 M=0.206 M'=0.136 M=0.137 M'=0.087

Bismarck

2086 Soft drinks 141.24 23.73 14.97 29,10 19.21 19.35 12.29

3272 Misc. Concrete 144.33 24.25 15.30 29.73 19.63 19.77 12.56
Brownsville

2037 Frozen Fruit/Veg. 86.65 14.56 9.18 17.85 11.78 11.87 7.54

2431 Millwork 97 .07 16.31 10.29 20.00 13.20 13.30 8.44
Charleston

2011 Meat Packing 141.14 23.71 14.96 29.07 19.20 19.34 12.28

2421 Saw Mills 141.08 23.70 14.95 29.06 19.19 19.33 12.27
Denver

2026 Fluid Milk 82.77 13.91 8.77 17.05 11.26 11.34 7.20

3449 Misc. Metalwork 94.20 15.83 9.99 19.41 12.81 12.91 8.20
El Paso

2021 Creamery Butter 69.16 11.62 7.33 14.25 9.41 9.47 6.02

3444 Sheet Metal 79.85 13.41 8.46 16.45 10.86 10.94 6.95
Fresno ,

2033 Canned Fruit/Veg. 99.85 16.77 10.58 20.57 13.58 13.68 8.69

2099 Misc. Foods 106.27 17.94 11.26 21.89 14.45 14.56 9.25
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Table 5-2. LEVELIZED ENERGY COST FOR SEVERAL VALUES OF THE MULTIPLIERS M AND M'

(Continued)

Levelized Energy Cost ($/MBtu)

Capacity
Cost
[$/(MBtu/yr)] M=0.107 M'=0.068 M™M=0.154 M'=0.098 M=0.114 M'=0.072

Bismarck

2086 Soft drinks 141.24 15.11 9.60 21.75 13.84 16.10 10.17

3272 Misc. Concrete 144.33 15.44 9.81 22.22 14.14 16.45 10.39
Brownsville

2037 Frozen Fruit/Veg. 86.65 9.27 5.89 13.44 8.49 9.88 6.24

2431 Millwork 97.07 10.39 6.60 14.95 9.51 11.07 6.99
Charleston

2011 Meat Packing 141.14 15.10 9.59 21.74 13.83 16.09 10.16

2421 Saw Mills 141.08 15.10 9.59 21.73 13.83 16.08 10.16
Denver

2026 Fluid Milk 82.77 8.86 5.63 12.75 8.11 9.44 5.96

3449 Misc. Metalwork 94.20 10.08 6.41 14.51 9.23 10.74 6.78
El Paso v

2021 Creamery Butter 69.16 7.40 4.70 10.65 6.78 7.88 4,98

3444 Sheet Metal 79.85 8.54 5.43 12.30 7.83 9.10 5.75
Fresno »

2033 Canned Fruit/Veg. 99.85 10.68 6.79 15.38 9.79 11.38 7.19

2099 Misc. Foods '106.27 11.37 7.23 16.37 10.41 12.11 7.55
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Table 5-2. LEVELIZED ENERGY COST FOR SEVERAL VALUES OF THE MULTIPLIERS M AND M' (Concluded)

Capacity Levelized Energy Cost ($/MBtu)
Cost
[$/(MBtu/yr)] M=0.198 M'=0.125 M=0.187 M'=0.141 M=0.148 M'=0.089

Bismarck .

2086 Soft drinks 141.24 27.97 17.66 26.41 19.91 20.90 12.57

3272 Misc. Concrete 144.33 28.58 18.04 26.99 20.35 21.36 12.85
Brownsville

2037 Frozen Fruit/Veg. 86.65 17.16 10.83 16.20 12.22 12.82 7.71

2431 Millwork 97.07 19.22 - 12.13 18.15 13.69 14.37 8.64
Charleston

2011 Meat Packing 141.14 27.95 15.88 26.39 19.90 20.89 12.56

2421 Saw Mills 141.08 27.93 17 .64 26.38 19.89 20.88 12.56
Denver .

2026 Fluid Milk 82.77 16.39 10.35 15.48 11.67 12.25 7.37

3449 Misc. Metalwork 94.20 18.65 11.78 17.62 13.28 13.94 8.38
E1 Paso

2021 Creamery Butter 69.16 13.69 8.65 12.93 9.75 10.24 6.16

3444 Sheet Metal 79.85 15.81 9.98 14.93 11.26 11.82 7.11
Fresno

2033 Canned Fruit/Veg. 99.85 19.77 12.48 18.67 14.08 14.78 8.89

2099 Misc. Foods 106.27 21.04 13.28 19.87 14.98 15.73 9.46
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" Table 5-3.' SENSITIVITY STUDY OF PARAMETERS AFFECTING CAPACITY COST FOR
SEVERAL PROCESSES

Capacity Cost C [$/(MBtu/yr)]

10%

Collector. Collector
Collector Optical Array
Nominal = F.0.B. Cost Efficiency Shading
Case +Reduced 20% Increased 5% Loss
2016 Poultry Dressing 73.75 66,88 66.90
© Temp. = 140 F
Direct hot water
Flat plate B
2026 Fluid Milk 82.77 74,89 77.92
Temp., = 170 F
Direct hot water
Flat plate B
2491 Wood Preserving Fresnel Parabolic Fresnel Flat plate A
Temp = 200 F lens A trough D lens A
Direct hot water 85.20 75.50 81l.46 90.80
2653 Cardboard Boxes 90.54 77.89 86.42 100.21
Temp. = 300 F p
Direct hot water
Parabolic trough D
3111 Leather Processing 69.56 62.69 65.84
Temp. = 140 F
Direct hot water
Flat plate B
3281 Cut Stone Products 89.81 82.62 85.22

Temp. = 150 F
Direct hot water
Flat plate B

103



E?l {@) ‘ . ) TR-091

-7

industrial categories in Denver. The effect of the cost reduction dzpends on
the size of the solar array area; as the array increases, the proportion of
the total cost due to collector cost increases. The examples show a 20% col-
lector cost reduction that decreases the total cost from 9% to 14%, depending
on array size. Increased collector optical efficiency of 5% (with no conse-~
quent cost increase) results in an approximate 5% decrease in total cost. The
effect of collector array shading on the cost of tracking concentrators is
also illustrated in Table 5-3. TFor SIC 2653 (manufacture of cardboard boxes),
a 10% collector shading loss results in an 117 cost increase.

At the 200 F process temperature required for wood preserving (SIC 2491), the
energy cost 1s similar for the flat plate, Fresnel lems, and parabolic
trough. Small changes in performance or cost may mean that an entirely dif-
ferent collector type is most cost-effective, As shown in the example, the
Fresnel lens 1is optimum both for nominal and increased optical efficiency.
Reducing all collector F.0.B. costs by 20%, however, allows the parabolic
trough to compete. The assumed shading losses of the tracking concentrators
make the less efficient flat—-plate collectors the most cost-effective.

5.5 FUEL PRICE SENSITIVITY STUDY

Net present value analysis is an optional part of the computer economic evalu-
ation and is useful in determining the benefit of fuel savings over the solar
system lifetime. The net present value of the solar system depends primarily
on the fuel price of the conventional energy system. This dependence 1is
illustrated in Figs. 5-13 through 5-15, which show net present value of two
solar systems over a range of fuel prices for a fluid milk process (SIC 2026)
in El1 Paso, Denver, and Charleston. Local fuel prices are estimated for coal,
natural gas, fuel oil, propane, and electricity. A 20-year solar system life-
time 1is assumed and systems are sized to deliver two levels of annual en-
ergy. Values of economic factors are the "base values” given in Table 5-1.
For these conditions and the smaller solar system, the net present value for
fluid milk processing becomes positive when the conventional fuel price is
above §$4.00/MBtu in E1 Paso, $4.75/MBtu in Denver, and $6.00/MBtu in
Charleston. For the larger system, positive present values are obtained for
fuel prices above $3.75/MBtu in El Paso, $4.25/MBtu in Denver, and $5.75/MBtu
in Charleston. The losses or gains are proportional to system size; i.e., the
larger the system, the larger the gains 1f the net present value is positive
and the larger the losses if the net present value 1s negative.
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SECTION 6.0

CASE STUDIES

6.1 CASE STUDY SELECTION

Case studies provide a field check on the end-use matching methodology and
indicate procedural improvements. In this study, a commercial laundry and two
metal parts processing lines in a manufacturing plant were examined for energy
conservation potential and solar heat applications.

These detailed case studies for two industrial/commercial processes were
conducted to:

e identify conservation opportunities and energy-saving modifications of
the processes;

e investigate the potential for solar energy use in these processes and
compare it with conservation measures; .

e compare field data with literature data used in the IPHDB;

e test the usefulness of the PROSYS program, identify problems in its ap-—
plication, and suggest future improvement; and

e identify conditions unique to the plant process and site that might be
favorable or unfavorable to solar applications.

Processes for case studies were selected on the basis of:

e location in the Denver area to reduce travel cost;
e cooperativeness of the firm;

e large energy requirement in the low to intermediate temperature range,
65 to 175 C (150 to 350 F);

e widespread use of the process; and

e usefulness in testing IPHDB and the PROSYS program.

Initially, the purpose of the study was explained to key personnnel in several
industries. Of nine organizations contacted, eight indicated interest. The
selection of four organizations for follow-up meetings was based on their re—
ceptivity and their processes.

At the follow—up meeting, the SERI end-use matching project and the required
data were described. The organization personnel discussed their processes,
energy requirements, and interests in solar energy. Usually the process fa-
cility was toured. At one plant,it was immediately clear that insufficient
area (unoccupied roof or land) was available for the installation of a signif-
icant solar collector field. In two of the four cases, mutual interest was
sufficient to proceed with detailed case studies. Data were gathered at sub-
sequent meetings using a form patterned after the IPHDB input data require-—
ments.,
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Neither organization could supply all the desired data; therefore, calcula-
tions, conversations, and meetings determined the needed quantities. Addi-
tional process tours usually were necessary, and contacts with equipment ven-
dors and building contractors provided important information.

6.2 PROCESS ANALYSIS

The first visit demonstrated that the load characteristics of each plant or
process did mnot closely match those in the IPHDB for its SIC code. Repeated
contacts yielded the process data necessary for analysis.

Process data for case study analyses must have two major characteristiecs:

e they must be amenable to the PROSYS program; and

e they must indicate temperatures, use rates, supply mediums, and pur-
poses of the delivered energy.

Considerably more process detail is needed, however, for realistic energy-use
and energy-need audits. The firms supplied the temperatures and the total
heat and electricity requirements but did not supply the energy-use rate for
individual processes or units within the plant.

For example, the laundry supplied the required temperatures for most units.
Monthly utility bills (electricity, natural gas, and water) for a recent one-
year period, washing formulas (the temperature and quantity of water required
for each step of the washing cycle for various materials), and the total
monthly weight of material washed were also provided. The laundry shared a
recent consultant's study of energy use. A flow sheet was not included, but
SERI obtained engineering drawings from the building contractor; however,
these were 11 years old and numerous changes had been made. TFrom the firm's
engineering drawings and the operating data and schedule the SERI team con-
structed a quantitative energy-flow diagram.

The procedure evolved to search for energy conservation included the following
steps:
e The total process energy-use rate was determined.

® The quantities of energy used were established as functions of the re-
quired supply temperature and the supply medium.

® A period long enough to show seasonal trends and average values was ex-
amined. ‘

@ The purpose of the heat and the importance of its means of supply were
identified.

e Mass and energy balances were calculated to determine the end uses of
the heat.

® Potential reduction of heat losses was examined. Specifically examined
were:

- energy use compared to actual needs,
— losses from the process to surroundings, and

waste heat contained in streams leaving the process.
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e The process operating schedule and the heating schedule were compared
to identify opportunities to shut off heat.

e Heat requireménts were identified that might be met by solar systems,
as indicated by temperature requirements and the use schedule.
6.3 - CONSERVATION POTENTIAL
The two most common types of conservation potential are:

o reduction of heat losses to the atmosphere and of waste heat in streams
leaving the process; and

e reduction of energy necessary for the process by reducing process
irreversibilities.

6.3.1 Commercial Laundry

The laundry studied is a relatively large and efficient energy user. Energy
flows estimated from mass and heat balances are shown in Fig. 6-1. About 717%
of the total heat input is lost as waste heat in streams leaving the process,
and much of this is recoverable. About 247 is lost by heat transfer from the
ironing machines, a loss that can be reduced. The remaining 5% loss 1is
unaccounted for. The balances are summarized in Table 6-1 and described in
more detail in Appendix G.

About 29% of the total energy input leaves as waste heat in the boiler stack
gas, corresponding to a boiler efficiency of 66%. This efficiency could be
raised to about 75% by two measures: (1) better control of the fuel-to-air
ratio by using stack gas oxygen—content control, and (2) installation of a
stack gas heat exchanger to .preheat the combustion air or the boiler feed
water. An increase in boiler efficiency from 667 to 75% would increase the
steam output by 137 at the same fuel rate or reduce the fuel requirement by
127 at the same steam output.

An estimated 13% of the total energy input leaves in the gases from the natu-
ral-gas—fired driers. This waste heat appears to have attractive recovery po-
tential, but it 1is especially unmanageable because the gas is laden with lint
and is very humid, and its flow is intermittent. The boiler could provide hot
stack gas to heat the driers, but boiler safety codes probably preclude this
possibility.

Within the process, the biggest energy consumers are the ironing machines,
which use 337 of the total energy input. About 6% is consumed in the evapora-
tion of water, 3% leaves as sensible heat with the ironed material, and 24%
appears to be lost by heat transfer to the surroundings. The machine surfaces
are heated to about 150 C (300 F). Reduction of the heat loss from the iron
ing machines has a large conservation potential.
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Figure 6-1. Schematic Diagram of Commercial Laundry

Percentages are percentage of total energy inputof 174
GJ/day contained inastream, relative to water at 16 C

(60 F)
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Table 6-1. WATER AND ENERGY INPUTS AND OUTPUTS FOR
COMMERCIAL LAUNDRY ’

- Energy
Water Rate Content?® % of Total
Stream (kg/day) (GJ/day) Energy Input
Inputs
Natural gas to boiler - 148 85
Natural gas to driers - 26 15
City water 3.5 x 102 0 0
Totals 3.5 x 10° 174 100
Outputs

Waste water 3.3 % 105 23 13
Boiler stack gas , - 50 29
Drier off gas 0.1 x 10° 21 12
Heat loss from

ironers - 42 24
Vapor from ironers 0.04 x 105 11 6
Material from ironers - 5 3
Steam loss from 5

equipment 0.02 x 10 13 8
Unaccounted for 0.04 x 105 9 5
Totals 3.5 x 10° 174 . 100

*With respect to water at 16 C (60 F).

The engineering design required to reduce the ironer heat loss is beyond the

scope of this study. A shield over the top of each ironing machine, however,
could substantially decrease the loss by reducing convective heat transfer,
Such a shield must be transparent for observation of the work, must be quickly
removable for maintenance, and must allow sufficient air circulation to pre-
vent saturation of the air above the working surface. A flat sheet of acrylic
mounted a few inches above the iromer rollers, open on the sides and ends, and
including hooks for hoist-1lifting, is a possibility. Additional insulation on
the bottom of the machines would also help. An added benefit of the reduction
of heat loss from the ironers would be the decreased temperature of the sur-
rounding working area. On the other hand, more space heat might be required
for the building during the winter.

The laundry has a heat—-recovery unit that reduces the effluent water tempera-
ture from about 47 C (116 F) to 32 C (90 F) by heat exchange with the cold
water supply. About 137 of the total energy input leaves with the dirty

water. (This value would be about 21% if there were no heat recovery.) This
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energy loss could probably be reduced to 7% with more effective heat ex-
change. The laundry may install an effluent water treatment and recycling
process that probably would reduce the loss to 7% or less, as well as comnserve
water and laundry chemicals. The case study balances indicate that almost 95%
of the water fed to the system leaves in the effluent to the sewer.

About 20% of the input energy evaporates water in the drying and ironing oper-
ations. It is difficult to reduce this energy requirement.

Waste—heat recovery, effluent water recycling, and ironer heat-loss reduction
might reduce the total energy requirement of the process by about one third.
Since the energy consumers with these conservation potentials are steam-—
heated, the boiler load might be reduced almost 40%. The conservation mea-
sures most easily implemented are the heat-loss shields and insulation for the
ironing machines., Further engineering work on these possibilities is recom-
mended.

The laundry operating schedule is one daytime shift per day. At the end of
the operating shift, the boiler is shut off and all steam—heated equipment is
allowed to cool. The boiler is started two hours prior to the beginning of
the shift to bring it and the equipment up to temperature.

Mass and energy balances for this case study indicated 92% return of the con-
densate to the boiler. Independent studies have reported 50% to 60% conden-
sate return (Pritchard 1977; Garrett—Callahan Co. 1977-78). Since none of
these values are based on direct measurements of steam or condensate flows,
the differences have not been resolved.

6.3.2 Manufacturing Process

Two process units in a manufacturing plant were investigated. One is an alu-
minum "bright-dip" process wherein aluminum parts are moved through a series
of aqueous chemical and rinse water baths to produce a bright finish. A dia-
gram of the bright dip line is shown in Fig. 6-2. The second is a "strip”
operation in which improperly finished metal parts are dipped in aqueous chem-
ical and water baths to remove the finish. The processes operate one shift
per day, five days per week. . The processes are heated by circulation of hot
water (heated by interruptible natural gas at $1.29/GJ, or $1.36/MBtu, as of
April 1978) via heat exchange and by electrical-resistance heaters (at
$5.55/GJ, or $5.85/MBtu, as of July 1978). The process data supplied by the
firm are summarized in Tables 6-2 and 6-3.

To maintain operating temperatures, heat is required to keep the metal parts
warm as they move through the baths and to compensate for heat losses to the
surroundings. When there 1s no parts throughput, heat is required only to
offset heat losses. Data were insufficient to determine the heat necessary to
heat the parts, but it is estimated to be less than 207 of the total heat
load. Plant personnel have studied the temperature requirements of the pro-
cesses and have found that the temperatures used by the plant are the minimum
required for proper operation.
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Figure 6-2. Schematic Top View of Bright-Dip Line

Table 6-2. OPERATING DATA FOR ALUMINUM BRIGHT-DIP PROCESS

Operating Heat

Tank Volume Temperature Input Heat

No. Operation o (md) c) (M3 /h) Source

1  Soak 11.4 77 a Process hot
water

2 Rinse 1.3 21 b -

3 Deoxidize . 2.7 38 a Process hot
water

4 Rinse 1.3 21 b -

5 Bright-dip 6.1 . 99 190 Electricity

6 Rinse 1.3 21 b -

7 Deoxidize 2.7 38 a Process hot
water

8 Rinse 1.3 21 b -

9 Coating 1.3 43 a . Process hot
water

8pata not available.
byo heating.
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Table 6-3. OPERATING DATA FOR METAL SiRIPPING PROCESS

Operating Heater

Tank Volume Temperature Ratinga

No. (w3) (©) (MJ/h)
1 3.0 82 71
2 1.5 82 52
3 1.0 27 23
4 0.2 \ 21 22

8A11 tanks are heated electrically. The values given are heater ratings
because actual heating rates were unavailable.

There are two major potentials for emnergy conservation in these heated-bath
processes. The baths are generally maintained at operating temperature when
the plant is closed. Energy use could be reduced by turning off the heat to
the inactive baths. Heating would have to be resumed before process start-up
to allow the operating temperature to be reached before the shift began.
Appendix F demonstrates that less energy 1s required for a process if heating
is shut off when the process is not operating. There may be process-related.
reasons for continued heating, however. For example, the stability of chemi-
cal baths might deteriorate if the temperature drops. In this process, the
bright-dip bath tends to gel if it becomes too cold. The data are sufficient
to make quantitative estimates of conservation for the electrically heated
bright-dip tank. About seven hours would be required to heat the bright-dip
bath and about 427 of the total energy requirement would be saved by turning
off the heat to idle baths. These estimates are illustrated in Appendix F.

The second possible energy conservation measure involves reduction of heat
losses from the baths. The baths are open to the atmosphere, so a major heat
loss at elevated temperatures results from the evaporation of water. The
evaporation rate and heat loss could be calculated from makeup water require-
ments, but these data were not available. The direct way to reduce heat
losses is to reduce evaporation. This could be accomplished by covering the
bath surface with plastic balls (similar to table tennis balls). The balls
would allow parts to move through the bath without interference and could
result in a heat loss reduction of 75% (Bonne et al. 1974). Estimates based
on the evaporation rate indicate a 50% reduction in heat loss is achievable
with evaporation suppression.

The total energy requirement would be reduced by these two conservation mea-
sures to 0.58 x 0.5 = 0,29 (29%) of the current value. For the bright-dip
tank alone, possible energy savings are as high as 550 x 0.71 = 390 GJ/yr
(373 MBtu/yr), and financial savings are about $2000/yr.
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6.4 SOLAR END-USE MATCHING

End-use matching is accomplished by inputting process operating data to the
PROSYS program. Since PROSYS automatically outputs results for fractions of
the total process load, these results can be examined for the full process
load and for reductions in the total load resulting from conservation mea-
sures.  The economic parameters used in this study were the PROSYS default
options unless otherwise indicated.

6.4.1 Commercial Laundry

All process heat for the laundry is supplied by natural gas. About 85% is
supplied to the boiler, [interruptible, at $1.29/GJ ($1.36/MBtu) as of April
1978]. The remaining 15% is for drying and some space heating [noninterrupt-
ible, at $1.70/GJ ($1.79/MBtu) in April 1978].

The potential solar applications include:

e supplying the boiler load (85% of total) by a solar steam system;
e supplying the hot water load (8% of total) by a solar water system; and
e supplying the drier loads (15% of total) by a solar air system.

None of these applications give economically attractive results because of the
low price of mnatural gas. Some of the results are summarized in Table 6-4.

Table 6-4. SOLAR ‘HEATING APPLICATIONS FOR COMMERCIAL LAUNDRY

Investment
for Most Present
Temperature Load Cost-Effective Value of
Application [c (F)] (GJ/day) Medium System Project
Boiler load 174 (345) 100 Steam $2.8 x 10° -§2.1 x 10°
(parabolic
trough D)
Hot water 82 (180) 14 Hot water  $4.2 x 10° ~$3.2 x 10°
exchange (parabolic
trough C)
Gas-fired 107 (225) 25 Hot air $6.1 x 10° ~$4.4 x 10°
drier load direct (flat plate A)

The laundry wanted especially to reduce the boiler load because a new boiler
load brought on-line in May 1978 was 20% to 25% undersized for one-shift oper-
ation. The old boiler operated in parallel with the new one in order to
handle the throughput in one shift. Laundry management hoped that by heating
water with a solar system, the new boiler could handle the reduced load. The
heat balances (Fig. 6-1) indicate, however, that water heating is only 10% of
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the boiler load. Even with solar energy applied to this task, two boilers are
still needed and- the investment in a solar water—heating system does not seem
justified. About 30 GJ/day (28 MBtu/day) would have to be supplied by the

. solar system to insure the new boiler's adequacy. If the conservation mea-
sures discussed in Section 6.3.1 were shown to be cost—effective and were
implemented, the new boiler could handle the reduced load without solar tech-
nology.

6.4.,2 Metal Processing Lines

In the bright-dip line, the bright-dip tank is heated electrically while the
other tanks are heated by process hot water (heated by exchange with hot water
from the boiler plant, where natural gas is the fuel). Tanks in the strip
room are heated electrically. The actual heating rate was available only for
the bright—-dip tank, so it is the only tank for which results are shown.

Results for a solar hot water system for heat exchange to the bright-dip tank
are summarized in Table 6-5. The present value for the most cost-—effective
system (a parabolic trough) is negative; i.e., the application is not cost-
effective. Results are presented for both 10— and 20-year lifetimes (10 years
is the period the plant managers would use in economic calculations).

Table 6-5. PROSYS RESULTS FOR SOLAR HEATING OF BRIGHT-DIP TANK

Fraction of Process Heat Provided by
Solar Technology

100% 25%

Process Parameter (with conservation)
Heat load (MJ/h) 190 48
Temperature 99 C (210 F) 99 ¢ (210 F)
Medium ‘ Electric Electric
Cost $5.55/GJ $5.55/GJ
Investment for most $56,570 $§19,300

cost—effective system (parabolic trough C)
Present value of

project?

20-year life: -$13,600 -$8,000

10-year life: -$23,200 -$10,040

8Fconomic parameters are from Section 4.0.

The present value is a negative 147 of the initial investment for a twenty-
year life, at full load; the application is almost cost—-effective. By varying
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the cost of the alternate fuel, it was found that the present value of the
project becomes zero at an initial fuel cost of $6.67/GJ ($7.04/MBtu) for a
20-year project life. Although this is higher than the fuel price paid by
this manufacturer, higher rates are paid for electric heating in many loca-

tions. Thus, the displacement of electrical process heat by a solar system is.

almost economically feasible and may in fact be feasible in some locations.

The electricity price of $5.55/GJ (2£4/kWh) is a nominal value used by the man-
ufacturer in economic analyses. The commodity rate is $3.61/GJ (l.3¢/kWh).

With the demand charge included, the total rate is $8.29/GJ (2.9¢4/kWh). At

the latter price, the solar application would be economical with a 20-year
life. The demand charge, however, is based on the peak 15-minute demand
during the entire month. The manufacturing plant's peak demand occurs during
daylight but a solar system must supply energy every operating day for a month
in order to avoid that month's demand charge. Solar systems do not have such
high reliability.

There is another incentive for the use of solar energy in this plant. Hot
water from the boiler supplies space heat as well as process heat in the manu-
facturing building. During months when space heating is not required, hot
water must be circulated from building to building only to supply heat to the
bright-dip line. If this line were solar heated, circulation of hot water
could be avoided, with attendant savings in pumping and fuel costs. These
- savings have not been estimated; however, since solar energy would displace
heat from natural gas (as well as electricity) the application might be eco-
nomical. ‘

Solar heating of the metal-parts processing lines is sufficiently close to
being cost-effective to merit further engineering study. Another potential
solar application, a solar steam—driven gas compressor, was identified in this
case study. Further development of the technology of this application is
needed.

6.5 SUMMARY

Water and energy balances were calculated for the laundry from utility-use
data and operating temperatures supplied by the firm. It was estimated that
the energy input of 174 GJ/day could be reduced by one-third by a combination
of boiler-stack gas heat exchange, recycling of effluent water, and reduction
of heat logs from the ironing machines. ©No solar system was found to be cost-
effective for the laundry when compared with natural gas prices of $1.29/GJ to
$1.70/GJ.

An electrically heated tank in the metal parts bright-dip 1line requires
190 MJ/h. This heat input could be reduced by an estimated 70% by not heating
the tank during the two shifts it i1s not in use ‘and by evaporation suppres—
sion. Similar reductions in energy use could be achieved for the other heated
tanks in the metal processing lines. The most cost-effective solar heating
system for the metal parts processing is almost competitive with electrical
heating costs of $5.55/GJ. Solar heating also would allow the hot water
supply to the fabrication building to be shut off during warm months if the
bright-dip line were solar heated. Further engineering studies of this appli-
cation of solar energy are recommended.
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Many processes similar to the metal processing lines are heated during idle
shifts., These studies show that energy is always conserved if such lines are ,
shut down when not in use, although some processes may require uninterrupted
heating. :

6.6 CONCLUSIONS

The case studies also provide a number of conclusions which relate both to the
methodology applied and to the general principles governing solar industrial
applications. For example, it is clear that process information more detailed
than usually available in the literature should be collected in order to allow
satisfactory analysis of solar applications. The process information required
includes:

o Operating schedule: The energy use during the hours the collector is
operating must be known. . ‘ '

o Heat transfer medium and operating mode: Can hot water or hot air be
supplied directly to the process, or must heat exchange be used?

o The maximum and minimum process operating temperatures and the heat
duty at the various temperatures: The use in the analysis of a maximum
process temperature may be very pessimistic. On the other hand, the
PROSYS assumption of collector operating temperature for exchange sys-—
tems may be overly optimistic and must be reexamined.

To collect the same amount of heat for a given process temperature, a direct
system is more advantageous than an exchange system because the collector must
operate at a higher temperature (hence lower efficiency) in an exchange sys-
tem., In some cases, however, exchange systems may recover some process waste
heat and thus meet the process energy needs with less collected solar energy
than necessary with a direct system. Therefore, an exchange system may be
more economical in certain cases,

These studies suggest that preheating may be a particularly successful use of
a solar system for process heat. Preheating is a particular form of low tem—
perature processing; in general, low or intermediate temperature processes
(<200 C) are attractive for solar application when cascaded thermal energy
from other processes is not available. S

The efficiency of solar application to preheating and the potential advantages
of exchange systems indicate the need for a more detailed representation of
process requirements in PROSYS. In addition, collector performance as gov-
erned by temperature levels should be more closely tuned to these detailed re-
quirements. This tuning might be accomplished by refining the heat delivery
system models in PROSYS. A process module general enough to handle many pro-
cesses but sufficiently detailed to indicate exchange and preheat opportuni-
ties should be added to PROSYS,

Many applications, such as drying, use warm air in the 100 to 200 C (200 to

400 F) range. Collector absorbers for these temperatures with air as the
working fluid should be given attention in component R&D programs.
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Displacement of electrical energy was found to be the most economically favor-
able use of solar technology because of the high cost of electrical energy.
Operations using electrical process heat at temperatures up to about 100 C
(200 F) and electrical drives for air compressors, pumps, and other process
equipment might be economical applications of solar energy. Economical appli-
cations of solar IPH will most likely be found for processes that use expen—
sive energy sources or use energy very inefficiently, or for processes in
which more energy can be displaced than must be supplied by solar energy. Fu-
ture case studies should seek processes of these kinds.
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SECTION 7.0

DISCUSSION AND RECOMMENDATIONS

7.1 DISCUSSION

As described in Section 5.0, the most significant results of this study are:
(1) the development of analytic methods to identify and rank combinations of
solar systems and industrial processes for solar industrial process heat ap-
plications, and (2) the development of the computer programs PROSYS and
ECONMAT which implement the analysis. These software tools allow comparison
of various collectors for diverse process requirements and provide a conven—
ient means of selecting the solar equipment most suitable, in both performance
and cost, for specific processes in given climates.

7.2 USE OF THE PROSYS/ECONMAT MODELSi

The performance model PROSYS employs information on local climate, collector
characteristics, and process requirements to calculate the long-term annual
energy delivered for each location/process/solar-system configuration. Using
calculated performance information, process energy use requirements, collector
costs, and local economic factors, ECONMAT calculates the solar system capital
cost and the annual energy capacity cost.

PROSYS is neither a dynamic simulation nor a means of detailed system de-
sign. The model includes certain assumptions and limitations. A constant
collector operating temperature (with a variable flow rate) is assumed; there-
fore, the portion of the process load provided by the solar system varies.
Because a full-scale conventional backup system is assumed, storage 1s not es-—
sential and is not included in the model. In addition, it is assumed that the
process can absorb all energy delivered by the solar system. These assump-
tions are realistic since many industrial applications will use solar energy,
at least initially, as a fuel-saving supplement to a conventional system.

Although the nondynamic nature of the model imposes some limitations, it has
the advantages of speed and flexibility. The model provides an efficient pre-
liminary appraisal of solar energy for industrial applications and a means of
comparison of generic collector types. The model is also useful for a variety
of sensitivity and parametric studies.

The computer software PROSYS/ECONMAT can be used for diverse analyses merely
by varying information in the data bases. A ranking of solar IPH applications
can be generated with an input IPH data base composed of information on many
processes. Case studies, including detailed process breakdowns and potentials
for preheat and process reconfiguration, can be performed when specific pro-
cess data is known. Various parametric sensitivity studies are possible, in-
cluding tests of the effects of changes in collector characteristics and stud-
ies of the impacts of changes in costs and economic factors. A comparison of
collector types over a range of temperatures can be graphically illustrated.
The software can also be used to determine solar system cost requirements for
a given set of performance parameters and economic conditions.
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7.3 - END-USE MATCHING

The concept of end-use matching, i.e., selecting the most appropriate solar

equipment for specific industrial process requirements, was developed and
tested in this study. PROSYS and ECONMAT, though limited in some respects,
were found to be adequate analytical tools for preliminary appraisal. The ac~-
curacy of the analysis, however, is directly dependent on the availability and
validity of the input data, including meteorological conditions, collector
characteristics, economic conditions, and, most importantly, process require-—
ments and conversion efficiencies of competing fossil fuels.,

The end-use matching analysis, using the data bases as currently configured,
both reinforces and quantifies the intuitive supposition that the applications
most amenable to solar energy are primarily those requiring low temperatures
and using expensive fuels. Flat—-plate collectors excel in performance and
economics below 150 F, and parabolic troughs excel above 200 F. In the tem—
perature region between 150 and 200 F, the optimum choice varies among flat-
plate, linear Fresnel lens, and parabolic trough collectors, depending on
meteorological conditions. The CPC/evacuated tube collector showed poor per-—
formance in this analysis, but recent evidence suggests that much better per—
formance may be available from these collectors in the near future (Edgecombe
et al. 1979). The system configuration consistently appearing most economical
is the direct hot water system, which benefits from a lower required collector
operating temperature and, therefore, performs more efficiently. In general,
solar energy is currently not economically competitive with inexpensive fuels
such as natural gas or fuel oil., Solar energy is, however, often competitive
with more expensive fuels such as propane and electric power, and with all
fuels when they are used inefficiently in a process.

7.4 ADEQUACY OF THE DATA BASES

Use of the IPHDB as currently configured, i.e., with average parameter values
for "typical" industrial plants, can lead to misleading general conclusions.
For instance, the IPHDB indicates that the majority of industries use natural
gas. Though this may be true, there is no indication of the efficiency with
which the natural gas is used or any estimate of what other more expensive
fuel sources would be substituted in case natural gas were to become unavail-
able.

Moreover, the temperatures given in the IPHDB are normally the maximum re-—
quired for the industrial plant, Breakdown of process structures and detailed
temperature requirements at various process stages are not available. For
each four-digit SIC code, one general process is assumed, Actually, each in-
dustry often involves numerous subprocesses with varying temperature require-
ments and sometimes different fuels for the manufacture of a product. The ef-
fect of this generalization is that often worst—case conditions are assumed
for the solar analysis and the results are unrealistically pessimistic.,

The inaccuracy of this analysis caused by generalization can be resolved in
two ways. The first is to compile a set of specific plant data, including
fuel source, fuel usage efficiency, and temperature requirements for as many
processes as applicable in each plant. The data can be obtained through

124



SE a| C:l" ‘ : TR-091

industrial contacts or from literature and gathered for industries in as many
locations as available in METDAT: 26 SOLMET sites plus 222 ERSATZ sites. Data
from several plants in the same industrial category should prove valuable in
providing comparisons of process configurations and plant size. Although it
is difficult to apply the results of a generalized study to specific plants,
analysis of many individual cases may produce insights applicable to the en-
tire industrial category.

The second approach to the problem of generalization is analysis of a set of
generic processes. A number of characteristic processes occur in diverse in-
dustries. For example, pasteurization processes are common to fluid milk
dairies, breweries, and juice concentrate processing plants. Pasteurizers are
usually heated by steam to a temperature of 170 to 190 F with similar types of
heat exchangers. Generic solar system designs could probably be generated for
pasteurization processes. Generic systems might also be designed for various
wash and cleanup processes (hot water) and many drying applications (hot
air). FEach of these processes can be characterized by a well-defined tempera-
ture range and one or more appropriate solar system configurations. With
PROSYS/ECONMAT, parametric studies can be performed by varying location, ener-—
gy requirement (and thus solar system size), and conventional fuel price.
Thus, the conditions that allow solar energy to become economically competi-
tive can be specified for each generic process, The industrial community
could use this information as a guide to the viability of solar energy for
specific process requirements.

7.5 ECONOMIC ANALYSIS

Generalizations affect the accuracy of the economic analysis of solar IPH sys-—
tems as well as the performance comparisons. For example, although the in-
stalled capital cost of a complete solar IPH system of given annual energy ca-—
pacity may be reasonably estimated from general site data, the actual value of
such a system in producing energy depends heavily upon internal economic fac-—
tors of .a specific industrial plant as well as constraints such as capital and
land availability. Specific plant values were not included in the IPHDB for
factors such as the required rate of return. Typical values for these parame-
ters were adopted early in the study to allow present value analysis of a
given system/process match. This method of economic analysis, preserved in
the version of ECONMAT described in Appendix E, is useful in performing sensi-
tivity studies on size-related cost reductions, changes in the rate of return,
and variations in financial incentives. Selection of a set of typical econom-—
ic parameters, however, leads to inaccurate results in present value compari-
sons among industries due to the generalizations involved.

A solution to this problem of generalization has been implemented. Although
the required—-revenue approach to economic analysis may not be widely used by
industry in project evaluation, it does satisfactorily separate generaliza-—
tions from specific data in the economic analysis of solar IPH systems. After
ECONMAT yields a capital energy capacity cost (the total solar system capital
cost divided by the annual delivered energy), a multiplier may be- selected
(see Section 4.0) to derive the actual perceived energy cost of solar energy
for a given industrial plant. The plant data collection described in Section
7.4 can be a source of information on economic parameters for determinatiom of
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an appropriate multiplier, thus facilitating accurate calculation of the cost-
effectiveness of a system/process match. More accurate rankings of industrial
applications of solar energy will result.

7.6 RECOMMENDATIONS

Based on the results of end-use matching analyses and case studies, the fol-
lowing recommendations for future work in solar applications for industrial
process heat are given:

» The IPHDB should be modified to include sufficient details on processes
so that an end-use matching analysis does not impose unnecessarily re-
strictive requirements on the solar systems. Information that should
be added includes temperature ranges for the individual processes with-
in each SIC industry and the corresponding conversion efficiencies for
the conventional sources. Significant constraints to system installa-
tion, such as land availability, should be identified.

e Since PROSYS is very useful in case study analyses, the capabilities of
the model should be expanded. For example, specification of average
collector operating temperatures would enable PROSYS to be applied to a
wider range of process configurations. It may be possible to include
some capability for storage analysis in PROSYS if reliable quasi-static
storage algorithms can be generated. :

® The required revenue approach to economic analysis places the burden
for accuracy on the estimates of system capital and operating costs and
on the knowledgeable assessment of key restraints to system installa-
tion. TLittle effort has been expended in cost engineering and cost
analysis of IPH systems. Accurate models of initial solar system cost
and operating and maintenance costs need to be created.

o The two case studies of this report provided useful data and insight
into solar applications for industrial process heat. Additional case
studies should concentrate on those industries that are most promising
for solar applications. Concepts such as energy conservation, process
reconfiguration to accommodate solar energy more readily, and the use
of solar energy for preheat should be emphasized. Also, an effort
should be made to define and analyze generic industrial processes.
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APPENDIX A

INDUSTRIAL PROCESS HEAT DATA BASE

A.1 SI UNITS

SIC Standard industrial classification code
PROC TMP Process temperature (C)
HEATR Heat rate (MW)
FLOWR Maximum steam flow rate (kg/s)
SAE Standard annual energy use (1.0ELO0 kJ/yr)
SYS Possible systems in order of applicability:
1 Direct hot water
2 Indirect hot water.
3 Direct hot air
4 Indirect hot air
5 Steam flash
.6 Steam generator
B FUEL Backup fuel
opP Operation code
0 Continuous
1 Bateh
SOP Seasonal operation code
0 Continuous
1 Seasonal
ENERGY/UNIT Energy required to produce one unit (kJ/unit)
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s 9ET
1.400
3224
o507
6s1E7
1,143
41,034
16£.983
9965
400155
3.224
3,107
r6eB8T1
+ 9540
2843
S56.H50
3.224
26052

« 957
12.984
Z.810

« 121
2.975
«232
<120
«118
169,470
Leb24
2645
162,084
14.069
3.019
5217
1,172
o909
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2001
V2758
31.743
<100
2.5U9
BeSG0H

FLOWE

0(‘?1
«02Y
057

s 051
<014
2007
«01¢
Q€09
260061
21,420
29.98¢
2287
«€41
1.087
5150
+E54
+339
16,380
36.212
46273
360616
2541
<924
S.819
»282

« 845
2483
<409

s D1E
0143
2.520
s 483
«913
«35E
»028

o (i2€
«026
17.887
o140
-138
34184
2.7
0639
2502
+125
0192
070
001
11.293

3.348

2010
2 42b
1.782

SAE

« 158
«153

s 4135
2391
.108

s 057
122

¢ 9.008
126576
73,836
1030476
« 992
2,215
3,749
+517
6266
1.171
294534
1864383
14,767
126.576
3249
3.185
30.167
«373
2.890
1265,760
24426
3.0659
2844
14.767
4o272
«812
30344

s 264
0162
+160
190,286
9.915
.981
242.604
21.096
40,536
6,213
+BBE
1403
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£0.165
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0074
3.059
12.658
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GAS
GAS
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S1e

3097
1095
£096
3299
2317
30

31333
1334
3539
3341
1386
1261
3562
33569
1411
1423
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3432
2423
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1442
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GASKE TS/8FALS

GROUND fNERALL

MINE AL WOOL

NOM=ME TAL MTINERALS
STEOL vIPE/ATURL

GRAY IETN

ZAMC RIUVINING

ALUMe KROYFINING

MISC, MITALS KEFINIRG
ALLCYS

MISC. MOTREL FORMING
ALUM, CASTING

ALLCY TASTING

MISC. CASTINGS

ML TAL CANS

HAEND TOCOLES

MISCe HAKDWARE
ENAMELEID TRON PLUMAING
BPASS “pLUMALING

FUEL HYATERS
STRUCTURAL METAL
METAL DvGRS

BOILECR SHOPS

SHEFT METAL WORK
MISC. MOTAL WGRK
SCREUW MACHINES
NUTSAHCLTS/SCRE LS
METAL PLATING

MISE MPTAL SUFFRCE TREETMENT
STEFL SPRINGS

PIFE FITTINGS/VALVES
WIKD FRal.

MYS&C MPTAL PROD.
IMTedNAL COMDe ENCIRES
FARM MACHINERY

GARDCERM MACHINLRY
COMSTEUNTION MACHINFRY
GIL FILLD MACH.

METAL CUTTING TCOLS
METAL FORMING TOOLS
TOOLS

MACHINF TCOAL ACELSS
FOOU »PiDe MACHS,
SFECTAL MACHINERY
PUMPS

GEARS

POUER TRANS. EGulFa
COMPULITRS

WETCHING REVICES

IND e LEUNDRY MACH.
REFRICAVEATING EDUD.
MISC. SERVICE MICH.
MISCe MECHINES

FROC THF

14245
1093.3
12141
26040
144549
14KH.9

1315.6

21%.F
14844
128748
1482.9
148.9
14849
14€.59
3.3

©cz 17
Se

Gled
9343
G3e73
R
9343
S2e3
9343
Bie3
S343
933
0343
3.3
G363
444 44
93.3
933
93.3
933
1371.1
1371.1
1371.1
1371.1
1371.1
1371.1
1371.1
1271.1
3I71.1
1357141
12711
137161
1271.1
13711
137141
1371.1
1771.1
137141
1371.1
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“e110
GeT41
Te3%8
dibdelll
34000
12.515
R.774
44279
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l1.041
1.873
5540
1213
<404
6el71
‘774
1.621
580
«E0T
1.296
]
1e£:12
« 189
1.868
« 539
«621
14605

fe820

«0Z0
+352
beT712
la2868
1e0RE
2.257
1.05%
PR
o84l
«l1GE
« 253
£ 293
«440
997
.709
«9C9
et
L0010
e 521
2425
PR

PRI

¥

Ll

o1 54

Sel4l 8
3e418

20
10
1

ie

227
«bbt
«541
e 714
471
«G0O7
<128
« 184
«240
<134
« 240
221
P )
«017
«276
<043
NT3d
. 024
«021
5055
#0615
»UEH
+CC8
«COE
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e 011
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o541
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«15%
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549
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JER2
84280
84557

29Te248
1G0.206
15.400

T.078

6.888

2,342

1.276

2.299

6540

1.435

4,778

7.953

1.245

1.920
<686
o601

1.529
«439

"1.899

239
2.226
€43
<697
44251
3.260
. 059
J415
8.238
1.582
1.582
3.37¢
1.582
965
1,033
158
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£33
1.477
1.371
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14319
«749
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.1085
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NAT.
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NAT.
NAT .
NAT.
NAT.
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NAT,
NAT.
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NAT.
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NAT .
NAT.
NAT «
NAT.
NAT.
NAT .
NAT.
NAT.
NAT.

GAS
GAS
GAS
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GAS
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GAS
CAS
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GAS
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v
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36tz
3621
Ry
3622
3629
341
2E43
Je44
3651
16852
2661
3u62
3672
3674
2679
3691
3694
37111
3713
3714
5715
3721
3728
27T
3132
3751
JE11
3n22
ML
3842
3842
3651
3861
3911
3914
341}
3u49
3951
0953
Lash
3961
92
3ces
39599

TRANSEGPMIRS
MOTORSZTESLRAT CRes
IMNDe CONTROLS

WELUIRG APPARATUS
ELECT. INDe AFFARATUS
CLECTRIC LAMPS

MISCe VLECTIRCAL PAKTS
FLECT. TNSUL/FTITTINUS
RADTIG/TY

PHUNO RICORLS/ZTAPF
TELEPHONE TELF wF AN
R/ZTV TRANSMIT

CATHOLT RAY TV TURES
SENTCONNUCTORS

MISCe SLECTS CUMF.
STGRALT BATTERILS
ELECTs TC EMBTNE
MOTAR VAHICLES

TRUCKS /1US

MOTOR VFHICLE PERTS
TRUCK TRATLERS
AIRCRAFT

ATRCRAFT PARIS

SHIP PUTLDING

BOATS
METGROYTLES/BICYCLES
ENGUHEERING INSTRUMLHTS
AUTGMETIC CONTROLS
MEDICAL TINSTRUMENTS
MEDTCAL SUPFLIES
OENTAL rGUIP.
OFBTHALMIC GOODS
PHOTO £7UITF.

JEWELRY

STLVERNARE

MUSTCAL IRSTRUMERTS
SFORTING GUGDE
PENS/PENCILS

MARKING DEVICES
CARKON BAPER/INK ¥ 1PAORNS
COSTUME JEWELTRY
ARTIHICTAL FLANTS
NELDLFS/FTINS/HOOKS
MISCaReMILPFROGDUCTS

PROC Thi

T ued
“25e7
14H.9
1¢2.t
14¢.9
141069
1459
1449
14809
148.9
148.9
14869
14649
14849
14849
14869
1419
14%4.4
93563
1371.1
3lhe6
315.6
31566
13711
21566
93.3
3.3

L ATR

3.7084
debt9
.N%9
1.369
211t
3224
709
2e941
994
eD01
He6Hlb
2118
4ha983
1.580
«821
2.485
2,251
3be462
o780
26257
s 703
6a741
1.202
1,407
«117
356
604
1.012
0413
0381
s132
182
4,731
093
1,105
0495
0255
«a 242
0137
1e022
«148
2108
e TE
o 1€9

FLCKR

Y e
2346
PR
<203
- 038
« 475
~e10%

L2276 %

2021
«074
CBLE
.107
0733
e 233
2121
4389
1.371
o 0F:
L169
L0573
W503
. 090
a]ﬂt
o011
«057
o172
LY
o116
2108
2040
o U5
<250
<015
.164
S DEZ
L042
a040
L0272
«170
cB25
018
L1006
NER

SAE

4,166
3682
+150
1.730
«B33
44050
897
3,217
1e266
6.339
T.088
«9518
66234
1.994
1.036
34059
2.859
40,947
1.048
3,375
1.058
10.021
1793
2.110
2211
1.139
2128
1.520
<498
e 454
+169
2216
5,316
0118
1403
a628
2327
« 308
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1.297
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0137
«812
+214
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NAT o
NAT.
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NAT o
NAT.
NAT .
NAT,
NAIQ
NAT.
NAT .
NAT.
NAT.
NAT.
NAT.
MAT,
NAT.
NAT.
NATG
NAT.

GAS
GAS
GAS
GAS
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GAS
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GAS
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GAS
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A.2  BRITISH UNITS

SIC

PROC TMP
HEATR
FLOWR
SAE

SYS

U W N

B FUEL
op

SOP
0
1

ENERGY/UNIT

Standard industrial classification code
Process temperature (F)
Heat rate (Btu/h)
Maximum steam flow rate (lO3 1b/h)
Standard annual energy use (1.0E10 Btu/yr)
Possible systems in order of applicability:
Direct hot water
Indirect hot water
Direct hot air
Indirect hot air
Steam flash
Steam generator
Backup fuel
Operation code:
Continuous
Batch
Seasonal operation code:
Continuous
Seasonal
Energy required to produce one unit (Btu/Unit)
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7€1

S10

c011
2013
20716
261
coe2
2082A
2nzed
200eC
20221
2002¢
2022fF
On')'\
202371
2023A
20238
2023C
20230
2024
2026
2032
2032
203
2038%
2037
203k
20641
2043
24845
2047
2048
208)
2052
2065
2066
2077
2C75
2064
2085
20t
2087
2041
2052
2195
2097
2098
2099
2011
2241
228
2 >
‘)
/‘
229

MEAT CRCKING PLANT
SAUSAGE S/FREPARLD
FGULTEY
CREAMYEY BUTTER

WAT . ANT FROCESCED
CHEE SE FRGEUCTEON
CHEESE PRODUCTTON
CHEFSE PROUUCTTON
ChHEFSE PRGOUCT TON
CHLFSE “HRODUCTION
CHEESE FRODUCTICON
CHE¥SL TREDUCTION

CONTENSED/LVAP . MILK
CONDENSFDL MILK PRADUCTION
CONRENSED MILK FRODUCTION
CONDENSTD MILK PRCGRUCTIUN
FROLUCTION
ICE CPTA&M/FRNZIN DESFRT

CONPERNSTT MILK
FLUIL MTLF
CANNED SPLCIALTIES
CANNED FRUIT/VE G
DRIED FTRUTIS/VEG.

PICKLED FRUITS/VEG.

FRGZEN VRUIT/VLG.
FROZ2et SPECTALTIES
FLOURZGPEINS
CLREALS
FLOURZGRAIN MIXES
PET FOOL

ANTMAL FEED
BREAR/PAKLD GGGPS
COGKILS/CRACKERS
CANDRY/CONFECTIONS
CHUCCLATE PROD.
ANIPAL FATS/OTLS
SHORTYNINCS/QILS
WIKNFS

LIGUOES

SCFT LHIMES
FLAVORINES

CANMLD SELFQOD
F1SHZSEAFDOB
COFFET

Ict

MAC AR T

MISCe #7008
COTTON WEAVING
SMALL WUOAVE FAEODKRIC
KNIT CUTERWE AR

FINISHING BROAL COTTOH
FINISEING LBRGADL FARPRICS

WOVERN CLRPITO/RULE

UFNCLLTORY FrLLINCE

Fhor

ORECSSTINL FLENT

3h0.0
olall (1]
1404C
1700
Sliba0
12360
163.0
2000
16540
15560
10060
[UPRY
40060
1¢0.0
160.0
250.C
37960
17000
170448
25040
280.0
35060
300660
190.0
18060
250.0
20610
U0
20,0
52560
4500
490.0
200.0
0.0
060
Z56 e
36000
36040
170.0
25040
390,08
35010
3000
150640
30040
300.0
206.9
200.0
Z00.0
27510
s00.0
3006.0
2iheD

T

bt 2 TR

1.290
.80
134200
loe 300
hed Sl
o105
N
3,275
U717
a410
007
«340
1402(!0
4.250
o835
2470
2.477
2.410
36570
18.850
10000
164500
46510
£.300
Ye.T1C
245060
Cte4 (0
S«000
Se250
T-12¢
26890
12.220
4,500
21200
69210
127,000
2100
224400
31068
4100
JebGU
l.7510
11.120
0250
3.000
405910
31700
3.260
3,540
4,100
124000
4,150
449000

FLGYER

3700
2elTL
T7.100
€379
2. 0&0
L 00%
L6
2okt
L0

« 283
0.000
Ga00CuU
11.9¢0
3.7€0
e 739
hU3
0,000
1100
46356
19,600
ZelGU
9.500
2,090
44982
G510
1.00C
204550
46700
1U.0490
46000
w172
1.960
1.410
20220
&oBEL
82.700
o418
26670
16420
060G
2,047
1.030
Te220
H.000
1.670
2,116
2L U
2,550
2e€6U
43,1€0
H.830
3,210
1E.870

SAL

3,030
1.340
2.730
3,390
2,280

- 082 .

«024
1191
L0278
2145
«003
« 342
5.170
1.5417
2304
«171
1.266
+502
«830
T1.842
40100
54160
1.340
2,600
2.020
1.100
11,000
1.053
1.924
le4tl
s 300
2.542
1.460
40410
10440
16.£00
1,300
14,0060
e 969
1.6£5
1,600
+549
2,312
«078
«926
1,369
9.600
1.0060
1.040
16.900
3730
1300
4,220
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GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
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GAS

GAS
CAS
GAS
GAS
GAS
GAS
€AS
GAS
GAS
GAS
GAS
€AS
CAS
GAS
GAS
GAS
CAS
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12000.G0

£85.00

24400
250.00

340G.00

215.00
1505, 00
7€.00

2700.00

5800.00
275,00

/L8

/LB

/LB
/LB

/L8

/L8
/L8
/LB

/LB

/18
/LE
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2248
2311
2321
2327
2329
2431
2335
2339
225
2361
2369
2366
367
2289
2392
2X65
2396
2399
2421
2431
2426
2431
2436
2441
2491
2469
2511
2512
2215
2519
2521
2522
2531
2541
25942
2691
2549
2631
2641
Q€42
2643
2645
26493
2651
2652
2653
2Lhh
2EE]
2711
2721
2731
2732

2751

CGATLD i ADKICS

MALE CnATS

MALF SH{RTS

MALE FANTS

MALE MTISCe CLOTHES
FEMALE TOPS

FEMALEY [CRESSES
FEMALE MISCe CLOGTHLS
HATS/CATS

GIRLS OUTERWEAR
GIRLS MTISC. OUTtRUWEAR
LEATHER/SHEFF CLOTHES
BELTS

MISCe ATTIRE

HOUSE LIMENS
DECGRAETIVE AGOKRNING
AUTO APFARIL

M1SC. FABKIC PRODC.
SAW MILLS

MILLYORK
HARDOWGOD/ZFLOOR MILLS
MILLWGRK

PLYWGGD

Woon SaXES

WOOD "RESERVING
MISCe WCOD FRODS
WCOD FURNITURE

YOGD FURNS W/UFVOLSTRY
MATTRE 5SES

M1SC. FURN.

WOOD GFFICE FURNS
METAL OFFICLC FUFRN.
PUBLIC OFFICE FURN
uweonr FARTITIONS
METAL TARTITIONS
DRAKFETRY HARDWARE
MISCs FURNS
PEFERBOERD

COATED ZAFER
ENVELORES

BAGS

PI1E-CUT PAFER
CONVEPTED PAPER
FGLGCIMNG FAPER EOXIS
SET-UF FAPCR RBOXES
CARDGGARD BOXFS
FTi0RF CYLINDEKRS
BUTLODINC PAPFR MILLE
MEWSFAPTRS
FIRIGOICALS

BOOKS

BOOK FPRINTING

LETTIR “RESS

FROC THP

3000
25040
25040
25040
250.0
250.0
25040
25%0.0
25040
25040
25040
25060
25040
25040
250.0
25040
25040
25040
20040
200.0
20040
200.0
3500
20040
200.60
20040
1500
14040
200.0
200.0
200.0
200.0
20940
200.0
200.0
20060
20040
36040
32560
3000
300.0
30060
I00.0
300.0
300.0
230.0
30040
37040
30040
3G0.0
30040
30060
300.0

HEATK

2.660
1e6F0
« 200
1.800
e 1%
450
«314
e 398
ch4bal
«446
e269
« 584
e3EE
453
1.700
«124
«95 0
«940
24400
.720
«841
« 720
244400
«800
+660
2610
400
1.340
1.010
R0
«310
T.400
24330
L8500
248060
1e520
«H85
SR0.000
144000
2.020
3,600
3.210
4,260
3.670
1.010
« 7190
&40
120,000
5440
.?3‘
«57H
1.6£00

+ 438

F1GWR

4,030
<85t
LE1F
. G0&
o421

sz
w232

«1E2
«20¢
228
‘231
«139
«302
«190
1.07¢
1.31%
« 096
« 165
o124
1004
«282
«331
« 282
10.C40
«314
2.236
1.020
o507
1.244
928
«613
b4 B
&. 687
2e1€4
« 743
2eCUB
16410
«B24
4474400
7.156
1.030
1.923
le623
2elt
l1.860
<510
345986
3220
16000
P4 UK
« 087
«217
«SBE
« 164

SAL

«900
«520
«373
+550
«254
«141
<096
«124
+138
«139
«084
«182
«115
«140
«522
..038
«310
«290
1.000
«280
«330
‘280
10.000
«320
2.200
le000
«170
«420

314

<210
e284
24310
«730
«250
o874
«473
o276
240.000
44720
«6940
1.300
1.100
1.450
1.300
344
2.7060
2.200
404400
+«185
.081
«158
«536
«150

L NN S TR S & E A S N il i I A I S I N o i i I e

SY

CA b b b ek b b b b e bbb e b (W b (H O O O N G O O O O L 0N NN O D OO0 O N D

o

(gl 2N« Ao AR~ ANE < N> AN « AT e AW o AN o A e AN o AU v AT o AU — T 0 AL o AT o N e AV o AV YR « AN oA N o S v W S « N ¥ AV = T o AT e AT AR o A o W« AT o N A e A . B« AN A o A - A0« AN AN Ao A Y

£ FuLCL

NAT.
NAT.
NAT.
NAT.
NAT.
NAT.
NAT.
NAT.
NAT.
NAT.
MAT
NAT.
NAT.
NAT .
NAT.
NAT.
NAT .
NAT,
NAT.
NAT.
MNAT.
NAT.
NAT.
NAT.
NAT.
NAT .
NAT.
NAT.
NAT.
NAT‘
NAT.
NAT.
NAT.
NAT.
NAT.
NAT.
NAT.
NAT.
NAT.
NAI'
NAT.
NAT.
NAT»
NAT.
NA1I
NAT.
NAT.
NAT,.
NAT.
NAT.
NAT.
NAT.
NAT.

CAS
GAS
GAS:
GAS
GAS
GAS
GAS
GAS

GAS

CAS

GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
CAS
GAS
GAS
CAS
GAS
GAS
GAS
GAS
GAS

oP

PO OO U OO DO ODDODIIDODODOOLDOLODLDOLOODODDODODODODDOODODODDDODDODDODODOD

SOF

OCoOCOoCOO0DOOOCODDOO200COLOO0O0OODOOLDOLDLOLOLDOOODDODODOODODRDODLDDDCOORDODOC

ENERGYZUNRIT

[@ES

BES

£=7

T60-4L




9¢1

27%2
2761
27162
2789
2791
2793
2813
2819
2821
2822
2831
2634
2641
2842
2843
2651
2665
2869
2873
2674
2679
2891
2892
2893
2699
2911
2951
2952
2992
2999
3069
3079
3111
3161
3171
3199
3211
3229
3231
3241
32581
3253
3259
3269
321
3272
3273
3274
3275
3261
3291
3292
3293

LITHOGRAFH

MANTFGLE PRINTING
BLANK HOOKS

BOOK BIADING
TYPESETTING
PHOTOENGRAVING

IND. GASES

IND. INORGANICS
PLASTICS

SYNTHCTIC RUMBER
BIOLOGICAL PROD.
PHARNACEUTICALS
SOAPS/NTTERGENTS
SANITATION 600DS
SURFACE AGENTS
PAINTS

CYCLIC GRGANICS
IND. ORGANICS
NITROGFNEGUS FERTILIZER
PHOSFHATE FERTILIZER
PESTICINES
GLUES/SEALANTS
EXPLOSTVES

IRK

MISC. CHEMICALS

OIL REFINTNG

PAVING MATL.
ASFHALT

GRE ASES
PETAGLELM/CGAL FRODUCTS
MISC. RUBBER

MISC. PLASTIC
LEATHFR PROCESSING
LUGGAGE

HANDGARS

MISC. LEATHER EGODS
FLAT GLASS

BLOWN GLASS

GLASS PROD.
HYDRAULTIC CEMENT
BRICK/CLAY TILES
CERAMIT TILES

MISCo CLAY

POTTEKY

CONCRFTE BLOCKS /BRICKS
MISC, CONCRETE
REAGY MIXED COMCRETE
LINE

GYFSUK PROD.

CUT 5TONE PRON.
ARRASIVFS

ASHESTOS
GASKETS/SEALS

FRGC TMP

3600
3n0.0
30040
33060
3000
2000
Z00.0
30060
215040
200.0
ZN0.0
2500
50040
32560
3000
2G0,.0
25060
350.0
400.0
T00.0
3000
26060
3C0.0
20000
36000
10000
50060
0060
300.,0
32540
50000
42540
14040
20060
20040
20040
27006,0
260060
120060
2¢700.0
2200.0
2200.0
37560
220060
40040
24000
150.0
250040
333.0
150.0
375.0
38060
3000

HEATR

sb4b
1.200
l1.080

« 295
«188

« 337
20,000
414,000
220,000
3v3.000
3.300
5.0%50
11.000
1.730
214110
3.900
140,000
66300
34,000
137.000
11.000
10ec00
91.700
3.240

94700

1900.000
11.000
T.000
1.300
444,300
13.000
2.460
10150
« 7190
<410

« 404
576,200
22.600
20200
£563.000
46.000
10300
17.8¢80
4,500
3.100
20200
2003
160.000
108,300
+340
8.560
254000
2100

FLCUR

200

s 45 Z
407
.112
2059
«127
20.710
26864200
170,000
238.000
2,281
5.,08¢
8.630
16194
44400
2.688
130.000
2870400
33.910
290,600
Te469
7,335
464180
20236
67068
30632
3.249
4,09€
1.138
20,000
3.832

Te247

2.829
«220
«206
<206

141.800
1.109
1,097

271.300

34590

5.071

7.15¢
s 591

1.533
9554
2008

89.630
26.570
«082
3.399
14.156
lo061

SAE

«1E83

e 412
371
«102
«D54
«116
8540
120.000
~70.000
Y8.100
«940
2.100
3.550
«490
54940
1.110
28,000
1767060
14,000
120,000
3.080
3.020
28.600
«922
20740
1200000
2,300
24900
<800
14,000
4,050
o770
3.170

) 2250
0154
2152
180400

OGN NRWUHWHHWWHWRWWHWEHWLHE WD WA WD WONWD N = =i DONDO O O W Lo

SYS

o gt et bt BN pmt e Gt s bed et DN et bed b ped bed bod pma b B b (M B e B DD (M bt ket (N DN N O N O R DN PO RO NS N N DD e e et et e (N

OO PR OO NONNON W DR ORI WOOSWWWWROND MDD -

B FUEL

NAT. GAS
NAT. GAS
NAT. GAS
NAT. GAS
NAT. GAS
NAT. CGAS
NAT. GAS
NATe GAS
NATs GAS
NATe GAS
NAT. GAS
NAT. GAS
NATe GAS
NAT. GAS
NAT. GAS
NAT. GAS
NAT. GAS
NAT. GAS
NATe. GAS
NAT. GAS
NAT, GAS
NATs GAS
NAT. GAS
NAT. GAS
NAT+ GAS
o1t
NAT. GAS
NAT. GAS
NATs GAS
NAT. GAS
NAT. GAS
NAT. EAS
NAT. GAS
NAT. GAS
NATs GAS
NAT., GAS
NAT. GAS
NAT. CGAS
NATo GAS
NAT. GAS
NAT. GAS
NAT. GAS
NAT. GAS
NAT. GAS
NAT. GAS
NAT. GAS
OIL
NAT. CAS
NAT. GAS
NATe GAS
NAT. GAS
NAT. GAS
oIL

OoF

CO DD OF DO OO0 OODODODODRLDOOROLDODOODRFRFODDODODOOOLDODOOCDDDOO DO

SOF

C PO PO LD DD DD OO OO DO

ENERGYZUNIT

=S

BN
l@")
W=z

160-4L




LET

3298
3296
3299
3317
3321
3333
3334
3339
2341
3356
3361
3302
3369
3411
3423
3425
3431
3432
3433
31441
1442
3443
3444
3449
3451
3452
3471
3479
3493
3494
3496
3499
3519
1522
1524
£3
1523
3541
3542
3544
3545
3551
3559
3561
3566
35€¢8
3672
1576
3582
3585
2589
3549
3612

CRCUNE MINLRALS
MINERAL WOOL
NON-HMETAL MINERALS
STEFL FIPE/ZTURE
GRAY IRTHN

ZINC FFFTIHING

ALUMe HWEFINIKWEG
MISCe METALS REFINING
ALLOYS

MISC. MIPTAL FORMIHMC
ALUMs CASTING

ALLOY CASTING

MISCe CASTINGS
METAL CANS

HEND TOTLS

MISCe HARDWARE
EMAMELEL TRON PLUMEING
BRASS PLUMHELING
FULL HFATERS
STRUCTURAL HMETAL
METAL OOORS

BOILER SHCPS

SHEET MCOTAL WORK
MISCs METAL WORK
SCRFEY MACHINES
NUTS/R30LTS/SCREUS
METAL PLATING

MISC MFTAL SURFACE TREATMENT

STEEL SFERIMGS

PIFT FITTINGS/VALVES
WIRE FRCD.

MISC METAL PROD.
INTEFRNAL COMBe ENGINES
FAKM MACHINERY

CAXDEN MACHINERY
CONSTRUCTION MACHIRCRY
GIL FIELD MACH.

METAL CUTTING TCOLS
METPL FCRMING TOOLE
TCGLS

MACHINE TCGOL ACCESS
FOOD PRCD. MACH.
SFECTIAL MACHINEFY
PUMPES

GFARS

POWER TRANS. CQUIF.
COGMPUTERS

WETGHING CEVICKS

INDe LALRGRY MATH.
REFRIL/FEATING EGUIE.
MISTs SFRVICE MACH.
M1SC. MACHINES

TRANSF ORMERS

PROC THFE

200040
25060
59040
Z00.0
303.9

2406040
42040
20040

2350640
300.0
30060
i00.0
300.0
200.0
200.0
20040
200.0
2000
2009
200.0
2000
2000
200.0
20060

200.0 -

2000
20040
20040
85040
20040
20040
200.0
20060
2500640
25000
25u0.0
2500.0
250040
2500.0
2%00.0
25000
250040
20040
25€C0e0
260040
250640

HERAIRT

£5.300
550300

Te200G

zS.000
503,500
150,600
4247008
19.700
14.600
6e3170
3.550
6290
18.900
44140
1.380
23.100
24640
5530
1,960
1720
4.400
« 236
e 500
sb44
6o 440
1.640
24120
12.300
Sa€£20
o172
1.200
2849C0
3.600
34600
To70C
S«600
2.680
2.870
Y
1.000
1000
la500
J.400
24100
3,100
2ecd0
2eUBU
2.800
7700
1.2180
2400

12.650_

FLOWR

274130
274130
1.765
SeB87
Teh€S
164,400
824100
12.75¢

€a859

1,456

1.901
1.060

1.9068 -

1796
«3G4
132

2.187
342
5.2717
<168
165

+ 415
.120
«537
J0EE

T 063
<176
J128
1.162
0895
016
114
1044786
2.013
24013
44,295
2.013
1.220
1.315
«201
527
$537
608
1.679
1.74%
1.745%
1.677
553
1264400
4.05E
<318
134
_P.578

SAL

23,000
23,600
1.500
7.850
8.530
261.900
55,000
14.€00
64710
64530
2.220
1.210
2,180
64200
1.360
44530
7.540
1.180
1.820
stn
570
14450
$416
14800
0227
2.110
<610
661
4.030
3.110
056
393
7.810
1.500
1.500
3.200
1.500
<515
<979
<150
<400
<460
<600
1.400
1.300
1.200
1.250
0710
.956
3.200
582
.100
3.550

uuuouuuuuwuu'uuuuwuuuuuuuuuwuuuuuuuuuuuuuwuuuuwuawmuuuu

o
-
w

[ e i T T R S e e e, N e I i o e e R e e el it N S S

oo OO ODNO OO

B FUFL

NAT .
NAT.
NAT .
NAT,.
NAT .
NAT.
NAT.
NAT.
NAT.
NAT.
NAT.
NAT.
NAT.
NAT .
NAT.
NAT.
NAT.
NAT.
NAT.
NAT.
NAT.
NAT.
NAT.
NAT «
NAT.
NAT.
NAT,
NAT.
NAT.
NAT,.
NAT.
NAT.
NAT,
NAT.
NAT »
NAT.
NAT.
NAT.
NAT.
NAT.
NAT.
NAT
NAT.
NAT.
NAT.
NAT.
NAT
NAT.
NAT.
NAT.
NAT .
NAT

NAT.‘

GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
CAS
GAS
GAS
GAS
GAS
GAS
CAS
GAS
GAS
GAS
GAS
€AS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS

OF

=’C‘ODDQC’OODQDDO=C}ODDOO’-’CDOQQC’QQDOQQCD:QGQQQC’DQQOOD30@@

DOOUQODC’QC‘"OQDQDQOOOOOQOCC“DQOOQQQQQOOOQQOQDGOQQQDQQUQQ

ENERGY/ZUNIT

=S

2\
Il
S=7

P

[

T60-4L




BET

SIcC

3e21
3622
3623
3629
3641
3643
3644
3£51
3652
3661
3662
3672
IE6TA
3679
3e91
3694
3711
3713
3714
37198
3721
3728
3731
3732
3751
3811
3Be2
3g41
3R42
3843
351
3gel
3511
3914
393
3949
3981
3983
3955
3961
IQE2 |
3964
3959

MOTORS/CENERATORS

INDe CONTROLS

WELDIKG APPARATUS
ELECT. 1nDs APFARATUS
ELECTRIC LAMES

MISC. FLECTIRCAL PARTE
ELECTe INSUL/FITTINGS
RADIO/ZTV

PHONO KRFCORDS/TAPE

TJELEFHUGNE TELEGKAPH

RZTYV TRANSHIT
CATHCDE RAY TV TUBES
SCMICONDUCTORE

MISC. FLECT. COMP.
STOGRAGE BATTERIFS
FLECT. IC ENGINF
HOTCR VFHICLES
TRUCKS Z7RUS

MOTGR VEHICLE FBRTS
TRUCK TARAILERS
ATRCRAFT

AIRCRAFT FARTS

SHIF BUILEING

LOATS
MOTGRCYCLES/BICYCLES
ENGIMEERING TNSTRUMENTS
AUTOMATIC COWNTROLS
MIDTCAL INSTRUMENTS
MEGICAL SUPPLTES
DENTAL TGUIF.
CPHTHALMIC GGODS
FHOTG FAUTF.

JLwteLnry

STLVERWARE

MUSTCAL INSTRUMENTS
SPORTING GOODS
PENS/PFNCTLS

MARKING DEVICES
CARRON PAPFR/TNK RIBEONS
COSTUNE JEWFLRY
ARTIFICIAL PLANTS
NEEDLES /P THS FHG DS
KISCaFANULIFRONUCTS

PRGC THP

1700.0
30040
325U
300.0
30060
300,0
300.0
30060
JGide0
3G0.0
20600
3000
300.0
300.0
300.0
30000

265060
2000

2500.0
60060
6000
600.0

2500,0
€000
20040
200.0
20040
200.0
200,0
20060
1706.0
200,0
200.0
20G,9
20600
20U.0
2000
2006,0
200.0
200,10
2000
Zu0.0
20040

HEATR

11,800
1.540
4670
2450

11.600
24420
8.0670
30391
1.710

15,200
2.450

17.000
5390
2.800
B4ED
T.700

1244400
2.660
7.700
2+.400

23.000
4,100
4,800

o400
20920
2,060
5.500
1.410
1,300

<450

o620

16,140

+317
3.770
1.690

«£70

0827

<466
3498

505

=270
2.170
17

FLGKER

2.74%
«625
1,610
- 174
3e7tEE
w832
2,588
«550
£.708
«850
Hebl%
1.852
<562
3,030
2e€5¢2
10.B80
«418
1,345

420

3.593
« 715
«841
-084
0452

1.3€9

3e627
2939
« B854
« 316
«40E

3.680
0142
1.640
790
3,640
0B850
3.050
1.200
6.010
6.720
870
5.510
1.890
962
2.900
2.710
38,820
© 2994
32200
1,000
9.500
1,700
2,000
2200
1.080
690
1,820
0472
2430
«1€0
0205
5,040
0112
1,330
0595
0310
2292
2165
1,230
.178
0130
.770
203

[N  N  NN  N Ne R NNENN NN AEA R N RO NN TR N RN SN N CN SN N SN T SN )

SYS

I S e i a e e e I T ST e oy S S

ooV VORI DND PR D

E FUEL

NAT.
NAT,
NAT.
NAT.
NAT,.
NAT .
NAT.
NAT.
NAT.
NAT,
NAT.
NAT.
NAT.
NAT,
NAT .
NAT.
NAT.
NAT.
NATS
NAT,
NAT.
NAT.
NAT,.
NAT,.
NAT,
NAT,
NAT.
NAT.
NAT .
NAT.
NAT.
NAT,
MAT.
NAT.
NAT .
NAT.
NAT.
NAT.
NAT.
NAT.
NAT o
NAT.
NAT .

GAS
CAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
CAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS
GAS

P

00000 DOOO0DLODODODTOCDOLODOOODDODOCODODODOEODODRDCDODOO

SOFP

OOOOOQGDQQQQDQQ?QQQQQOQQQQ:‘QOQOQQOQDQDCOEQQ

LENERGYZUNTT

ES

S
1)
2

@ii

T60-41




" APPENDIX B

'SOLAR COLLECTOR EQUIPMENT DATA BASE

B.l1 SI UNITS

A Shading and blockage factor
XNUO Optical efficiency
PHI-AHA Tracking efficiency, where applicable; acceptance half angle for
’ CPCs (degrees)
CR Concentration ratio
DTILT Difference in tilt from a polar axis mounting (degrees); if
= 999, collector is horizontal
$/sQM F.0.B. cost per m® of collector ($)
AS/sQM Auxiliary equipment cost per n? of collector (%)
BS/SQM Special additional costs per n? of collector (s)
HR/SQM Required hours of installation labor per m“ of collector
(person~hours) :
M-AREA Standard area of one collector module (mz)
Collector Type

0 Flat plate

1 Parabolic trough

2 Compound parabolic concentrator (CPC)

3 Parabolic dish

Annotation of Data Origin

TEST Data derived from test data
MFG Data derived from manufacturer information-
DES Data derived from design information
EDNR Performance efficiency data not verified
CDBE Cost data are best estimate
U , Heat loss coefficient as a function of collector operating

temperature (W/m2 c)
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B.2 BRITISH UNITS

A Shading and blockage factor
XNUO Optical efficiency
PHI-AHA Tracking efficiency, where applicable; acceptance half

] angle for CPCs (degrees)
CR Concentration ratio
DTILT Difference in tilt from a polar axis mounting (degrees); if

= 999, collector is horizontal
$/SQFT F.0.B. cost per £t2 of collector (%)
AS/SQFT Auxiliary equipment cost per ft2 of collector ($)
BS/SQFT Special additiomal costs per ft2 of collector ($)
HR/SQFT Required hours of installation labor per ft“ of collector
(person~hours)
M—-AREA Standard area of one. collector module (ftz)
Collector Type -

0 Flat plate

1 " Parabolic trough

2 Compound parabolic concetrator (CPC)

3 Parabolic dish

Annotation of Data Origin

TEST Data derived from test data
MFG Data derived from manufacturer information
DES Data derived from design information
EDNR Performance efficiency data not verified
CDBE Cost data are best estimate
U Heat loss coefficient as a function of collector operating

temperature (Btu/h ££2 F)
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480400 1 MFG
60460 1 MFG CDEE
160,00 1 MFG
170,00 1 TVEST COBE
350.00 1 TEST
400.00 1 MFG EDNR  CDBE
160.00 1 DES EDNR .
400000 1 TEST
452.20 1 TESY CDBE
253,00 1 DES EDMR
283,00 3 HFG EONK

700, 750« 800, BE0o ©S00.

«009 ,L009 4010 o010 .010

RES

D))

1]

/,,.s\\\
N -

T160-4L




S=RN@ ‘ TR=091

V=

APPENDIX C

METEOROLOGICAL DATA BASE

HT : Long term average daily total insolation on a horizontal surface
[kJ/m® (Btu/ft?)]

KT Long-term average cloudiness index

TA Long-term average daytime ambient temperature [C (F)]

CLNO Clearness number

DIR Annual normal incident direct radiation”
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APPENDIX D

PERFORMANCE METHODOLOGY DESCRIPTION®

D.1 INTRODUCTION

This appendix extends the utilizability method of Hottel and Whillier (1955)
and Liu and Jordan (1963) for calculating the long-term average energy deliv-
ery of flat-plate collectors to concentrating solar collectors. To circumvent
detailed derivation for the practical engineer, Sections D.2 through D.7 pre-
sent the derivation while Sections D.8 through D.10 constitute a users' guide
which may be understood independently. The solar radiation correlations which
form the basis of the model are discussed by Collares~Pereira and Rabl (1978).

Recent investigations by Klein (to be published)** and by Beckman et al.
(1977) have reconfirmed the usefulness and general validity of the Liu and
Jordan approach, while pointing out corrections to the underlying meteorolog-
ical correlatioms which are needed for improved accuracy. This approach auto-
matically averages year-to-year weather fluctuations and is sufficiently sem-
ple to permit hand calculation. While an hour—-by—hour simulation may be
needed to predict the detailed performance of a particular installation, only
average performance is of interest for general collector comparisons and for
mass marketing calculations. For the latter purpose, the utilizability method
is not only much simpler but also more reliable.

The method averages weather data over many locations and years. Although this
smoothes out weather peculiarities of particular locations, this is not a
drawback. For example, a manufacturer would prefer to sell a single collector
that is a good compromise for many locations instead of offering a different
collector optimized for each location.

This model predicts long-term average collector performance if the average re—
ceiver operating temperature (inlet, outlet, or mean fluid temperature) is
known. If an operating temperature is not explicitly known, this method can

*This appendix has been submitted as two articles for 'publication‘ in Solar
Energy: M. Collares—Pereira and A. Rabl, "Derivation of Method for Predicting

Long-Term Average Energy Delivery of Solar Collectors; and M. Collares—Pereira
and A. Rabl, "Simple Procedure for Predicting Long-Term Average Performance of
Nonconcentrating and Concentrating Solar Collectors,” Solar Energy, Vol. 23,
pe 235 (1979).

**%Klein's definition of utilizability is slightly different from ours, but his

method is equivalent to ours. For the example of the flat-plate colIéctor in
Table VI of Collares-Pereira and Rabl‘flng), Klein's method is in agreement
to 1% if the same value is assumed for Hd/Hh'
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be combined with the ® f-Chart method of Klein and Beckman (1978) which ac-
counts for the penalties due to finite storage capacity. Although the @
f~Chart method was developed for flat-plate collectors, it may be extended to
all collector types if the ¢ HT product of Klein and Beckman (1978) is re-
placed by our ¢ Hcoll product (see Eqs. D.9-1 and D.10-5).

Experience in evaluating models of the Liu and Jordan type has shown that
although the basic method is correct, specific formulas may be inaccurate be-
cause they are based on limited data. .Therefore, Sections D.2 through D.7
present the derivation in detail in order to facilitate fine tuning of the
- model as more insolation data (beam and diffuse) become available.

Section D.2 of this appendix presents the factors rh_gnd Ty correlation fac-
tors between the average instantaneous irradiance I and the average total
daily irradiation H. These are convoluted with the incidence angle cosines to
vield a formula for the long-term average daily total insolation ﬁcoll reach-
ing the collector aperture during operating hours. The operating time from
to- hours before noon to tot hours after noon is specified as input to account

for collector shading.

Section D.3 shows that the radiation actually absorbed by the receiver can be
approximated by the product of ﬁcoll and the average optical efficiency ﬁo'
The average optical efficiency is obtained by averaging the instantaneous op-
tical efficiencies n, over an operating day.

Section D.4 describes the connection between instantaneous efficiency and
long-term performance. The analysis is based upon the utilizability concept
of Hottel, Whillier, Liu, and Jordan. The utilizability ¢ is the fraction of
the daily average total incident solar radiation (D = day; t = time of day)

N
-1 : -
B 11 ™% Z / I, 11(t) dt (D.1-1)

which is above the critical intensity level

q
1 = _loss

x 0N A ?
o

(D.1-2)

where qloss/A is the heat loss per unit aperture area of the collector. The
utilizability is defined as
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.
N c
Y f (1 (,t) -1 (D,t)], dt
~y 2 coll be +
DL -t
¢ = . , (D.1-3)
N c
Dzl {t~ I ,;(Dst) de
c

where the plus sign under the bracket indicates that the summation and inte-
gration include only positive contributions. In terms of ¢, the long-term
average daily total energy delivered by the collector is

Q=A¢Fn H ;5 , (D.1-4)

where F is the factor in the Hottel, Whillier, Bliss equation (Duffie and
Beckman 1974; Kreith and Kreider 1978) that accounts for heat removal effi-
ciency. By a series of manipulations, the insolation values in Eq. D.l1-3 can
be replaced by location-independent, long-term average radiation correlations*
(Collares-Pereira and Rabl 1978;%* Liu and Jordan 1960).

Section D.5 approximates ¢ by simple analytical expressions that depend on
only three variables.

Section D.6 addresses the choice of nominal collector cutoff time tee

:Section D.7 presents a comparison of the model with the results of an hour-by-
hour summation of radiation data. The average agreement is better than 3% for
the available radiation data Hcoll and 5% for heat delivery of thermal collec-
torS. ) . .

*This study is based on pyranometer plus pyrheliometer measurements that have
recently been made available by the Aerospace Corporation. The data were
taken at Albuquerque, N.M.; Fort Hood, Tex.; Livermore, Calif.; Maynard,
Mass.; and Raleigh, N.C., with approximately two years at each statiomn.

#*%Fluctuations in hourly insolation Igf)/f are expected to be larger than fluc—
tuations in daily insolation H(f)/H since the reference period is shorter.
Because of the dearth of data on hourly frequency distributions, we have used
the fractional time distribution for daily insolation values, H(f)/H. In so
doing we smooth some of the fluctuations of solar radiation and hence under-
estimate the output of thermal collectors. Since the time we derived the
least-square fits for our curves, the frequency distributions have been
reinvestigated by S. A. Klein and J. A. Duffie (1978) and by M. Collares-—
Pereira and A. Rabl (forthcoming).
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D.2 LONG-TERM AVERAGE INSOLATION ﬁcoll AVAILABLE TO COLLECTOR
To simplify the presentation, assume that:

(1) the portion of the ground seen by the collector, if any, has the
same average brightness as the -sky, and

(2) the collector operates symmetrically around solar noon. The
arguments can be carried through for more general operating con-—
ditions; one example being when the turn-on time't and the
turn-off time t o+ of a collector are different due to heat ca-
pacity effects or due to alignment away from the north-south di-
rection. We consider a collector of geometric concentration C
and allow for the possibility that C is low enough for a signif-
icant fraction of the diffuse irradiation I to be accepted. To
a good approximation, I can be assumed to be isotropic; then
the instantaneous irradiation available to the collector is

- 1 -
Iqp=cos 8 o I +5 I, (D.2-1)

where © 1 1s the solar incidence angle on the collector.

col
The long-term average daily total irradiatiom Hcoll available to the collec-
tor during operating hours (i.e., from t = -t, to t = +t,) is obtained by
integrating over time of day t and averaging over a large number N of days:

N At
1 c 1 _
Hol1 ° W DZ; . (COS % oll b(D t) +5 d(D t)) . (D.2-2)

Because of the magnitude of year-to—year fluctuations in solar radiatiom, the
result is representative of the true long-term average only if the summation
includes data for many years, preferably more than ten. Typically, one is
interested in the average corresponding to a particular month of the year; in
that case the summation should include the days of the month in question, for
all years for which data are available. (A month is a useful but rather
arbitrary time interval, and long-term averages could be defined equally well
for a day, a week, a season, or the entire year.)

Now, we replace the beam irradiance Ib by (Ih - Id)/cos 8, where 6 is the so-

lar incidence angle on the horizontal. Interchanging the integral and summing
in Eqe. D.2-2, one obtains an expression o
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which shows that only the long~term averages of the irradiances
- 1 N
L) =5 1 L, (D.2-4)
D=1
and
- 1 N
I (0) =5 y 1,(0,t) (D.2-5)
D=1
are needed to predict Eco « It 1is convenient to replace irradiance I by
daily total irradiation H by defining conversion factors
N
L, (e) Dzl ()
H (D)
. pa1 P
and
N
) Dzl I,(D,t)
rd(t) = = . (D.2-7)
i N
d L Hy D)

o
oy

To an excellent approximation, ry and Iy depend only on time of day t and sun-
set time t, and can be represented* by the functions (Collares-Pereira and
Rabl 1978; Liu and Jordan 1960):

*These expressions for r; and r, were obtained by combining data before and
after solar noon and thus neglect any systematic morning/afternoon differences
which do occur in some locations; e.g., Colorado in summer. This has no ef-
fect on the prediction of radiation availability H , and for thermal col-
lectors it is ome of the "smoothing assumptions” that lead to underprediction.
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(e )l

-7

cos W = cos ws

T
= - - '2_
rd(m’ws) Tsinw =-w cos ® (@ 8)
; s s s

and
rh(w,ms) = (a + b cos w) rd(w,ws) ,- (D.2-9)
where

a = 0.409 + 0.5016 sin(w, = 1.047),
b = 0.6609 - 0.4767 ‘sin(wg = 1.047),

3
]

length of day = 86,400 seconds,

and all times have been expressed as hour angles from noon in radians:

27rtS

_ 2mt _ -

In terms of ry and ry, the insolation available to the collector becomes

- = ¢ cos fon
Hcoll - Hh -t cos © rh(t) dt
c
t
c  fcos 6
= coll 1
H/:t (——a—s—e— E)rd(t> dt . (D.2-11)
. .

The time integrals are abbreviated by

t
c cos 9O
_ cotl 1 _
R, = [_t <—————COS 2 C)rd(t) dt (D.2-12)
c
and
cos B8
ll
R, = / — e r, (t) dt (D.2-13)

in order to write the insolation available to the collector in the simple form

_ Hy\ _
B 1, = (Rh - Ry :—)Hh . (D.2-14)
N
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We have chosen to enter the diffuse irradiation by means of the ratio

N

= L H D)
- ’—’%——-——— (D.2-15)

_d
By D=21 H (D)

~ because analysis of insolation data has shown that this ratio can be corre-
lated quite well with sunset hour angle w, and with long-term average clear-
ness index (equal to the ratio of terrestrial over extraterrestrial irradi-
ation)

~i
]

(D.2-16)

ofF| !

by the equation (Collares—Pereira and Rabl 1978)'

i

. -
=== 0.775 + 0.347(w_ - -2’1) - [o.sos + 0.261(ws - %’)] cos[2(K, - 0.9)]

ot

for 0.4 (K, < 0.75.

The above discussion shows that Eq. D.2-14 for Hc is completely equivalent
to a summation of instantaneous insolation data for a particular location 1if
rys Ty, and H,/H represent the correct long-term averages for that loca-
tion. The validity of our radiation model is therefore guaranteed to the
extent to which ry, Ty, and H /Hh can be approximated by the location-
independent analytical expressions of Eqs. D.2-8, D.2-9, and D.2-17.

The quantities Ry and Ry depend on collector type, sunset time, and cutoff
time; they are tabulated in Tables D-1 through D-5* for the principal collec-
tor types. The calculation of Ry and Ry is straightforward although in some
cases a bit tedious. The simplest example is provided by the two—axis tracker
because it satisfies cos ecoll = 1 at all times.

*In Tables D-1 through D-5, d is equal to sin W, - w; cos ug.
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Table D-1. FUNCTIONS R, AND Ry FOR FLAT-PLATE COLLECTOR WITH TILT B

-

1 cos (A=B) . P .1 _ ‘ . b, )
=3 ’:( = +5 (1 cosB))(a51nwc+2(51nwc-c05mc+wc)>

- eos A B) g 42 (1 - cos B)cos w aw_ + b sinw |
cos A s 2 s ¢ ¢

_1 cos (A -8) 1 .
Rd =3 |: (—-—-—-———COS N 5 (1 + cos B))?ln mq

_ ( cos (A - B) o

D1 |
o5 X 0s WL 2 (1 + cos B) cos ws> wc}

Table D-2. FUNCTIONS R, AND Ry FOR CONCENTRATORS WITH FIXED APERTURE
(e.g., COMPOUND PARABOLIC CONCENTRATOR) WITH TILT B, LATITUDE A

_cos (A = B) _ N _ ' b :
B e ( (a - b cos ws)51n w, = acoswlw, + 5 (51;1 w, cos o _+ “%c‘)

1 Jlcos (A =-8) 1}, (COS “s _ cos (A - 8) '
Rd T d l:( cos A C)Sln Ye + C cos A cos Wy o,

ot

Table D-3. FUNCTIONS R, AND R4y FOR A COLLECTOR TRACKING ABOUT
EAST-WEST IS

For high concentration C 2 10:

W

Rh-dcosk (f) dw (a + b cos w) (COS w + tan 8)
1 ujc 2 2 1/2
‘Rg'= Tos X [ © dw (cos” w + tan” §)

0

For low concentration C < 10:

.

w
= 1 ¢ 2 2,1/2 _ cos X o
Rd = T eos X '/;) dw ((cos w + tan 6) C (cos w - cos ms))
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Table D-4. FUNCTIONS Rh AND R4 FOR A COLLECTOR TRACKING
ABOUT NORTH-SOUTH AXIS . 1

~ Tilt B of tracking axis = latitude A (polar mount):

aw +bsinw
c c

Rh d cos A

w

L .
d cos X for high concentration, C > 10.
Rd =
wc sin wc - u)c cos W
d cos A . cd for low concentration, C 10

Tilt B of tracking axis # latitude X:2

w
c

Rh =q cos % f dw (a + b cos w) g(w)
0

with g(w) = (sin2 w + [cos (A = B) cos w

+ tan § sin (A - B)]2]1/2
,
1 “e
d cos A ‘/; dw g(w) for high concentration, C 2 10
w sinw_ - W cos @,
.___1.__.._ ¢ dw ((.0) - C c .8
d cos A 0 g cd
.

for low concentration, C < 10

8The integrals can be evaluated by Simpson's rule.
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Table D-5. FUNCTIONS R, AND R, FOR, ACOLLECTOR WITH
TWO-AXIS TRACKING ———

aw +.b sin w
c [od

R‘h = d cos XA cos ¢

é w

c . .
J cos % cos for high concentration, C 2> 10

'Rq = < W sinw =-w_ cos W
S . c - C (&4 S
"+l dcos Acos§ Cd
—— . »
\ ' for low concentration, C < 10

The solar incidence angle on the horizontal is given by

cos 8 = cos § cos A (cos w - cos ms) , (D.2-18)

where § is the solar declination and A the latitude. When Eqs. D.2-9 and

D.2-18 are inserted into the definition of Rh (Eq. D.2-13), the integration
yields

aw + b sin w
c c

Rh,Zaxis "~ Tein w, - W, cos W) cos S cos A * (D.2-19)

Rd for the same collector is

W sinw -w cos
R _ 1 c _ c c s
d,2-axis (sin w, = ws cos ws) cos § cos A C °

(D.2-20)

Note that Ry for the case in which C >> 1 can be obtained from the correspond-
ing equation for Rh by setting a = 1 and b = 0. For collectors that are sen-
sitive to the exact value of the ground reflectance, Egs. D.2-12 and D.2-13

must be appropriately modified. For the benefit of readers who wish to verify
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our calculation of Ry and Ry for other collector types, we list as an inter-
mediate result the ‘cosine ratio (cos 8.017)/cos 8 in Table D-6.

»

D.3 LONG-TERM AVERAGE OPTICAL EFFICIENCY

Of the irradiance T.o11 reaching the collector within its acceptance angle,
only a fraction n, is absorbed by the receiver; the rest is lost because of
optical imperfections of the collector; for example, absorption in the reflec-
tor. (In the flat-plate literature, N, has also been called the oT prod-
uct.) For most collectors, the optical efficiency varies significantly with
incidence angle and hence with time of'day. For the purpose of calculating
the long-term energy delivery one could measure the detailed functional depen—
dence of n, on incidence angle and then fold this functional dependence into
an hour-by-hour simulation or into the integration underlying the functions Ry
and R, in Egs. D.2-12 and D.2-13. Fortunately, such a tedious procedure can
be avoided by working instead with the long-term average optical efficien-
cy n_ (Tabor 1978*). Use of ﬁo is mathematically equivalent and greatly sim—
plifies both collector testing and analysis. no is defined as the average of
n_ over time of day t and over a large number N of days D, weighted by the

o
irradiance Icoll(D,t):

N t

1 c

5 Dzl f n(@,t) I ., (D,t) dt
n = ‘ ° (D‘3_1)
o N t

1 z I c
= I (D,t) dt
N D=1 _tc coll

The denominator in this equation is the long-term average daily irradia-
tion H available to the collector, and the numerator is the long~term av-

¢oll = .
erage irradiation Hcoll,abs actually absorbed by the receiver:

Hcoll,abs

Since the angular distribution of the beam component is nearly uniform when
averaged over the year, it follows that ﬁo must be almost completely indepen-—
dent of clearness index. Furthermore, one does not need a large number of
days to evaluate n , provided the range of incidence angles corresponding to
the days and hours in Eq. D.3-1 is representative of the year-round average.

*Tabor's use of an average filter factor Fe in his Eq. A2 is equivalent to our
long-term average optical efficiency.
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Table D-6. RATIO (cos 6_ . )/cos © FOR DIFFERENT COLLECTOR TYPES AS A
FUNCTION OF w, w_, A, B, and §

cos scoll
Collector Type cos ©
_ (cos w = cos w')
Flat plate (azimuth ¢ = 0) coioékk = (cos w = cos ws)
; s

cos B _ [cos (w - ¢o) - cos (w; - ¢o)]

cos A (cos w - cos ws)

Flat plate (azimuth ¢ # 0)

(with sin 86 = cos B sin A 4A§in’6 cos \ cos ¢

and tan ¢0 =

sin B sin ¢ )

cos B cos A + sin B sin A cos ¢

cos (l‘—.B) (cos w - cos wé)

CPC (azimuth ¢ = 0)

cos A (cos w = cos ws)
One—-axis tracking, ‘ (c032 w + tan2 6)1/2
E-W oriented _ cos A (cos w - cos wS)
One-axis tracking, {sin2 w + (cos (A =B) cos w+ tan § sin (A - B))Z}l/z
N-S cos A (cos W = cos ws)
1

Two—axis tracker
cos 8§ cos A (cos w - cos ms)
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For most collectors sufficiently accurate results can be obtained by measuring
‘the average day-long performance during a single clear day. For thermal col-
lectors one should medsure the heat output Qout (in watts) at zero heat loss
(i.e., when receiver surface temperature Tr equals ambient temperature Ta) and
integrate over time of day to get n, as

tet
/ [a . (t)/A]at
-t
- TFe _
j’ Icoll (t) dt
-t

measured on a clear day, with the receiver at ambient temperature. The turn—
on and turn—-off times te and t_, should be typical of actual collector oper-
ation, and the demand for testing on a clear day is added to insure uniform
distribution of beam insolation.

If the condition T, = T, cannot be satisfied, one must correct Eq. D.3-3 by

adding the daily total heat loss calculated-from the known U-value

t
f ct < qout(t) + U[Tr(t) - Ta(t)])dt
c

no = tc+ (D.3"4)

/ I(t) dt
-t
c—
if the receiver temperature Tr(t) has been monitored, and

f (qout(t + 0T () - Ta(t)]> dt
o =t '

- " AF
n, == tc+ , (D.3-5)
/ I(t) dt

-t
e c=

if the average fluid temperature Tf(t) has been monitored.

A comment should be added regarding the relation between N, and partial loss
of diffuse and circumsolar radiation (Grether et al. 1974). To a certain ex-
tent, whether such losses are included in the insolation model or in the opti-
cal efficiency is a matter of bookkeeping. We have found it most cenvenient
to define the optical efficiency of collectors with low concentration (C § 10)
with respect to the radiation IColl within the acceptance angle (i.e., beam
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plus 1/C diffuse). For collectors with high concentration (acceptance half
- angles smaller than 2.8°) we assume that the efficiency is specified in terms
of the beam radiation measured with a pyrheliometer of 2.8° acceptance half
angle, as 1s standard practice. Thus the measured n_ automatically includes
the loss of circumsolar radiation, but only for the time and location of the
collector test. The problem of extrapolating to areas with different behavior
of circumsolar radiation requires further analysis.

D.4 ENERGY DELIVERY OF THERMAL COLLECTORS

The Hottel-Whillier-Bliss equation (Duffie and Beckman 1974; Liu and Jordan
1960) for the instantaneous collector efficiency

n = F[no - U(T ] (De4-1)

co1l ~ TalTeo11

serves as a starting point, with the notation

U = collector loss coefficient or U-value (W/m2 C) relative to
aperture area A,
n_ = optical efficiency
Icoll = irradiance (W/mz) on collector aperture within acceptance
angle of collector,
Tcoll = collector temperature, specified either as receiver
surface temperature T,, average fluid temperature Te = (Tin
+ Tout)/Z, inlet fluid temperature T; , or outlet fluid tempera-
ture Tout’
F = heat extraction or removal efficiency factor which
accounts for temperature base chosen for Teo11®

The long-term average heat a delivered by the collector is obtained by inte-
grating the instantaneous collector output per aperture area A

qout

A

= F[nOI - U(T (D.4-2)

coll co1l ~ Ta)l

over time of day t and averaging over a large number N of days D

1
5 - Ta)]+ dt . (D.4-3)

N .
Z f F[no(D’t) Icoll<D’t) - U(Tcoll

The plus sign under the bracket indicates that only positive values of the in-
tegrand are to be included. The functional dependence of n, on D and t ac-
counts for incidence angle modifiers. The collector turn-on and -turn-off
times are indicated as itc from solar noon. Asymmetric operating times can
easily be accommodated by writing t_._ and tat instead of itc. Shading between
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adjacent collector modules is accounted for by choosing appropriate values for
collector cutoff time t,. ' : \

Since we want to derive a model based on horizontal -insolation data, we relate
Icoll to the hemispherical and diffuse irradiances Ih and Id on a horizontal
surface. The precise connection of Icoll with Ih and I; depends on collector
type——in particular, on the ability of the collector to collect diffuse radia-
tion from sky or ground. For simplicity we specify a collector of high con-
centration, but it will be clear that the argument is general and holds for
any collector type. The irradiance available to a collector of high concen-
tration is

cos ©

_ coll - _
Icoll " cos 9 (Ih Id) > (D.4-4)

where ecoll and 6 are the solar incidénce angles on collector aperture and on
horizontal surface, respectively. '

As shown in Section D.3, the optical efficiency N, insidg the integral can be
replaced by the long-term average optical efficiency n, outside the inte-
gral. Since an average collector temperature T is assumed, and since the
fluctuations in ambient' temperature T, are relatively small, we can also re-
place the heat loss term by its long~term average

aloss =
re u(T

Coll - Ta) . (D'4_5)

Taking into account these points, we can rewrite Eq. D.4 in the form

- N At _
s Fn c [ cos 6 3
Q. _o coll _ Y106 _
A N EE:J/”t s 5 I (D,0) - I,(D,t)] I de . (D.4=6)
¢ (o]

The summation over days can be carried out in any order; in particular, one
can order the days according to their level of hemispherical insolation Ih'
We do this by interchanging 2 and f dt and then replacing

' D

I 112

1 e o o [L,t) - 1,0,t)]
N p21 b d

by the integral over fractional time distribution

1

é . .. [Ih(f,t) - Fd(f,t)] af .
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f is the fraction of time that the hemispherical irradiance values Ih(D,t) are
‘below the value Ih(f,t)., A typical fractional time distribution of hemisphe-
rical irradiance is shown in Fig. D-1 [Fig. 12 of Liu and Jordan (1960)] and’
tabulated in Table D-7 [Table 3 of Liu and Jordan (1960)]; we used this table
as the basis for our computations. In terms of fractional time distribution
we can rewrite Eq. D.4-6 as '

" cos O a ’ .
f a f ( —5% [ ¢Ee)1,¢,0)] -%93-3—> df . (D.4=T7)
An0 + |

We interchanged i and f dt to allow for the possibility that the fractional
time distributioff may vary with time of day t; in this case the f integration
would have to be done first, as shown in Eq. D.4-7. However, Liu and Jordan
(1963) found that the differences between fractional time distributions for
different times of day were small enough to be negligible as far as the calcu-
lation of a is concerned. Following Liu and Jordan we shall henceforth assume
the distribution of irradiance Ih(f,t) to be given by the fractional time dis-
tribution of daily total hemispherical irradiation Hy(f).* This assumption
can be expressed by the equation

L(E,0) H(E)

— - s . (D.4—8)
Ih(t) H
where I and Hy have been normalized by their long-term averages. In terms of
the correlation function rh(t) of Eq. (D.2-6) between irradiance and irradia-
tion, I, (f,t) is therefore given by

Ih(f,t) = rh(t) Hh(f) . (D.4-9)

The values of I1; and I, are not correlated ome-to-one, but only in the sense
of long-term averages. When transforming the sum over days to an integral
over fractional time distribution we have implicitly neglected relative fluc-
tuations beween I; and I . The resulting error should not be too serious be-
cause the hemispherical component dominates. In any case, it must produce a
conservative estimate of a, just like all the other approximations that smooth
fluctuations in operating conditions. Hence we assume the equivalent of Eq.
D.4-8 for the diffuse component

*The curves of Liu and Jordan (see Fig. D-1) have been reconfirmed except for
some discrepancy which is due to the fact that Liu and Jordan, lacking the
power of modern computers, had to assume a single value of extraterrestrial
insolation for the entire month and thereby obtained some unrealistically
large values of XK.. In view of the other uncertainties and approximations we
decided not to redo the analysis of the curves at the present time.
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‘Table D-7. - FRACTIONAL TIME DISTRIBUTION Ky
AS FUNCTION OF f and K a
Value of f for Kh =
Ry 0.3 0.4 0.5 0.6 0.7
0.04 0.073 0.015 0.001 0. 000 0.000
0.08 0.162 0.070 0.023 0.008 0.000
0.12 0.245 0.129 0.045 0.021 0.007
0.16 0.299 0.190 0.082 0.039 0.007
0.20 0.395 0.249 0.121 0.053 0.007
0.24 0.496 0.298 0.160 0.076 0.007
0.28 0.513 0.346 0.194 0.101 0.013
0.32 0.579 0.379 0.234 0.126 0.013
0.36 0.628 0.438 0.277 0.152 0.027
0.40 0.687 0.493 0.323 0.191 0.034
0. 44 0.748 0. 545 0.358 0.235 0.047
0.48 0.793 0.601 0.400 0.269 0.054
0.52 0.824 0.654 0.460 0.310 0.081
0.56 0.861 0.719 0.509 0,360 0.128
0.60 0.904 0.760 0.614 0.410 0.161
0.64 0.936 0.827 0.703 0.467 0.228
0.68 0.953 0.888 0.792 0.538 0.295
0.72 . 0.967 0.931 0.873 0.648 0.517
0.76 0.979 0.967 0. 945 0.758 0.678
0.80 0.986 0.981 0.980 0.884 0.859
0.84 0.993 0.997 0.993 0.945 0. 940
- 0.88 0.995 0.999 1.000 0.985 0.980
0.92 0.998 0.999 0.996 '1.000
0.96 0.998 1.000 0.999
1.00 1.000 1.000

8From Liu and Jordan 1960, 1963. Note change in notation

from KT to Kh.
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I,(£,t) _ H,(£)

- - (DY4-10)
Id(t) Hd
or, in terms of the conversion factor rd(t) of Eq. D.2-7,
Id(f,t) = rd(t) Hd(f) . (D.4-11)

For the relation between Hd(f) and Hh(f), we refer to the correlation

Hd(f) , , )
Hh(f) = d(Kh) = 1.188 - 2,272 X + 9.473 K, - 21.856 K+ 14.648 K s
with clearness index
H, (£)
K = %D = > } (D.4-13)

which was recommended in Collares-Pereira and Rabl (1978). The seasonal vari-
ation in the relation between Hd and Hh that was foEnd by Collares-Pereira and
Rabl has almost no effect on the calculation of Q, and thus the year-round
average correlation D.4-12 is acceptable for the present purpose. In terms of
the function d(KhL Id(f,t) can be written as

Id(f,t) = rd(t) d(Kh) Hh(f) . (D.4-14)

Inserting Eqs. D.4-9 and D.4-14 into Eq. D.4-7, a new expression for Q is ob-
tained: C

€ 1 -
= c cos © q
- - f at f ar | —= {r, () - ry(v) dlk ()]}, () - 2222
-t 0

- +
c~ - AnO

(D.4~-15)
which shows the advantage of having transformed everything to fractiomal time

distribution. Since the integrand increases monotonically with £, the sub-
script + to the expression can be dropped if a lower limit f  is indicated for

the f integration; f is that value of f for which the integrand vanishes.
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If the leat loss were zero, the lower limit fX would also vanish, and the
right side of Eq. D.4-15 would integrate to
|
d -
Bp ~ Ry %; B oo
which is just ﬁcoll of Eq. D.2-14 with the rotation factors Rh and Rd. (Note
that the f integrations yield

1

é H (£) df = B

and (D.4~16)
1

/ d(k,) H (f) df = &

0 d

in that case.)

At this point we recall _the relation D.1-4 between wutilizability
function ¢ and energy delivery Q:

—L -4 &
AFn
o

COll e (D.4—17)

Comparison between Eqs. D.4-15 and D.4-17 shows that ¢ can be calculated from
the formula

e fl cos ecoll Y10ss
vo) S T I R a R ® - i
(o X o

(D.4~-18)
Our definition of ¢ includes the cutoff time te explicitly and therefore dif-

fers, both in concept and in numerical value, from the ¢ curves defined by
other investigators.

D.5 SIMPLIFICATION OF UTILIZABILITY

In the last section we have approximated the exact expression (Eq. D.1-3) for
the wutilizability (which needs actual insolation data as dinput) with
Eqe. D.4~18, which is based instead on long-term average correlations. The
latter equation is simpler and more universal, but it is still too complicated
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to be practical because it depends on a large number of variables (e.g., col-
lector type, tracking mode, latitude, declination, and cutoff time, in addi-
tion to clearmess index and heat loss). If the lower limit fX of the frac-
tional time integration were independent of time of day t, the order of inte-
gration could be interchanged. Then the integration over t would be straight-
forward and result in the simple expression ’

P —fl [r, =R, &k )] H_(£) _ 2% Yoss’ ﬁ | df (D.5-1)
- £ & d 2l By - } coll > )
X , L

An
o

with the functions Ry and Ry as defined in Eqs. D.2-12 and D.2-13. With the
tildg we indicate that this expression is not the correct ¢. The formula
for ¢ can be simplified further by defining a ratio

R = — , (D.S"z)
Rq
and a critical emergy ratio
2t q
X = _c _loss (D.5-3)
A'no Hcoll

of daily total heat loss over daily total absorbed insolatiom. Inserting
Eq. D.2-14 for ﬁcoll into the first term of Eq. D.5-1 and dividing by R; we

obtain
1 .
5 1 - R 4K, )\ H (f)
(b =f [( — h ) 1: - X] df 3 (D‘5_4)
fX ’1 - R‘ Hd/Hh H

h
We recall that

is a function of Kh which in turn depends only on f and ih; in other words,

(k) = d[Kh(f,'Kh)] .

Therefore, $ depends on only three variables: R, K , and X. This observation
provided the crucial clue to developing simple correlations for ¢. From an
exhaustive numerical analysis we found that ¢ and $ differ by less than 107
for all reasonable operating conditions: ’

< 1; (D.5=5)

0.9 £

~

ole

the discrepancy increases with X and vanishes for small heat losses. Only
when the heat loss 1is so large as to imply utilizability values below about
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0.4 does the discrepancy become excessive; in fact, under these circum-
stances, ¢ curves may differ markedly even though their R parameter is the
same. We do not believe this to be a serious limitation of our approach be-
cause it is unlikely that a collector with ¢ < 0.4 could be economical.

Having learned that ¢ can be approximated by a function of R, K , and X, we
discarded E and developed analytic expressions directly by comparison with the
correct expression (Eq. D.4-18) for ¢. The coefficients of these expressions
were determined by least-square fits to ¢ values computed for a wide range of
conditions:

Collector type (flat plate, CPC, east-west axis, polar axis, two—axis),
Each month of the year,

Latitude (0°, 10°, 20°, 30°, 50°),

Tilt (= latitude +0°, +15°) ,

Cutoff time t, (3 h, 4 h, 5h, 6 h), ,

Critical energy ratio X (0, 0.1, 0.2, . . ., 1.2),

Clearness index Eh (0.3, 0.4, 0.5, 0.6, 0.7).

Inequality (Eq. D.5-5) implies that such a procedure will approximate the cor—
rect ¢ with a maximum error of less than about- 5%Z. For flat plates and for
nontracking collectors of low concentration (e.g., CPC), the R parameter
ranges from about -0.1 to 0.8, and the fitting procedures yielded

b = exp[-X + (0.337 = 1.76 K_+ 0.55 R)X%] (D.5-6a)
for 0.3 ¢ K < 0.5 and 0 ¢ x L2 ;
and
¢ = 1= X+ (0.50 = 0.67 K + 0.25 R)X? (D.5-6b)

for 0.5 ¢ K, < 0.75 and 0 S X 1.2 .

The standard deviation between these fits and ¢ of Eq. D.4~-18 is approximately
0.01 for 1 > ¢ > 0.7 and 0.02 for 0.7 2 ¢ 2> 0.4, For the flat plate by itself
a slightly closer fit could be derived, but we do not consider the improvement
significant in view of all the approximations involved in this approach;
hence, we lumped flat plates and nontracking concentrators together.

For tracking concentrators of high concentration (C 2 10) the R parameter lies
in the range of 0.95 to 1.06. The corresponding variation of ¢ with.R turns
out not to be sufficiently strong and systematic to justify keeping R as a pa-
rameter for this case. We derived separate fits for east—-west axis tracking,
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polar axis tracking, and two—axis tracking but found insignificant gain in ac—
curacy over a single fit for all collectors of high concentration:

X + 0.341 K, X° (D.5-6¢)

b= 1 - (0.049 + 1.44 K,) )

for 0.3 { K 0.75 { and 0 { X ¢ 1.2 .

~

For exceptionally clear climates, i.e., Kh 2 0.75, a single straight line fit
¢=1-X for K> 0.75 (D.5-6d)
is recommended for all collector types.

Since the radiation correlations used in this paper treat the diffuse and the
hemispherical radiation as independent components and since these correlations
were optimized for accuracy during the central hours of the day, relatively
large errors may occur for the beam component near sunrise and sunset. For
extremely cloudy days, they may result in the prediction of periods of nega-
tive beam insolation. As a consequence of such manifestly unphysical contri-
butions, Eq. D.2-14 for ﬁcoll may underpredict the radiation availability,
while Eq. D.4-18 for ¢ has a built—in cutoff fx(t) which compensates for this
error by yielding ¢ values slightly larger than 1.0 at X = 0. We did indeed
find ¢ (X = 0) =1.03 forK =0.3, and ¢ (X = 0) = 1.0l for Eh = 0.4.
For K, > 0.5, this effect amounted only to a small fraction of a percent.
This apparent inconsistency illustrates our comment about the difference be-
tween the validity of the basic method and the inaccuracy of specific correla-
tions that are derived from limited data. We could correct for this effect by
multiplying ﬁcoll of Eq. D.2-14 by ¢ (X = 0) as calculated from Eq. D.4-18,
but we decided to neglect this effect because of the poor statistics of the
data base currently available for Eh < 0.4.

D.6 CUTOFF TIME t.

The model has been constructed for explicit input of cutoff time t, in order
to permit greater flexibility and applicability in situationms with any shading
configuration. The cutoff time is limited by optical constraints and may be
further reduced by thermal considerations for thermal collectors.

The highest possible value of the cutoff hour angle w, is the sunset hour an-

gle w, for a completely unshaded collector. For fixed collectors u, also has

to be less than w', defined by
s

cos w; = —tan § tan(A - B) , (D.6-1)
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except in the unlikely case of a collector that can operate on diffuse radia-
tion alone. In collector arrays some shading between adjacent rows will usu-
ally occur close to sunrise and sunset, and w, has to be calculated from the
trigonometry of the collector array. This is straightforward for an array
with continuous collector rows, for example, with long horizontal parabolic
troughs. For arrays with rows of separate collector units (e.g., parabolic
dishes) the analysis of shading is more complicated. In either case a good,
albeit slightly optimistic, approximation is obtained by setting t. equal to
the time at which half of the collector aperture is shaded.

For nontracking concentrators of the CPC type, the optical cutoff time depends

on the acceptance half angle SC of the collector. If a trough-like CPC with
east-west axis is mounted at tilt B = latitude A, w, is given by

cos W = ——— , (D.6-2)

For CPCs with concentration C 2 2, the tilt generally differs from the lati-
tude, with tilt adjustments during the year, and w, is given by

- tan §
¢ tan (A - B + SCG/IGI) :

cos W (D.6~3)

Note that for a CPC with tilt adjustments, it should always be verified that
the sun at noon is within the acceptance angle.

For most thermal collectors the cutoff time will be smaller than t. ,max be-

cause for times t close to t, ¢, max the insolation may not suffice to overcome
the heat losses. c th 1s defined as the time at which the heat loss equals
the solar irradiance on a clear day. To find a procedure for calculation of
the daily heat delivery Q, even if tC th 1s mnot known explicitly, we plot in
Fig. D-2 the typical variation of Q with t.» The solid line shows Qexact as
obtained by means of the expression (Eq. D.4~18) for $oggcre During times
en < <t ,max the insolation is below the critical level even on clear
days, and the lower limit £ (t) of the fractional time integration in

Eq. D.4-18 is equal to 1. Hence, time intervals beyond tc th contribute noth-

ing to Qexact’ and the graph of Qe versus t, is flat for t. ? tC the Of
course, for t. < t, ,th? periods of useful energy collection are missed and
Qexact(tc) is smaller than Q xact(tc,th) .

The dotted line in Fig. D-2 shows 6, the energy delivery calculated by means
of the incorrect utilizability 5 of Eq. D.5-1. 6 increases with t, up to a
maximum near t, = tc th and then decreases. The decrease at large t occurs
because ¢ averages the utilizability over the entire day and contains no mech-
anism for excluding periods near the end of the day when the insolation is be-
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Figure D-2.' Typlcal Variation of Heat Dehvery Q with Cutoff Time tc for
Ditferent Methods of Calculation

The utilizability of our model, ¢model’ given by Eq. D.5-6, 1is based on the
functional form of ¢ but fitted to the exact expression ¢ exact of
Eq. D.6-17, Therefore, the energy delivery Q odel (t ) predicted by our model
also has a maximum near ta c th? and it is closer to Qe than Q, as
shown by the dashed line 1n Flg. ’D-2. In order to select the best value of
tes i.e., the one most likely to yield the closest approximation to Q , we
note that a smaller te implies a larger ¢ and this, in turn, implies better
agreement between ¢model and ¢exact Therefore, t, should be chosen to be as
small as possible without causing any loss of usable insolation. This is the
case for t = t . The thermal cutoff time te th could be calculated ex-
plicitly from the radiation correlations underlylng the present model; how-
ever, we are prlmarily interested in Q, not in t,, and the precise value of te

does not matter since Q (t ) has a broad maximum. Therefore, we recommend
the following convenlent 1teration procedure for determining the best value of

tc:

175



S=21 @ m\j)) . TR-091

e Start with te tC 1= tC nax = maximum permitted by optics, as dis-
cussed above, for example, c,1 = tg for flat-plate or tracking collec—
tors if there is no shading. For the CPC, t, 1 1s given by Egs. D.6-2

’

or Do 6"'3.

e Calculate corresponding output 61.

e Decrease té by At to get mew t , =t ; - Atc' (At, = 0.5 h will give
sufficient accuracy in most cases.)

e Calculate output Q2 for t and repeat procedure until maximal 5 is

2
found. ¢
The smaller the heat loss, the closer the optimal t, will be to t c.max® This
is illustrated by the sample calculations in Tables D-3 and D-4 of Collares—
Pereira and Rabl (1978).

D.7 ACCURACY OF MODEL

Long-term performance models cannot be validated by comparison with short-term
data. The variability of the weather from year. to year is so large that pre-
diction and data for a particular period (e.g., April 1980) may differ by over
50%. However, such short-term discrepancies are irrelevant provided the long-
term average (e.g., average over all Aprils, 1980 to 2000) is predicted cor-

rectly. "Long term," in this context, means many years, preferably more than
10.

Comparison with measured long-term collector performance is desirable but im—
possible at the present time. First of all, no such data are available for a
sufficiently long period. Secondly, the measured collector output would in-
troduce all the uncertainties due to poorly known collector properties; what,
for example, is the long~term average effect of dirt on the optical efficiency
of the collector?

It is therefore more to the point to compare the model with insolation data.
We have used the data base described by Collares-Pereira and Rabl (1978) be-
cause it provides measurements of hemispherical and beam radiation. With only
five stations and only 1l to 4 years at each, this is certainly not a represen-
tative long—term data base as demanded above, but it was the best we were able
to obtain.

From these data we calculated H, for each month and used this value as input
for our model. The model prgﬁiction 6 o for various collector types was
then compared with the result Qdata obtained by summing the appropriate hourly
contributions read from the weather tapes. Table D-8 lists the most important
results of this evaluation, expressed as deviation
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Q -Q
e = model data . (D.7-1)

Qddta

Apart from tracking mode and concentration, only one collector parameter is
relevant for this2 comparison: the ratio aloss/( HOAJ of long-term average
heat loss (in W/m“) "and optical efficiency, for which we have chosen 0, 150,
and 300 W/m“ as typical values spanning all cases of interest. For zero heat
loss, 5 equals ﬁcol , the radiation available to the collector; for this case
the comparison between model and data is shown in more detail in Fig. D-4(a)
and D-4(b) of Collares—Pereira and Rabl (1978), including the test for absence
of seasonal bias.

Table D-8 indicates that H is predicted correctly within a few percent.
For thermal collectors, the magnitude of the errors increases somewhat with -
heat loss to an average of about -5% at the large heat loss of alos /(ﬁoé) =
300 W/mz. We note a general trend toward negative errors for thermai collec-
tors, especially at high heat loss. The fact that our model is comservative
and tends to underpredict is to be expected because of the smoothing assump-
tions made in Section D.8. The statistics in Table D-8 are not equally sig-
nificant for each location; Livermore and Raleigh, for example, had less than
a year's worth of reliable data.

Table D-8. COMPARISON BETWEEN MODEL AND DATA: DEVIATION e = (6

-Q dat&)/é datq 10 PERCENT AVERAGED FOR EACH LOCATIO{\IIIOdel
= = Flat Plate ?WO-AXiS Track?r
qloss/An0 (high concentration)

Location (W/mz) 0 150 300 0 150 300
Albuquerque ~1.2  -1.7  -2.8 0.5 =3.4  =8.0
Fort Hood -2.5 -5.2 -9.3 -1.1 -3.1 -4.1
Livermore ‘ -0.9 -1l.1 -1.1 -3.1 -5.9 -8.6
Maynard 1.2 -4,0 -7.3 2.6 0.7 0.8
Raleigh -1.6  -2.9  -5.2 0.3  -0.1 0.4
Average error all locations -1l.4 -2.9 -5.0 0.5 -2.4 -4,7
Standard deviation 2.4 3.9 6e5 9.2 11.8-. 15.3
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As a measure of the scatter of predicted values about the mean, we include, as
the last line in Table D-3, the standard deviation (rms error), also in per—
cent. The standard deviation increases with heat loss and with concentration
ratio and is in the range of 5% to 15%.

There are different sources of error for different collector types. A flat
plate, for example, is relatively insensitive to the ratio of diffuse over
hemispherical radiation, but it will often be operated at high heat loss where
the inherent errors of the utilizability curve dominate. For concentrating
collectors, on the other hand, the prediction of i o is less certain, but
the heat losses will usually be lower. The low heat loss coefficient of col-
lectors that are suitable for high temperature operation also implies that the
average operating temperature need not be known exactly. The need for methods
of the f-Chart type that account for effects of finite storage is greatest for
flat-plate collectors. Flat plates and CPCs are susceptible to nonuniformi-
ties in the angular distribution of diffuse sky radiation (although the re-
sulting error appears to be only a few percent), whereas collectors of high
concentration see essentially only the beam component and, therefore, their
performance predictions are unaffected by anisotropy of the diffuse radia-
tion. Thus, it seems that long~term performance predictions can be equally
reliable for most collector types. From the available evidence we conclude
that our model is reliable, but we recommend further validation and, if neces—
sary, recalibration when a much larger insolation data base (pyranometer plus
pyrheliometer) becomes available.

Further refinements may also be needed to account for spectral effects in pho-
tovoltaic converters. For collectors with wavelength cutoff, the radiation
correlations should be recalibrated with respect to the relevant portion of
the solar spectrum, another task for which data are insufficient at the pres-
ent time.

D.8 SPECIFICATION OF INSTANTANEOUS EFFICIENCY

The instantaneous collector efficiency (Tabor 1978; Hill and Streed 1976;
Simon 1976) serves as basis of the performance calculation and must be speci-
fied in a clear and unambiguous manner. In this section the most important
characteristics are briefly reviewed.

D.8.1 Specification of Insolation

Traditionally the efficiency of flat-plate collectors has been defined with
respect to hemispherical (also called global or total) irradiance I, and the
efficiency of collectors with high concentration has been defined with. respect
to beam (also called direct) irradiance Ib; this is the basic assumption of
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this appendix. For the intermediate case of concentrators with low concentra-
tion, no clear comnsensus has yet emerged. Within the framework of this appen-
dix, it is most convenient to base the efficiency of such collectors on radia-
tion within the acceptance angle. If the efficiency data are not presented in
this form, correction factors must be applied. Fortunately the conversion
from one insolation base to another is straightforward and involves only a
multiplicative factor. To find this factor, we add subscripts to the effi-
ciency. If q_ . is the collector output (in watts) relative to net collector
aperture area A, then the efficiency with respect to hemispherical irradiance

I, (pyranometer) is
qout

= ’
h A Ih

n (D.8-1)

while the efficiency with respect to beam irradiance Iy (pyrheliometer) is

q

_ ‘out _

nb = _A "I"" ° (D08 2)
b
The conversion from one to the other is therefore
. I I )

h _ d _

Ny =Ny E; =1y 1+ Ib s (D.8-3)

where I, =1, - I, is the diffuse component. Since efficiency measurements
should always be done under clear sky, the ratio Id/Ib of diffuse over beam is
about 0.1 to 0.15. This means that the efficiency curve of a collector is at
least 10% higher when stated in terms of beam radiation rather than in terms
of hemispherical radiation.

For collectors with low concentration 1 < C { 10 (e.g., CPC and V-trough), the
efficiency relative to the irradiance

1
) Ic__ Ib +'E Id (D.8-4)
within the acceptance angle is
q .
_ _out _
nc T Ic . (D.8-5)

The conversion factor from ny to n, is given by

Ib + Id

=7 — (D.8-6)
c h Ih + Id/C

n
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and the conversion from Ne to Ny is

n ° (Do 8-7)

1
=n e ————————————
c- b1+ Id/CIb

D.8.2 Reference Temperature

Several collector temperatures can serve as references for stating efficiency;
the most useful are:

Tr = average collector receiver surface temperature,
T, = fluid inlet temperature,
Tout = fluid outlet temperature, and

Ty = (Tin + Tout)/Z = average fluid temperature.

To a very good approximation, only the difference between the collector tem—
perature and the ambient temperature T, matters. The heat loss coefficient or
U value (in W/m2 C) is defined relative to collector aperture area A as

dq

U = e,
AT_-T)

(D.8-8)

where qg is the heat loss (in watts). Strictly speaking, U is not constant
but its dependence on temperature, wind, and other environmental factors is
fairly weak, and a good approximation is obtained by using an average U value
corresponding to the anticipated operating temperature. For a better approxi-
mation, we recommend Tabor's parameterization (Tabor 1978)

qy = a0 (7 -1)° , (0.8-9)

where p is a collector—dependent coefficient, typically in the range of 1.1 to
1.3 for nonevacuated collectors and somewhat larger for evacuated collectors.

In terms of U, the instantaneous collector efficiency reads

n=n_ - U(Tr - Ta)/I (D.8-10)

if the average receiver surface temperature T, is given. 1, is the optical
efficiency or efficiency at zero heat loss; it has also been called T& product
in the flat-plate literature.
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Usually it is more practical to measure the.fluid temperature than the receiv-
er surface temperature. In terms of the average fluid temperature T¢ the ef-
ficiency is

n = F'[no - u(r, - Ta)/I] , (D.8-11)

f
where F' is the heat extraction factor [called collector efficiency factor by
Duffie and Beckman (1978) and Kreith and Kreider .(1978)] given by the ratio of
the thermal conductance Ug, from fluid to ambient temperature over the thermal
conductance from receiver surface to ambient temperature:

fa

V= —
F T (D.8-12)
(In Eq. D.8~12 both U values must refer to aperture area.) If the fluid inlet

temperature T;  is specified, the efficiency is

n = F, [no - U(Tin - Ta)/I] , (D.8-13)

with the heat removal factor (Grether et al. 1974)

I;).C. . '
P, = =2 [1 - expi('.zU‘}F )] : C (.8-14)

1; mc
P

The mass flow rate through the collector (kg/s) is é, and C_ is the fluid heat
capacitance (J/kg C) at constant pressure. Finally, the dependence of effi-
ciency on fluid outlet temperature 'I‘o is given by a modification (deWinter
1976) of Eq. D.8-13: :

ut

r
n =

1~ FRUA/mg

[n, -olT_, - $a)/1] . (D.8-15)

Any of the four expressions for efficiency, Egqs. D.8-10, D.8-11, D.8-13, or
D.8-15, can be used as starting points for the calculation of long-term aver-
age performance.

D.9 INSOLATION H 1 REACHING COLLECTOR APERTURE WITHIN ITS ACCEPTANCE ANGLE

col

The long-term average daily total irradiation incident on the collector within
its acceptance angle is obtained from the daily hemispherical insolation Hh on
a horizontal surface by means of the formula
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For the energy actually absorbed per aperture area A of the collector, H coll
is multiplied by the average optical efficiency n :

(Q
The functions R, and Ry are given in Tables D-1 to D-5, and ﬁdlﬁh is the long—
term average ratio of diffuse over hemispherical irradiation on a horizontal

surface. This ratio is correlated (Collares-Pereira and Rabl 1978)  with
’the clearness index Kh and sunset hour angle Wy by

/a) =n H_ i, . (D.9-2)

abs

4 0.775 + 0.347(00 - i)— [o.sos + 0.261 (w -
i s 2 s
h

SE

)]cos [2(k, - 0.9)] .

(Do 9""'3)

For nonconcentrating collectors, the wgy dependence may be neglected by set-~
ting ws = — in this equation; this curve is shown by the solid line in Fig.
D-3 (the dotted lines show Eq. D.9-2 at woo=o- 0.2 and w, o=+ + 0.2). The
clearness index K, is the long-~term average ratio of daily total hemispherical °
insolation on a horizontal surface over H = extraterrestrial insolation = in-
solation that would have reached the same surface in the absence of any atmos-—
phere:

Kh= AHh/ﬁHP,, o (D.9-4)

Figure D-3. Hy/Hpvs. Ky, (Eq. D.2-3).
Thésohdhneconespondstoah aMZandthedashedhnes
correspond to ws = -2- - 0.2 (bottom) and ws = + 0.2 (top)

Rh and R4 depend on collector type, collector orientation, latitude, and col-
lector turn-on and turn—off times. We evaluated these functions for the fol-
lowing collector types, all with zero azimuth:
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e Table D-1 nonconcentrating collector with fixed aperture;

e.g., flat-plate collector with tilt B, latitude A;

e Table D-2 -- concentrators with fixed aperture; e.g., compound
parabolic concentrator (CPC) with tilt B, latitude Xj

e Table D-3 -- one-axis tracker of concentration C, tracking about
east—-west horizontal axis;

o Table D-4 —- one-axis tracker of concentration C, tracking about
north~south axis of tilt:
- tilt B = latitude A (polar mount),

- tilt B # latitude A; and
e Table D-5 == two—axis tracker of concentration C.

Provided internal shading effects are included in the long-term average opti-
cal efficiency n , Table D-2 applies also to high concentration systems with
fixed reflectors and tracking receivers, such as the hemispherical reflector
(Duffie and Beckman 1974; Kreith and Kreider 1978) and the segmented cylindri-
cal reflectorLdejelépgdvby General Atomic.! ‘

¥ —

Tables D=3 and D-4 hold for both reflective (mirror) and refractive .(lens)
concentrators if the aperture moves as a single unit; included is almost any
reasonable solar concentrator with trough or dish reflector or with Fresnel
lens. This is in contrast to Fresnel reflector systems; e.g., the power tower
(Duffie and Beckman 1974; Kreith and Kreider 1978), whose aperture consists of
reflector segments that follow the sun individually. For this latter case,
use of Tables D-3 through D-5 is not quite correct. If more accurate formulas
are needed for Fresnel reflectors, they can be derived by the method described
in Sections D.2 through D.7. For linear Fresnel reflectors with east-west
axes, linear interpolation between the results obtained from Tables D-2 and
D-3 should be adequate.

The remainder of this section describes in detail the terms that appear in the
equations 1in Tables D-1 through D-5. We find it convenient to express all
times t in dimensionless form as hour angle w from solar mnoon:

2Tt

W o= — with T = length of day = 24 h . (D.9-5)

Note that throughout this appendix all angles are in radians, except for a few
cases where degrees are indicated. The sunset hour angle
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corresponding to sumnset hour te, is given by

I

cos ws = -tan A tan § , (D.9-6)

where A = geographic latitude and § = solar declination. The quantities a, b, .
and d in the tables are functions of O

a = 0.409 + 0.5016 sin(ws - 1.047), {D.9-7a)
b = 0.6609 - 0.4767 sin(wS - 1.047), (D.9-7b)

and
d = sin 0y = wg cos Wy . (D.9-7c)

(Note that 1.047 radians = 60°.) In the equations for a flat plate and a CPC,
there is also the quantity m;, given by

cos wé = —-tan(X - B8) tan § . (D.9-8)
The reflectance p of the ground in front of a flat-plate collector is also
needed for Table D-1l. Recommended values (Duffie and Beckman 1974; Kreith and
Kreider 1978) are p = 0.7 with snow and p = 0.2 without snow (in the absence
of better information).
One further variable remains to be explained, the collector cutoff time t.,

or, equivalently, the cutoff angle

w = . ' (D.9-9)

If the collector is placed due south, i.e., with zero azimuth, and if its time
constant is short, it will operate symmetrically around solar noon, being
turned on at

turn-on time t, _ = -t. (D.9-10a)

and turned off at

turn-off time top =t (D.9-10b)

c._*

This has been assumed for all collectors with zero azimuth.

The model has been written for explicit input of cutoff time te in\order to
permit greater flexibility and applicability in situtations with any shading
- configuration. The cutoff time is limited by optical constraints and may be
further reduced by thermal considerations for thermal collectors. The proce-
dure of finding t, for thermal collectors is described in Section D.10.
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The highest possible value of w, is the sunset hour angle Wy for a completely
unshaded collector. For fixed collectors w, also has to be less than w! of,
Eq. D.9-8, except in the unlikely case of a collector that can operate on dif-
fuse radiation alone. In collector arrays some shading between adjacent rows
will usually occur close to sunrise and sunset, and Wy has to be calculated
from the trigonometry of the collector array. This 1s straightforward for an
array with continuous collector rows, for example, with long horizontal para-
bolic troughs. For arrays with rows of separate collector units, such as par-
abolic dishes, the analysis of shading is more complicated. 1In either case a
good, albeit slightly optimistic, approximation is obtained by setting te
equal to the time at which half of the collector aperture is shaded.

For nontracking concentrators of the CPC type (Rabl 1976; Winston 1974) the
optical cutoff time depends on the acceptance half-angle 8.0f the collector.
If a trough—like CPC with east-west axis is mounted at tilt B = latitude A, Wa
is given by

_ tan |§] -
cos w = —— e (D.9-11)
For CPCs with concentration C > 2, the tilt will generally differ from the

latitude, with tilt adjustments during the year, and w, is given by

_ tan § 19y
cos W = tan(h =B + 9c§/|5|) . . (D.9-12)

Note that for a CPC with tilt adjustments it should always be verified that
the sun at noon is within the acceptance angle.

D.10 HEAT LOSS, UTILIZABILITY, AND CUTOFF TIME

If all days and hours were identical, 5 could be obtained by simply subtract-
ing the total daily heat loss

/A =2t UT ~T ) (D.10-1a)

Qloss coll amb

from the absorbed solar energy n col is the operating temperature
of the collector (absorber surface or %luld temperature, depending on choice
of temperature base in Section D.8). Since the heat loss from transport lines
between collector and storage or point of use occurs at the same time as the
loss from the collector, i.es, only when the circulating pump is turned on,
the equation for Ql should include the loss from the transport llnes, 41ine
(which depends, of course, on the installation):

Q1oss B 2tc[AU(Tco].l B Tamb) * qline] : (D.10-1b)
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Due to the variability of the weather, the true energy gain can be signifi-
cantly higher. This feature can be illustrated by the following two artifi-
cial climates. Climate 1 has identical days, all uniformly overcast, while
Climate 2 has clear days half of the time and no' sunshine for the rest; both
climates have the same long—term average insolation H. If the heat loss of a
collector equals the peak insolation of Climate 1, no useful energy can be
collectede In Climate 2, however, the same collector can collect some useful
energy on the clear days.

It is convenient to calculate this effect once and for all for any concentra-
tor type and any climate and to summarize the result in terms of the utiliza-
bility function ¢. ¢ depends on the critical intensity ratio

(Q...74)
X = 1088 (D.10-2)
o Hcoll

bl |

and is defined in such a way that the long-term average collected energy 6 per
aperture area A is

Q/A =F ¢ n
where F 1s the heat extraction or heat removal efficiency factor. F depends
on the type of operating temperature that has been specified and is given by

1 for average receiver surface temperature T,

F' of Eq. D.1-13 for average fluid temperature T,
F = Fp of Eq. D.1-15 for fluid inlet temperature T, ,

Fp/l1 - FRUA/mC_] of Eq. D.1-16
for fluid outlet temperature Toute

The calculation up to and including ¢ is the same regardless of which tempera-
ture base (Ty., T ,rs Tgs OF Tr) is used to specify the instantaneous effi-
ciency. Only at the last step is the temperature base accounted for by in-

serting the appropriate factor F in Eq. D.10-2 for Q.

In principle, ¢ is a complicated function of many variables, but fortunately
the dependence on most of these variables is rather weak. From a large number
of numerical simulations it has been shown that ¢ can be approximated within a
few percent by a function of only three variables: the clearness index ﬁh’
the ratio

R
R == ’ (D.].O—S)

Rh .

and the critical intensity ratio X of Eq. D.10-2.
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For nontracking collectors, ¢ is given by the parametric expressions

b = exp[- X + (0.337 - 1.76 K_+ 0.55 R)X%]
o (D.10-6a)
for 003 S Kh S 0-5 and 0 S X 'S ].02

and

$=1-X+ (0.50 = 0.67 Eh + 0.25 R)XZ
(D.10-6b)

for 0.5 (R ¢ 0.75and 0 ¢ X ¢ 1.2 .

For tracking collectors of high concentration (C > 10), the R dependence can
be neglected and the fit

6 =1~ (0.089 + 1.44 R )X + 0.341 K,_x°

can be used for all values of : £ 0.75 and for 0 { X { 1l.2. For exceptional-
ly clear climates, i.e., with K 2>'0.75, the simple expression
$=1-X for K_2 0.75 (D.10-6d)

should be used for all collector types.

- The fits were derived with emphasis on accuracy at reasonmably large values
of ¢ because collectors with low utilizability will not collect enough energy
to be economical. The above expressions for ¢ are reliable whenever ¢ is
larger than approximately 0.4. At smaller values of ¢, the above fits are not
recommended (nor is a collector likely to be practical if its heat loss is so
large as to imply ¢ < 0.4). Since the above fits may increase with X at very
large X, they must not be used outside the specified range of X values.

The values of R will range from about -0.1 to 0.8 for nontracking collectors
and from 0.95 to 1.05 for collectors with high concentration. For tracking
collectors with significant acceptance of diffuse radiation (i.e., C  10), R
may fall between 0.8 and 1.0, For such a configuration, we recommend linear
interpolation in R between the R = 0.8 value of Egqs. D.10-6a or 6b and
Eq. D.10-6c, with the assumption that the latter equation corresponds to
R = 1.0. (This is not very accurate because the variation of ¢ with R-in this
range is not uniform for all K, . Tracking thermal collectors of very low con-
centration, however, appear to have little practical interest.)
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D.11 NOMENCLATURE

We use the symbols.I for irradiance (or instantaneous insolation in W/mz)
and H for irradiation (or daily total insolation in J/mz), together with
subscripts b for beam (also called direct), d for diffuse, and h for
hemispherical (also called global or total). To minimize use of subscripts,
we refer all insolation values to horizontal surface except for EC and
Icoll' Bars indicate long-term average. Note that beam is defined with
respect to the 2.8° acceptance half angle of the pyrheliometer and not with
respect to the solar disc; thus "it" includes the circumsolar component
(Grether et al. 1974).

net aperture area of collector
geometric (or area) comncentration

factor to account for heat extraction or removal
efficiency

Ho extraterrestrial irradiation on horizontal surface
(daily total)

irradiation incident on collector aﬁerture (daily total)

coll

-d diffuse irradiation on horizontal aperture (daily total)

ﬁh hemispherical irradiation on horizontal surface (daily
total)

I, solar constant = 1353 W/m?

Iy beam irradiance on horizontal surface (measured by
pryheliometer)

I.o11 irradiance on collector aperture within acceptance angle

I4 diffuse irradiance on horizontal surface

Iy hemispherical irradiance on horizontal surface (measured
by pyranometer)

Eh ﬁh/Ho = long-term average clearness index (called
KT in some references)

dout .instantaneous collector output (W)

910ss AU(T,y11 = Tapp) = instantaneous collector heat
loss (W)

Q long-term average energy delivered by collector (J)

aloss long-term average heat loss of collector (J) )

Ri>Ry functions to convert horizontal irradiation

to irradiation on collector aperture
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Ry/Ry,

‘time of day from solar noon (p.m. is positive)
collector.cutoff time (if ~t. = tc+)
collector turn—-on time (hours before noon)
collector turn—-off time (hours after noon)
sunset time )
length of day = 24 hours = 86,400 seconds
ambient temperature

(Ty, + Tout)/z = average fluid temperature
inlet fluid temperature

outlet fluid temperature

average receiver surface temperature

U value (W/m2 c)

collector tilt from horizontal surface (positive towards
equator)

solar declination
geographic latitude

optical efficiency (also called at product in the flat-

plate literature) = fraction of insolation absorbed by

absorber = efficiency if receiver at ambient temperature, i.e., mno
heat loss '

long-term average optical efficiency

incidence angle of sun on horizontal surface
acceptance half angle of compound parabolic concentrator (CPC)
incidence angle of sun on collector aperture

collector azimuth from due south, relative to horizontal
plane (west is positive, east is negative)

utilizability
2mt/T = hour angle
2ntS/T

arccos (-tan A tan 6) = sunset hour angle

Zﬂté/T arccos [-tan § tan (A - B)]
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APPENDIX E

ECONOMIC ANALYSIS AND SELECTION PROGRAM (ECONMAT)

E.1 [ECONOMIC ANALYSIS

The required revenue methodology presented in Section 4.0 permits separation
of the life-cycle cost analysis of a solar system from assumptions regarding
fuel costs and fuel cost escalation. Solar systems in a given location can
thus be modeled and evaluated under any chosen set of economic parameters; and
this set of conditions can be changed without affecting the performance and
capital cost output of PROSYS/ECONMAT. In order to perform sensitivity stud-
ies and applications rankings under a baseline economic scenario, however, an
economic analysis was devised for the program ECONMAT. This economic analysis
was used early in the end-use matching program, for it fully accounts for sys-
tem, location, and baseline economic parameters in order to calculate solar
energy costs and hence provide applications rankings. In the present form of
ECONMAT, the economic analysis is overridden and the only output is energy ca-
pacity cost, which is used to compare capital cost-effectiveness of systems.
The chosen multiplier can then be applied to the capacity cost in order to
yield a solar energy cost that can be compared to a chosen fuel price. By not
overriding the economic analysis, a net present value of the solar system (as-
suming no storage, full-capacity backup system, and fuel savings only) is cal-
culated. This net present value can be used as a measure of economic viabil-
ity under baseline or user—-defined economic assumptions. Net present value
also facilitates sensitivity studies, as described in Section 5.0.

Although industrial management utilizes a variety of criteria in evaluating
alternative investment proposals (such as the payback period, judgmental anal-
ysis, or some forms of risk analysis under uncertainty), the most standard
means of consistent and realistic analysis of capital-intensive investments is
the evaluation of internal rate of return or net present value. The form of
this analysis can be outlined and nominal values for certain parameters can be

-assigned. (The nominal values selected may be later changed without affecting

the form of analysis.) The analysis described in this appendix is based on
the assumptions made by Dickinson and Freeman of Lawrence Livermore Laborato-
ries (1977). The equations in the Dickinson analysis have been modified to
calculate the net present value of the solar system rather than an equivalent
rate of return.

The output of the performance analysis for a given process, site, system, and
collector contains (or references) the following information:

e expected annual energy per unit collector area delivered to the.load at
the required temperature: Qg.q;

e 1installed collector equipment cost per unit area: CAC:
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e installed cost of the balance of the system as a function of collector

field area: Csys; and

e costs of alternative fuels at the site based on net deliverable energy
to the customer: Pg.

Several other important parameters might also be included in the economic
analysis, such as operation, maintenance, property tax, and insurance (OMPI)
costs; local land costs; and tax rates. In the present case, Qie1’ CAC’ Csys’
Py are of primary importance. Average values are assumed for other parame-
terse.

No storage is provided in the solar IPH systems considered in this analysis.
Therefore, each solar system requires a full-capacity backup system (e.g., a
conventional fossil— or electrically fueled system) for which fixed and vari-
able costs will be incurred. As a result, the solar system makes an impact on
the operating costs of the industry only insofar as it saves on the outlays
for fuel not burned. The solar system is a fuel saver, and its return to the
company is in the form of fuel bill savings. This form of analysis is a se-
vere test of solar economic feasibility.

We assume that the industrialist is faced with two alternative investment
strategies. On the one hand, he may elect to continue to pay annual operating
charges for a conventional process heat system, so that the stream of annual
outlays (after taxes) is as shown in Fig. E~l. Alternatively, the industrial-
ist may elect to add a solar IPH system (of any given size), which will reduce
annual outlays for fuel (but not for other annual costs such as maintenance or
debt service on the conventional system) and correspondingly add outlays for
solar system investment debt service, operation, maintenance, or other
costs. The cash flow for this alternative is shown in Fig. E-2. The decision
to install a solar system will be sound on a life~cycle cost basis if the net
present value of this alternative is at least as great as the net present val-
ue of the first alternative (no solar system). A cash flow shown in Fig., E-3
represents the net benefit of Alternative II (the net cash flow of Alternative
IT minus the net cash flow of Alternative I) in each year of operation. 1In
this way, the operating, maintenance, and debt service charges for the conven-
tional process heat system cancel. The resultant after—-tax cash flow for Al-
ternative II shows savings due to fuel-bill reduction and additional deprecia-
tion and costs due to the additional outlays for operation and maintenance and
for an investment at the beginning of year l. Note that we assume one year
for construction. The investment outlay I is made at the beginning of year
0. Interest during comstruction (at 9%) brings the effective net investment,
after taxes, at the beginning of year 1 to

I'=109I-TCxI-=-20.9TT . (E-1)
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All cash flows are represented in constant dollars. No salvage value for ei-
ther system is assumed.

The investment in a solar IPH system (Alternative II) will be sound if the
present value of the benefit stream is greater than zero. The cash flow rep-
resented in Fig. E-3 can be collapsed into a single present value using stan—
dard compound interest formulas under the following assumptions:

# General inflation occurs at an annual rate of g.

e A real escalation in the cost of conventional fossil fuel occurs at an
annual rate of e.

e Straight-line depreciation over lifetime N is used.

e Operation, maintenance, property tax, and insurance (OMPI) costs for
the solar system will be a constant real fraction B of initial invest-
ment.

o Industry will require a real after—tax rate of return R on investment.
The present value PV of the stream can be calculated as

X 1 +e\j 1 X 1 - g\j
PV = (1 - T)Qy PeA, Jz:_,l (—-—1 +R> + T3 ;;1(—-—-—1 +R)

N h|
1
- (1 - 1)BIL E —_— - I . (E~2)
= (1 ¥ R)

Each summation in Eq. E-2 may be replaced by an equivalent closed-form expres—
sion, such that

PV = - T)‘QdeleAc(ll{—j_:_)[l ) (H%)N] tTg (i—l—‘;)[ - (%’%}%’)N]
- (1 - 1)BI %[1 "(T‘al'-—i)N]' . (E-3)

Simplifying and consolidating terms and substituting Eq. E-1 gives

T .
PV = I((TC + 0.09t - 1.09) + (1 - l)BEl +'ﬁ EO) + (1 - T)QdeleAcE2 , (E-4)

where

1= CACAc + Csys(Ac) ’
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A, = collector area (m2 or ftz) ,
- _1._:_&> - (L= g\
Eo ‘<R_+ g [1 (14—R> ] )
-V -1
El - N ’
R(1 + R)

_ {1 + e 1+ e\N
== (=2) - ()]
The solar IPH system investment can be evaluated with respect to the fraction
of the annual average energy requirement supplied by solar energy. Fractional

displacements from 10%Z to 1007 in 107 increments are evaluated. The required
collector area used in the present value formula is

A = 2nnual process heat load (E-5)

¢ el

Whether a.break-even solar collector field exists will depend on the nature of
the change in unit system costs as the required collector field size varies.

Present value analysis allows a few interesting observations to be made about
the effects of system size on economic viability. For example, if system
costs are subject to economies of scale, applications may be found in which
the system is uneconomical at small capacities but economical beyond a certain
threshold capacity. The following example illustrates this effect.

Consider the present value function, Eq. E-4, with the following nominal pa-
rameter values:

T = composite tax rate = 0.50,

e = real fuel escalation rate = 0.05,

R = required after-tax market rate of return = 0.1l5,
N = lifetime = 20 yr,

B = OMPI annual fraction of I = 0.02,

g = inflation rate = 0.05,

TC = tax credit = 0.20.
Equation E-3 then becomes

PV

6.48 QdelAC(Pf) - 0.745 I . (E_6)
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If solar system costs were constant with respect to collector field size-—for
example, $350/m2—-then I is equal to 350 A, and

PV = 102.64 A, - 260.75 A,
where

QOqop = 5-28 GI/m?

1]

Obviously, this expression is always negative and reaches zero only for an ef-
fective fuel cost, such that

PV = 0 = 6.48 QdelAC(Pf) - 0.745 1

h
and hence 0,745 I  _ (0.745)(350) _

£ 6.48 QoiA, T (6.48)(5.28)

P 7.62 $/6J

where solar system costs are a constant $350/m2.

Consider, however, a reduction in solar system costs per unit area with in-
crease in size. If costs decrease uniformly according to the equation

I
S — — -
A— = 500 50 log AC (E 7)

c
(showﬁ graphically in Fig. E-4), then Eq. E-6 becomes

PV = 6.48 QdelAc(Pf) - (0.745)[500 Ac - 50 Ac log Ac]

= [6.48 Q_(P,) - 372.50 + 37.25 log A_lA_ - (E-8)

From a plot of this function for Qg,; = 5.28 GJ/m2 and (Pf) = $8.00/GJ (see
Fig. E-5), ome obtains

PV = AC[37.25 log AC - 98.78] . (E-g)

Hencei the break-even or threshold size for such a system is approximately
450 m”“.

System costs may not decrease as radically or as continuously as suggested by
the functional relationship shown in Fig. E-5. However, this example illus-
trates the usefulness of present value analysis in studying the effects of
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Figure E-4. Possible Scenario for Economies of Scale in Solar IPH System Cost

N

4,000

3,000 -

2,000 i~

1,000

100 1,000 10,000
1 {

Collector Area (m?)

Net Present Value NPV ($)

Break-even
-1,000 |~ System Size =450 m?

-2,000 |-

Figure E-5. Effect of Collector Field Area (System Size) on Net Present Value

201



S=31 @ | TR-091

system economies of scale. In the same manner, present value analysis and the
use of ECONMAT .allow many useful studies to be made of solar IPH economics
with full interaction among costs, economic factors, and fuel price scenarios.

E.2 COMPUTER PROGRAM DESCRIPTION (ECONMAT)

The ECONMAT computer program provides the economic analysis used in conjunc-
tion with the performance model PROSYS. Local fuel costs and labor rates are
obtained from the data base ECONDAT and collector costs are obtained from
COLDAT. Performance results from the PROSYS execution are communicated to
ECONMAT through the performance data base PERFDAT. The annual process load
and the annual deliverable energy per unit area of collector are obtained from
PERFDAT for each process/system/collector combination. Costs and net present
values are computed for each combination for increments of annual deliverable
energy.

E.2.1 Program Logic

The basic logic structure of ECONMAT is shown in Fig. E-6. Economic parame-
ters are initialized to preset values unless modified by user inputs. These
parameters and default values are discussed in Table E-1. Costs per unit area
for all collectors specified in COLDAT are read and stored. Fuel prices and
labor rates for a selected site are accessed from ECONDAT.

A series of three nested loops is entered. The outermost loop is the process
loop, the middle loop is the system/collector loop, and the innermost loop is
the incremental energy output loop. Information read from PERFDAT for each
process includes process identification, required temperature, heat rate,
steam flow rate, and estimated standard annual energy use. The deliverable
annual energy per unit area for each system/collector entry is accessed from
PERFDAT, and the incremental energy output loop is entered. The collector
areas required to meet varying energy output levels are calculated.s In addi-
tion, the resultant collector cost, system cost, total cost, net present val-
ue, and cost per unit of heat energy are calculated for each energy level.

Results are printed in the economic report.

E.2.2 Input

Normally ECONMAT is used with PROSYS to analyze all industrial processes at a
selected site. 1In this mode all required information is contained on PERFDAT,
ECONDAT, and COLDAT or is preset within the program, and no user input is re-
quired. However, the user may want to redefine certain economic parameters in
special circumstances, such as case studies or sensitivity analyses. The new
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Table E-1. ECONOMIC PARAMETERS

Label Description/Comments’
ROR Internal rate of return: 0.05
GIR General inflation rate: 0.06
FERG Fuel escalation rate, natural gas: 0.05
FERE Fuel escalation rate, electricity: 0.05
FERO Fuel escalation rate, oil: 0.05
FERC Fuel escalation rate, coal: 0.05
TAXR Tax rate: 0.50
TAXCR Tax credit: 0.10
OMPI Operation, maintenance, property tax, and insurance cost; fraction
of total cost: 0.02
CONI Interest rate during construction: 0.09
NYR System lifetime in years: 20
NFUEL Fuel type:
1 Natural gas :
2 Electric
3 0il
4 Coal

» (Normally given in PERFDAT as defined in the process data base
IPHDB)

FPRICE Fuel price ($/MBtu) (Normally given in ECONDAT)

SHDLSS Fraction of deliverable energy lost because of collector shading in w
large array configurations; applied to tracking concentrators
only; assumed to be zero unless otherwise specified L
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values are read through the name list ECONDEF; and any of the parameters shown
in Table E-1 may be specified. If they are not redefined, the nominal default

values shown in parentheses will be retained. A sample input is shown in
Fig. E-7.

SECODEF

NFUEL = 2,
FPRICE = 6.00,
SEND

Figure E-7. Sample Economic Redefinition Input for ECONMAT

E.2.3 Output

‘Tﬁé ECONMAT output is a printed economic report. The values of all economic
parameters are listed. The backup fuel and its respective cost are identified
for each process. The delivered energy, required collector area, collector
cost, system cost, total cost, cost per unit area, cost per unit heat energy,
capital cost of energy capacity, and net present value for each energy level
are then printed for each system/collector combination. A sample output is
shown in Fig. E-8. The ECONMAT output quickly shows which system/collector
combinations are most cost-effective for a specific process.

E.2.4 Additional Uses

In addition to its application in end-use matching analysis, ECONMAT is a val-
uable tool in case studies and sensitivity analyses. Detailed information re-
garding fuel cost, system lifetime, tax rate, etc., can be specified for indi-
vidual case studies, yielding an accurate economic picture. Additional runs
can be made to compare results due to changes in fuel cost or to estimate the
impact of a fuel change.

The performance sensitivity analysis outlined in Section 3.4 can be extended
to include cost factors by running ECONMAT in conjunction with the specified
PROSYS runs. For example, in addition to the performance efficiency of a num-
ber of collectors over a range of temperatures, cost per unit energy can be
compared. A sample plot of cost in $/GJ (or $/MBtu) versus temperature for a
number of collectors is shown in Fig. E-9.
ECONMAT analysis can also be useful in determining cost goals. A number of
ECONMAT runs can be made using the same PROSYS-generated PERFDAT file as input
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826.4
8895.7
272167.
78518.
350686,
424.33
39.42
104.88
110.63

6340.0
6687.4

2711.86
29187.5
538615.

76303.
614918,

226.77

21.07
91.95
96.99

1533.0
16501.4
332990.
170797.
503787.

328.62

30.53
75.33
79.46

1652.9
17791.4
544335.

93506.
637841.

385.90

35.85
95.38
100.61

9510.0
10031.1

4067.4
43781.3
807923.
113718.
921641.

226.59

21.05
91.88
96.91

2299.5
24752.1
499485 .
209183.
708668 .

308.18

28.63
70.65
74.52

2479.3
26687. 1
816502.
108483.
924996 .

373.09

34.66
2. 21
97.27

AT

1.73 $/GdJ

( 1.83 $/MBTU)

ANNUAL DELIVERED ENERGY INCREMENTS

12680.0
13374.9

5423.2
58375.1
1077230,
151039.
1228270.
226.48
21.04
91.83
96.87

3066, 1
33002.8
665980.
241544,
9207524.

295.99

27.50
67.85
71.57

3305.7
35582.8
1088670.
123481.
1212151,
366.68
34.07
$0.63
95.60

15850.0
16718.6

6779.0
72968.8
1346538.
188300.
1534838.
226.41
21.03
91.80
96.84

3832.6
41253.5
832475.
270054.

1102529,
287.67
26.73
65.95
69.56

4132.2
44478.5

1360837.

138468.
1499306.
362.84
33.71
89.68
94.59

19020.0
20062.3

8134.8
87562.6
1615845,
225518.
1841363,
226.36
21.03
91.78
96.81

4599.1
49504.2
998970.
295830.

1294799.
281.53
26.16
64.54
68.08

4958.6
53374.2
1633005.
153456.
1786461 .
360.27
33.47
89.05
93.93

Figure E-8. Sample ECONMAT Output

22190.0
23406.0

9490.6
102156.4
1885153.

262703.
2147856.
226.31
21.03
91.77
96.79

5365.6
57754.9
1165464.
319533,
1484997.
276.76
25.71
63.45
66.92

5785.1
62269.9
1905172.
168443.
2073616.
358.44
33.30
B88.59
93.45

25360.0
26749.7

10846.4
116750.1
2154461 .

2996862,
2454323,

226.28

21.02
91.75
96.78

6132.1
66005.6
1331958,
341595,
1673554.
272.92
25.35
62.56
65.99

6611.5
71165.6
2177340.
183431,
2360770.
357.07
33.17
88.25
93.09

28530.0
30093.4

12202.2
131343.9
2423768.

337001 .
2760769,

226.25
21.02
91.74
96.77

'6898.6
74256.3
1498454.
362316.
1860770.
269.73
25.06
61.83
65.22

7437.9
80061.3
2449507.
198418.
2647925.
356.00
33.07
B87.99
92.81

31700.0
33437.2

13558.0
145937.7
2693076.

374122,
3067197.

226.23
21.02
91.73
96.76

7665.1
82507.0
1664949.
381915,
2046864.
267.04
24.8B1
61.22
64.57

B8264.4
88957.0
2721675.
213406,
2935080.
355.15
32.99
87.78

. 92.59
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but wvarying the collector cost data in COLDAT for each run. This approach
shows the collector costs required to produce the desired economic results. ,
The sensitivity of economic parameters can be investigated easily with

ECONMAT. All other input files remain unchanged while the parameter of inter—
est 1s changed in ECONDEF for multiple ECONMAT runms.

E.2.5 Restrictions

ECONMAT is not intended to provide an economic analysis that can stand alone;
it can be used only in conjunction with PROSYS. The analysis is based on the
assumption that no storage is available, and thus a full capacity backup sys—
tem is required. The only solar system benefit under these conditions is fuel
bill savings, due to the displacement of conventional fuel by solar energy.
There is no capacity displacement credit.

The standard annual energy use or load for each process in the IPHDB is the
average annual load for a typical plant. As there is no storage, the solar
energy system can provide only that portion of the load occurring during the
hours of sunlight. Therefore, in some cases the.results for the higher energy
increments (the maximum being the estimated standard annual energy use) are
not realistic if a plant's operation schedule is longer than the period of
daylight. In fact, the solar energy system without storage could never meet
100% of the load. Incremental energy levels were analyzed to show cost op-
tions at a number of increasing levels of energy supply, the largest of which
approaches the industrial load demand of an average plant. The most valid in-
terpretation of the ECONMAT results is in terms of cost for the amount of en-—
ergy delivered by a location/process/system/collector combination at any cho-
sen energy supply level.

PROSYS performance predictions used by ECONMAT are based on calculations for a
single collector module and do not account for the effect of shading in large
collector array configurations. Such shading can result in a 107 or more re-—
duction in energy output of tracking concentrators (Collares-Pereira and Rabl
1978). Future expansions of PROSYS will include this factor. In the interim,
to ensure an accurate economic measure, shading losses in large arrays may be
taken into account through the ECONDEF user input parameter SHDLSS. A value
may be assigned to SHDLSS that represents the fractional energy loss of track-
ing concentrators due to shading. If not specified, the shading loss is as-
sumed to be zero.

E.3 REFERENCES

Dickinson, W. C.; Freeman, H. J. 1977. An Economic Methodology for Solar—
Assisted Industrial Process Heat Systems: The Effect of Govermnment Incen-—
tive. Livermore, CA: Lawrence Livermore Labs.; June 6; UCRL-52254.
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APPENDIX F

ANALYSIS OF HEATING POLICY DURING NONOPERATING PERIODS

The case studies reveal an interesting problem in energy conservation: Is it
more conservative of energy to heat or not to heat process units when the pro-
cess 1s not operating? (The two options are referred to herein as "continued
heating"” and "interrupted heating."”) 1In this appendix this problem is ana-
lyzed and it is shown that it is always more energy-conservative not to heat
during nonoperating periods.

F.1 A BASIC ARGUMENT FOR INTERRUPTED HEATING
Basically the argument is this:

(1) When the process unit temperature is maintained during nonoperating
periods, heat must be added to a process unit to make up for heat
losses from the unit to the surrbundings.

(2) The heat loss rate to the surroundings is related to the temperature
difference between the unit and the surroundings. As a first approx-
imation, it 1is directly proportional to this temperature differ-
ence. Thus, if heating is stopped and the unit is allowed to cool,
the heat loss rate decreases as the temperature decreases.

(3) The total amount of heat that must be added to bring the unit back to
the operating temperature after a complete shutdown equals the amount
of heat lost during the shutdown and reheating periods. The amount
of heat lost 1is the integral of the heat loss rate with respect to
time. The heat loss rate in the interrupted heating case is always
equal to or less than that in the continued heating case because the
temperature is always the same as or lower than the temperature in
the continued heating case. Therefore, the integral (the total
energy to be added) is always less if heating is stopped during the
nonoperating period.

There may be valid process reasons for keeping the unit at the operating tem—
perature during down times, such as instabilities of chemical solutions or
thermal stresses on the equipment. However, energy conservation is not a val-
id reason because less energy is required when the heat is shut off.

F.2 QUANTITATIVE ANALYSIS

The rate of heat loss from a process unit to the surroundings is given by

q = UA(T - Tg)_ (F-1)
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where q 1is the rate of heat loss, UA is the overall conductance for heat
transfer between the unit and the surroundings, T is the temperature of the
unit, and TS is the temperature of the surroundings. The conductance UA is
assumed constant, but it may actually depend on temperature. Consideration of
temperature—~dependent mechanisms that affect UA--radiation, natural convec-
tion, and evaporation—--results in increasing values of UA with increasing tem
perature. Thus, UA is expected to be lower at lower temperatures, thereby
causing the rate of heat loss to be even less than that estimated by assuming
UA constant at operating conditions. The temperature of the unit, T, is as-
sumed to be uniform, but it may not be. The temperature at any point in the
interrupted heating case, however, will always be equal to or less than the
temperature in the continued heating case; thus the argument is quantitatively
valid.

At the operating temperature To, the rate of heat loss 9, is

9, = UA(T, = T) (F-2)
and the overall conductance is
qo 3
VA = -(-,-r—-—_—T—)- ° - (F-3)
o s

Thus UA may be determined from the temperatures of the unit and surroundings
and from the heating rate required to keep the temperature constant at T, dur-
ing the operating period.

The rate of temperature change of the unit is given by
dT _ _ _
Mg =%~ 1 > | (F-4)

where My is the thermal mass of the unit (the mass times the heat capacity,
including latent heat effects), t is time, and qy is the reheating rate (the
capacity of the heater which must exceed the steady-state heating rate). The
thermal mass can be calculated from the mass and heat properties of the unit.

When there is no heating, ag equals 0. Substituting q from Eq. F-4 into Eq.
F-1 and rearranging and integrating gives

fT dT __ftUAdt
- - ™M ’
T (T Ts) t MT

0 1

where t| is the time at which process operation ends and the heat is shut off,
t is a later time, and T is the temperature of the unit at time t. The inte-
grated result is

N=-Beoe) . (F-5)
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Since UA and My can be determined, the température T after any time interval
(t = t;) can be calculated. Solving for T with Eq. F-5 gives

M

The rate of heat loss is found by substituting T from Eq. F-6 into Eq. F-1,
which gives

T =T+ (TO - Ts) exp(- A (¢ - :1)> . (F-6)

° My

q = UA(T_ - TS) exp(- UA (¢ - tl)> . (F-7)

The total energy loss while the heat is off is

t, t
Y ) ("2 _ _UA (. _
Qoss -/; q dt -_/; UA(TO TS) exp ( N (t t1)> at

1 1

S

>

where ty is the time at which heating is resumed. Integration gives

Qloés = MT(To - Ts][l - exp<f %ﬁ (t2 - tl)>] .

Qloss is also given by

Qloss = MT(T - TZJ ’ (F-8)

where T, is the temperature at the time heating is started again. Equating
the two expressions for Qloss and solving for T, yields

UA

T2 = To - (To - TS)[I - exp(— MT (t2 - tl)>] . (F-9)

Equation F-4, for the reheating period when ag # 0, integrates to

(r-1) - 3—§ [1 - exp<~ %Té (t - tz)) - (r, - 1) exp(— %Té (t - t2)>] = 0o .

At the time the operating temperature is reached, t equals t, and T equals
T,» Solving for T, gives )
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- q |
T2 = To exp(—%—i— (t2 - to)> + (TS +ﬁ%)|:l - exp (— %—i— (t2 - to)>] .“ (F-10)

Equating Eqs. F~9 and F-10 and solving for (tj - t,) yields

. UA(T_=-T)) IR
(b, - t)) ==-gzla] 1+ 0 5 [exp<- Ja (t, - tl))_l]‘ . (F-1D)

9y Yy

When the terms on the right-hand side of Eq. F-11 are known, the time required
to reheat the unit, (t, - t,), can be calculated. With this value, T, can be
calculated from Eq. F-9 and the heat lost during the off period can be calcu-
lated from Eq. F-8.

The amount of heat added during the reheat period, QH’ in the interrupted
heating case is

- t,) . (F-12)

-t . (F-13)
The energy saved by shutting off the heat is
- ty) - qH(tO - t2) . (F-14)

The heat saved as a fraction of the total heat requirement of continuous heat-
ing is

F o= qo(to B tl) B qH(to B tZ) - (to - tl) - qH(to - tZ)
qo(to -t + tp) (tO -t + tp) qo(to -t, +t

[} (F-].S)
1 p) -

where tp is the length of time the process operates continuously.

Equations F-11 and F-15 can be used to determine the energy-saving potential
for equipment operated part-time, as illustrated in Section F.3.

F.3 APPLICATION OF ANALYSIS TO BRIGHT-DIP TANK

The data available for the bright—dip tank are: --

e volume = 6.1 m3;

e average heating rate = 0.19 MJ/h;
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e operating temperature = 99 C (210 F) and temperatutre of'surroundings
= 21 C (70 F) (assumed);

e unknown heating capacity of the electric heaters assumed to be twice
that of the average heating rate, or 0.38 MJ/h; and

e operating schedule of one shift per day (9 h), 5 days per week.

From this information the energy savings resulting from shutting off the heat-
ing when the process is not operating can be estimated.

Consider first one working day. The process operates for 9 h and is off for
15 hs If the end of the operating period is t; = 0, then the time when the
process starts operating again is t = 15 h, and tp is 9 h.

The thermal mass of the water in the tank is

MT = 6.1 m3 x 103 kg/m3 x 4,183 kJ/kg C = 25.5 MJ/C .

The tank actually contains an acid solution, but the properties of water are
assumed. The mass of the tank walls is neglected. The rate of heat loss is

q 0.19 GJ/h .

(o]

The assumed heating capacity is

a = 0.38 GJ/h .
The conductance between the tank and the surroundings at the operating condi-
tions can be calculated from Eq. F-3:

9 - 0.19 GJ/h

UA = =
(T_-T) 199 - 2D)c

= 2,4 MJ/h C .

These values are substituted into Eq. F-11 to give

_ _ __25.5 MJ/C 2.4(99 - 21)
(e, - ty) = - 753 AT 380

x[exp(--%i—g-x 15> - 1] =4.9h .
Hence, we find ty) = 15 - 4.9 = 10.1 h; i.e., heating must be started at full
capacity 10.1 h after shutdown to bring the tank back to the operating temper—
ature by the time the process is to resume operation. From Eq. F-9, the tem-
perature to which the tank cools is

- - - - 2.4 - -
T, = 99 = (99 21)[1 exp< = (10.1 1))] =51¢C .
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The energy saved as a fraction of the total energy input in a 24-hour period
is

15 0.38 (4.9 ;
F ‘_ZZ_W<§T>— 0.22, or 22% .

The weekend situation méy be examined in the same way. For this case (again
with t, = 0), t, equals 63 h and tp is O. The other values are the same as
they were for one working day.

From Eq. F-11 we find

. L _25.5 2.4(78) 2.4 T
t, -ty A ln{l +'——§§6—— [exp< 55.5 % 63) ] }-— 7.1 h .

This gives t, = 63 - 7.1 = 55.9 h.

The fractional energy saved over the weekend is

_ ., _0.38 (7.1 _ ;
F - 1 0.19 (63 > - 0077, QY 774 °

Consider now a full 168-hour week. From 8 a.m. Monday until 8 a.m. Friday,
there are four 24-hour periods (96 hours) during which the energy saving is
22%. There is a 9-hour period from 8 a.m. Friday to 5 pe.m. Friday in which
the process operates and there is no'saving. Then there is a 63-hour period
from 5 peme Friday until 8 a.m. Monday during which the saving is 77%. Thus,
for the entire week, the saving is

96 9 63 _ .
| Tog X 0.22 + T2z x 0.00 + Tgz x 0.77 = 0.42, or 421 .
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APPENDIX G

WATER AND ENERGY BALANCES FOR COMMERCIAL LAUNDRY

The data, assumptions, and methods of determining water and energy balances
for the commercial laundry case study are discussed and the results tabulated
in this appendix. -

G.1 THE DATA

The basic data for the laundry, obtained from the laundry management, engi-
neering drawings, and the Public Service Company of Colorado, are the follow-
ing:

(1) Monthly water use rates for May 1977 through April 1978.

(2) Monthly natural gas use rates for May 1977 through April 1978 for (a)
the boiler and (b) a noninterruptible supply. The noninterruptible
supply was primarily for the gas—fired driers but included an unde-
termined amount for space heat. There was no clear—cut seasonal
trend in this gas usage, so it was assumed that all of this natural
gas was used in the driers.

(3) Monthly electricity use rates and demand rates. No electricity was
used for process heat, so this information was not used in the pro-
‘cess heat study.

(4) Monthly weight of laundry processed, May 1977 through April 1978.

(5) Washing formulas, i.e., the number of steps in a wash cycle and the
temperature and amount of water in each step for each of the several
types of laundry.

(6) The temperatures at normal operating conditions of several streams as
follows:

(a) average temperature of the city water supplied: 16 C (60 F);

(b) boiler—-produced saturated steam: 174 C (345 F) at 858 kPa (125
psia);

(c) condensate in condensate exchanger: 77 C (170 F);

(d) cold water leaving condensate exchanger: 60 C (140 F);
(e) effluent leaving effluent exchanger: 32 C (90 F);

(f) effluent into effluent exchanger: about 49 C (120 F);
(g) water leaving steam water heater: 52 C (180 F); and -

(h) maximum temperature of gas for gas-fired driers: 107 C (225 F).
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(7) Water content of laundry’ entering driers: about 507 of total
weight; and water content of laundry leaving driers, going to
ironers: about 30%Z of total weight.

(8) Operating schedule. The laundry operated 5.5 days per week, one
8~hour shift per day, all year (280 working days per year). The
boiler operated 10 h per day; it was turned on 2 h prior to startup
to bring the steam and the equipment to operating temperature.

(9) Steam rates for the various equipment as obtained from the engineer—
ing drawings. For units added subsequently, the steam rates for
equivalent equipment in the drawings were used. The rates were
25,000 kg/day (55,000 1b/day) for all the iromers and 6,000 kg/day
(14,000 1b/day) for all the other equipment using steam. Several
_pieces of equipment (not including the ironers) used open steam;
i.e., the steam escaped from the system.

(10) Condensates return: estimated to be 50% to 60% of the steam rate in
reports to the laundry (Pritchard 1977; Garrett-Callahan Co.
1977-78).

(11) Heating value of the natural gas at the flow rate conditions of
31 MJ/m3 (840 Btu/ft3), as obtained from the utility company.

G.2 ASSUMPTIONS AND APPROXIMATIONS

No particular seasonal trends in utility use were found, so utility data were
converted to a working—day basis by dividing the annual total by 280 working
days per year.

A weighted average temperature for a wash formula was found by multiplying the
temperature by the weight of water for each step, summing these products, and
dividing the total by the total weight of water per cycle. An overall average
wash-water temperature was estimated from the approximate distribution of the
various types of laundry. The overall average used was the 47 C (116 F) thus
estimated, rather than the 49 C (120 F) estimated in the data given in (6f) of
Section 6.1.

The rate of steam generation used in the calculations was back-calculated from
the estimated steam requirements of the equipment and for heating water. This
value agreed satisfactorily with that estimated from the fact that the new
300-hp boiler (1 boiler hp = 34.5 1b/h steam at 212 F, or 31.6 1b/h steam at
345 F) was found to be 20%Z to 25% undersized. This value corresponds to a
boiler efficiency of 66%. The boiler efficiency was not independently checked
and may be higher. If the efficiency were higher, the energy lost in the
boiler stack gas would be lower and the respective percentage of the total en-—
ergy input would be lower. )
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In order to obtain mass—and-energy-balance closure with a higher boiler effi-
ciency, the loss of steam and energy would have to be greater and more boiler
makeup water would have to be added. The other values calculated in the water
and energy balances would not changé significantly. It is estimated that if
the boiler efficiency were actually 75%, the condensate-return rate would be
80% instead of 927 and the makeup water rate would be 7700 kg/day (17,000
1b/day) instead of the calculated value of 3100 kg/day (7,000 1b/day). The
steam losses unaccounted for would be about 8% of the steam rate instead of 3%
and the energy losses unaccounted for would be 107 instead of 5% of the total
energy input. '

G.3 METHODS AND RESULTS

A schematic flow sheet of the process, based on the data and assumptions de-
scribed above, was constructed from the engineering drawings (see Fig. 6-1).
Calculations of water and energy balances were made iteratively.

A water-mass balance was estimated from the available data. Energy balances
were calculated for the effluent exchanger, the condensate exchanger, and the
steam water heater. The reported 507 to 607 condensate return flow did not
give closure of the condensate—exchanger energy balance. The condensate—
return flow rate was estimated from the condensate—exchanger energy balance.
The boiler makeup water requirement was determined from the condensate-return
flow rate.

Unknown flow rates and temperatures were calculated and the water and energy
balances were repeated until mass balance closure was obtained as closely as
possible. At this point, about 3% of the steam and about 5% of the energy
were unaccounted for, probably due to inaccuracies in the data and miscella-
neous steam  leaks and heat losses from the equipment, storage tanks, and
pipes.

The results of the water and energy balances are summarized in Table G-1.
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Table G-1. MASS AND ENERGY BALANCE RESULTS FOR COMMERCIAL LAUNDRY
Energy
Water Flow Rate Temperature Energyb Transferred
Stream?® (105 kg/day) (105 1b/day) (C) (F) (GJ/day) (GJ/day) Source of Values
1. City water 3.5 7.7 16 60 0 Input Utility bills
2. Boiler makeup 0.03 0.07 16 60 0 - Water balance
' water
3. Cold water to 3.4 7.6 16 60 0 - Streams 1 & 2
storage
4, Cold water to 1.6 3.6 16 60 0 - Water and energy balanceg
heating
5. Cold water to 1.8 4.0 16 60 0 Streams 3 & 4
washers Stream 4 and effluent-
+15 exchanger balance
6. Cold water leaving 1.6 3.6 38 100 15 Condensate—exchanger
effluent exchanger +15 balance .
7. Cold water leaving 1.6 3.6 60 140 - 30 Stream 6 and condensate-—
condensate exchanger exchanger balance
8. Water to steam 1.6 3.6 60 140 30 Stream 7
heater
+15 Stream heater balance
9. Water leaving 1.6 3.6 82 180 45 Stream 8 and known outlet
steam heater temperature :
10. Total ‘water to 3.4 7.6 47 116 45 - Streams 5 & 9

washers

4Streams are shown on Fig. 6-1.

Energy values are with respect to water at 16 C (60 F).

One GJ = 0. 948 MBtu.
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Table G-1. MASS AND ENERGY BALANCE RESULTS FOR COMMERCIAL LAUNDRY (Continued)
Energy
Water Flow Rate Temperature Energyb Transferred
Stream® (105 kg/day) (105 1b/day) ) (F) (GJ/day) (GJ/day) ~Source of Values
11. Water leaving 3.3 7.3 47 116 42 -- Stream 10 less Stream 13
washers -15 Effluent—-exchanger balance
12. Effluent to sewer 3.3 7.3 32 90 23 Output Stream 11 and temperature
data
13. Wet laundry leav-— 0.14 0.3 47 116 4 - Wet laundry = 507 water;
ing washers temperature from wash
formulas
l4. Laundry leaving 0.05 0.1 93 200 6 - 30% moisture, temperature
driers estimated
15. Drier off gas 0.09 0.2 93 200 21 Output Streams 13 and 14 and
energy balances
16. Steam from 0.4 0.88 174 345 101 - Equipment data and steam
"boiler heater balance
17. Steam to ironers 0.25 0.55 174 345 68 Equipment data
loss, —42 Energy balances
18. Condensate from 0.25 0.55 174 345 17 Stream 17
ironers
19, Evaporation from 0.05 0.1 150 300 10 Outpu£ Stream 14
ironers
20. Steam to other 0.06 0.14 174 345 17 - Equipment data
equipment
21. Steam loss from 0.02 0.04 174 345 14 Output Energy balance

other equipment
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8Streams are shown in Fig. 6-1.
Energy values are with respect to water at 16 C (60 F).
I

One GJ = 0.948 MBtu.
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Table G-1. MASS AND ENERGY BALANCE RESULTS. FOR COMMERCIAL LAUNDRY (Concluded)
Energy
Water Flow Rate Temperature Energyb Transferred
Stream? (105 kg/day) (105 1b/day) (c) (F) (GJ/day) (GJ/day) Source of Values

22. Condensate from 0.04 0.10 174 345 3 - Streams 20 and 21

other equipment
23. Steam to water 0.07 0.16 174 345 20 Streams 8 and 9

heater ; -15 Water and energy balance
24, Condensate from 0.07 0.16 174 345 5 Energy balance

water heater
25. Total condensate 0.37 0.81 174 345 24 Energy balance

to condensate

exchanger -15 Water and energy balance
26. Condensate from 0.37 0.81 77 170 9 Energy balance

condensate

exchanger
27. Condensate make- 0.40 0.88 71 160 10 -— Water balance

up water to

boiler
28. Natural gas to - - - - 148 Input  Utility bills

boiler -98 Boiler energy balance
29. Boiler stack gas - - - -— 50 Output Energy balance
30. Natural gas to - - - -— 26 Input Utility bills

gas—fired driers
31. Unaccounted-for 0.01 0.03 - - 3 Loss Water and energy balances

steam
32. Unaccounted-for - - - -- 9 Loss Energy balance

energy

16041

3Streams are shown in Fig. 6-1.

Energy values are with respect to watey at 16 C (60

!

F). One GJ = 0.948 MBtu-
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