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PROJECT SUMMARY 

Project Title: 

Thermal Performance Monitoring for the Solar in 
Federal Buildings Program (SFBP) 

Perfonning Institution: 

Solar Energy Research Institute 
1617 Cole Boulevard 
Golden, Colorado 80401 

Project Manager: 

Jay D. Burch, (303) 231-1453 

Project Objectives: 

Building thermal performance is monitored for a 
variety of reasons, including retrofit analysis, 
comparison with design prediction, and determina­
tion of actual component savings. The latter is 
the direct object of the SFBP therma 1 monitoring 
program. For passive solar components integrated 
with a building savings cannot be inferred from 
directly measuring tot a 1 fluxes through the compo­
nent, even if feasible, because all the positive 
flux may not· be useful, auxiliary may not offset 
negative flux, and the efficiency of other building 
thermal systems may be significantly changed by the 
component. Hence, the saved or displaced energy is 
inferred from the difference between annual con­
sumption ca 1cu1 ated with two mode 1 s driven by stan­
dard weather. One model represents with actual 
building, and the other model is for the building 
with the solar aperture replaced by some reasonable 
alternative. The actual model parameters are de­
termined by regression from the monitoring data, 
and the reference mode 1 parameters are calculated 
perturbations of the regressed val�es. 

Project Status: 

Techniques for therma 1 performance monitoring were 
intensively reviewed. The simplest techniques use 
time-integrated fuel usage over many months to nor­
malize simple thermal models based on a long-term 
energy ba 1 ance (e.g. , degree-day mode 1 s). These 
techniques are a 1 ready deve 1 oped to near full po­
tential by industry energy consultants but are in,­
herently ambiguous and subject to 1 arge error in 
analyzing buildings where base temperature ap­
proaches average ambient, such as in low-energy 
solar buildings. Macrodynamic models, such as 
equivalent thermal circuit or transfer function 
models, have great potential for analyzing dynamic 
system-level data from thermally complex buildings 
involving solar and mass storage were impressively 
successful in residential/test cell applications. 
These methods are targeted for mi nor development, 
tes�ing, and application in the SFBP thermal task, 

representing their first substantial application to 
commercial buildings. The solar aperture param­
eterization and its interpretation will receive 
major focus, and a general software upgrade for 
macrodynamic mode 1 radiation processing is under­
way. 

Plans and Objectives for FY 1985 

No matter how exotic the model, radiation-related 
parameters cannot be reliably regressed in many 
circumstances because of, for example, the natural 
correlation between ambient temperature and solar 
radiation, scaling problems in free-float build­
ings, or unknown efficiencies in HVAC equipment. 
Hence, the major objective in FY 1985 will be to 
define those tests that are needed to break rad i a­
t ion parameter degeneracy and reduce uncertainty to 
acceptab 1 e 1eve1 s. This wi 11 be done main 1 y by us­
ing a microdynamic thermal tool (e.g., BLAST) to 
produce ersatz data for analysis with a macrodynam­
ic regression model. Test cell and existing com­
mercial building dynamic data bases may also be 
used to uncover flaws not detectable in idealized 
tests. 

Relation to Industry: 

The monitoring overview in this paper will be of 
interest to commercial building managers (for 
choosing an approach to retrofit analY?is), utility 
and government program managers (for documenting 
performance of subsidized retrofits or components), 
and building energy designers (for determining 
causes of discrepancies between design and actual 
performance). The dynamic thermal monitoring tech­
niques identified for further development in this 
task will ultimately be used in routine analysis of 
data commonly available in state-of-the-art build­
ing energy management and control systems (EMCS), 
giving on-line diagnosis of building skin and HVAC 
equipment performance. 

Major Publications: 

"An Overview of Building Thermal Performance Moni­
toring, 11 peer-reviewed symposium paper at Nirith 
Passive Conference to be published in symposium 
proceedings. 

Contract Number: 

N490-072ZKX, ETEC 

Funding Source: 

Energy Tech no 1 ogy Engineering Center (ETU:, 
well), through DOE SAN. 

FY 1985 Funding: 

$125K 
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Thermal 

model 
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Figure 1. S t eps in P erform a n ce Monit orin g. 
D e s i r e d  r e s u l t s  m u s t  b e  c l e a r l y  
formulated t o  properly plan analysis, 
models, and data. 

APPROACHES TO ANALYZING THE THERfol.AL PERFORMANCE OF COMMERCIAL BUILDINGS* 

Jay D. Burch, Ph.D. 
Thermal Systems and Engineering Branch 

Solar Energy Research Institute 
Golden, CO 80401 

ABSTRACT 

Building thermal performance monitoring 
involves acquiring appropriate data, adjusting a 
thermal model to that data, and using the adjusted 
thermal model to answer questions regarding actual 
or potential building thermal operation. A 
monitoring method is thus classified by data type, 
model used, and calculation procedures. Data types 
a.rellased upon the aggregation level of---rii"Fierent 
spatial and temporal variations. The two most 
useful thermal models are long-term energy balance 
and macrodynamic simulation. Calculations involve 
a choice of "reference building" to be assumed for 
savings or retrofit analyses and procedures for 
normalizing building size, occupancy, and weather. 
Us ing t h i s  framework, several examples are 
analyzed. 

INTRODUCTION 

Thermal evaluation of a building through 
performance monitoring is of interest to building 
owners, designers, sci enti s t s ,  a n d  p u b l i c  
officials, amongst others [l] . Building owners may 
want to know if there are retrofit measures that 
could significantly reduce rising energy costs, or 
if their building is performing as advertised by 
the design team. They may want to corroborate 
their cost/benefit analyses before planning similar 
buildings, or compare their building to others for 
advertising rental space. Innovative designers may 
want to know if the building or m e c h a n i c a l  
equipment system they desigred is performing as it 
was designed and what the reasons are for any 
discrepancies [2]. Scientific interests include 
model testing and mechanism research. �uilding 
officials will want to unambiguously verify that 
subsidy of particular measures/deiigns is justified 
and equitable. There are, thus, multileveled 
interests which will require very different 
monitoring methods. As shown·in Figure 1, a 
performance monitoring method has three stages: 
data acquisition, model normalization, and model 
ahalysis. In this paper, we introduce and apply a 
classification scheme based on th e s e  three  
elements. 

* An expanded version of this paper to be presented 
at the 9th Passive Conference, entitled "An
O v e r v i e w  of B uilding Thermal Performance
Monitoring." 

PERFORMANCE MONITORING DATA 

Performance monitoring data are some indicator 
of the overall thermal response of the building, 
such as HVAC energy requirements. These data are 
like the "tip of the iceberg," the iceberg being 
the thermal problem for the building. The building 
thermal problem [3] is the thermodynamic response 
(all temperatures, T, and energy flows, Q) inside 
the building to given driving forces, which include 
schedules of usage and weather conditions. The 
�nergy fluxes which any thermal m o d e l  m u s t  
incorporate are shown schematically in Figure 2. 

Building thermal data can be taken on widely 
differing space and time levels. The spatial 
levels, shown in Figure 3, include mecha nism, 
c omponent, �. sub-meter, or the master-meter. 
This hierarchy of spatial detail ascends like a 
pyramid from essentially unfathomable detail to 
simplicity of the readings on a meter dial. The 
building thermal problem also exists on different 
time levels, instantaneous or time-integrated, as 
in Figure 4. Integrated quantities present desired 
"bottomline" summary. Dynamic data are rich in 
"cause-effect" information, conta ining the 
fingerprints for many types of thermal processes. 
Data on either mechanism or component level are 
much too "fine-grained" for inclusion in overall 
building performance monitoring, and their uses are 
considered elsewhere [3] . 

The highest three levels of Figure 3 spatially. integrate the effect of all components/mechanisms 
and are what are normally called "performance 
monitoring" data. The thennal zone data include 
for example, zonal air temperatures, radiant o; 
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Figure 2. The Bu ildi n g  Thermal Problem. Any
thermal model must consider skin loads, 
internal gains, and mechanical equipment 
in the analysis. 
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Figure 3. Monitoring Spatial Levels . Performance 
data spatially summarize the affect of 
many components and mechanisms of energy 
transport. 

g lobe temperature, interior humidity, and/or 
delivered thermal from auxiliary. The sub-meter 
l e v e l  m e a ns that fuel inputs to each major 
equipment type and other major end use, such as 
lighting, fans, etc., are measured . .  ll.lthough 
specifics always vary from building to building, 
common submetered categories used are: heating 

a. Time-integrated 
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Figure 4. Monitoring Temporal Levels. Monitoring 
data can be either time-integrated or 
dynamic . 

equipment, cooling equipment, air handling fans, 
lights, hot water, and other equipment [4]. The 
last and most aggregated spatial level of the 
thermal problem, the master meter, measures only 
the total building fuel input, by fuel type. The 
comm ercial build ing electric meter data must 
include totals and peaks, corresponding to utility 
charges. In several commercial building studies 
detailed in Ternoey et al. [4], demand charges 
average about 75% of the total annual utility bill . 

Utility bills are "time-integrated master-meter 
data," and are the data commonly used by energy 
auditors. Dynamic data are rapidly becoming 
available, because for example, 1) dynamic electric 
master meter data are often recorded for demand 
calculation later; 2) dynamic temperature and sub­
metered fuel/status data are al�eady potentially 
available from Energy Management Control Systems; 
and 3) suitable data acquisition systems can be 
obtained for as little as S2K. Master-meter data 
a r e  a p r o b l e m  i f  w e a t h e r-d e p e n d ent 
heating/cooling/ventilation energy is aggregated 
with other, nonmetered uses, as for all-electric 
buildings, or where gas supplies hot water and 
cooking in addition to heating. In such cases, a 
disaggregation model will also be used to separate 
thermal and nonthermal uses. Disaggregation models 
are discussed in Wright [5] and Train et al. [6]. 
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Figure 5. Thermal Problem Directions. The thermal model can be 
used in either a forward direction (for design) or a 
backward direction (mainly for monitoring). 

THERMAL MOOELS 

Methods for modeling the energy process in 
buildings can be ordered according to the form of 
the basic thermal model equations. 

A. Mechanism level: coupled partial differential 
equations, thr ee-dimensional in spa�e. A 
dyna m i c  s i m u l a t i o n  b a s e d  upon di r e c t  
application of fundamental heat t�ans'.er laws, 
such as the Fourier law of conduction in three­
dimensiona l sol ids [7] ,  or the tJavier-Stokes. 
fluid equations [8] .  Used only by researchers 
to generate/validate simpler models useful for 
practical design or monitoring analysis. 

B. Component level: coupled nonlinear ordinary 
differential equations in time, one-dimensional 
components and zones in space. A simula�ion 
based upon solving the coupled equations 
resulting f r o m  a p p l y i n g  h e a t  t r a n s f e r  
algorithms o n  a simplified component-by­
component basis (e. g., OOE/BLAST/SERIRES/DER08 
[9 -1 2]. A v o l u m inous building th_ �rmal
description is required for a whole building. 

c. Macrodynamic level: coupled, constrai�ed 
linear differential equations or convolution 
integrals in time, zonal spatial resolution. A 
simulation based upon modeling that describes 
each thermal zone of the building with a few, 
summarizing "system level" parameters [13- 23] , 
which can be regressed from data. 

0. Time-integrated level: algebraic linear forms, 
long-term summary in time, with usually no 
zonal spatial resolution. An expression 
providing highly simplified, long-term (monthly 
or seasona 1) summary estimates of bottoml ine 
consumed energy, based upon long-term energy 
balance ' with a variety of possible ad hoc 
upgrades to allow for the average impact of 
various processes [24-39] . 

These models can be used in two "directions," 
as shown in Figure 5. The "forward problem" is the 

prediction of the buil? inQ thermal b�havior from
. the b u i l d ing description only; i.e., input 

parameters derived from plans (design problem); the 
"backward problem" refers to regressing model 
parameters from data (performance monitoring 
problem). Although all models discussed here solve 
the backward problem, the most useful models also_
solve the forward problem as needed for retrofit or 
co mponent s a v i n g s  calculations and design 
corroboration. 

Note that each level of simulation directly 
calculates thermal values corresponding to specific 
levels of the thermal pro blem data, shown in 
Figures 2 and 3. In analyzing data from buildings, 
it is difficult· to use the model with data that 
d o e sn't d i r e c t l y  c o r r espond to the primal 
quantities calculated directly by the model, 
although there·have been attempts to do so. Only 
the macrodynamic and time-integrated models appear 
widely useful for performance monitoring. For 
these m e t h o d s ,  the b u i l d i n g  thermal zone 
performance depends upon only a f� "equivalent" 

. . parameters, which allow the possibility of these 
parameters being regressed from performance data. 

Macrod y namic Simulation 

11

11ays 

Macrodynamic simulations predict the dynamic 
overall building performance (temperature for and 
auxi 1 iary into each defined thermal zone). The 
methods referenced here treat explicitly the skin 
loads aspects of the problem only. !here ar� two 

to derive models: 1) postulating a simple 
thermal circuit, that effectively corresponds to 
aggregated building components [13-18] or [2] 
postulating some form of transfer functions for the 
response of the thermal zone to relevant driving 
forces for the problem [18-23] . 

References 13-18 contain simple thermal circuit 
models with some examples as in Table 1. In each 
reference the model parameters were regressed from 
data and fits seemed reasonable. These models 
should match performance well unless there are 
significant processes that are not accounted for by 
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Table 1. Dynamic Models 

Thennal Circuit 

;th Nodal energy balance· + 
dT; -1 

c; = I(Tj-cit Ti) Rji + Q;j 
Examples: 

Transfer Function 

Zonal energy balance + 
t 

IO; , = 0 = l f h;(t-t') F;(t dtn i ') ' , 
i i t '=-"'. 

where Fi = forcing function, as Tout• Isun• 

Oaux• Tin• • • • 

Examples: 
Explicit formulation 

1 -(t-t'lh,· = ho o(t-t') + h1· {o(t-t') - exp [ ] i:i i:i 
(18] 

Response factor 

Oin,i(tn) = 6 Nt Nq 
bj Toudtn-j) + � Cj Oin,j(tn-j) 

[19a] 

the models, such as: internal zone temperature 
gradients, earth coupling, and nonisothermal mass. 
The less closely the models corres�ond to the basic 
physics of the building, the more the regressed 
capacitances and couplings are "effective values" 
that must be regressed and become very difficult or 
impossible to relate to the building thermal 
properties. For example, the internal mass depends 
u p o n  pen etration of "thermal waves," which 
introduces depen dence on the· capricious data 
frequency spectrum into the effective capacitance 
representing that internal storage. Another 
difficulty with any such thermal circuit approach 
is "cross-talk" bet1'1een the parameters [18]; i.e., 
parameters in the response to a given force (e.g., 
outdoor temperature) affect the model response for 
other driving forces (e.g., solar radiation), 
although these responses are actually independent 
functions. 

Transfer function methods avoid cross-talk by 
simply postulating an independent form for the 

response to each significant driving function 
present in the thermal problem. Another advantage 
of transfer function methods is that one can easily 
add more transfer functions as the thermal problem 
increases in complexity [18,22,23]. For example, 
t h e  l i g h t s  can be dominant load in a large 
building. If significant mass is irradiated by 
these lights, the thermal model must account for 
the consequent time-phasing of the thermal load. 
The transfer function in response to the forcing 
function of electricity input is postulated, and 
parameters would be obtained by a short, one-time 
test. 

Response factor methods, which postulate a 
single time series for each zone, havt not 
developed a means for,calculating the series 
coefficients from plans [20-22]. Rather, the 
coefficients have been determined by regression of 
the parameters from ersatz data generated by a 
mainframe component model (e.g., TRNSYS [22] or 
NBSLD [20]. This process unfortunately forces one 
to still use the more complex component model as an 
intermediate step, even though the actual hourly 
calculations are done with the simpler macrodynamic 
model. Further, the parameters have no clear 
physical interpretation and even with idealized 
d a t a  show u n p h y s i c a l  b e h a v i o r  ( e . g., not 
monotonically decreasing in value), indicating 
potentially serious sensitivity to noise in the 
problem. One of the transfer function methods [18] 
has solved these dilemmas by posing explicit forms 
whose parameters uniquely relate to· building 
response at given frequencies. Typically zero and 
diurnal frequencies would be chosen for skin-loss 
transfer functions, although other choices may be 
appropriate for unusual buildings or processes. A 
very massive wall section having zero diurn a l  
response would b e  described at some frequency close 
to its characteristic frequency. A chemical reactor 
cycling hourly would be characterized at hourly 
frequency. The framework allows both regression 
(backward) and perturbative calculation for savings 
(forward) analysis. 

Methods based upon dynamic models may require 
some change from "normal ope�ation" during the 
period used for parameter determination, to 
disentangle the parameter space degeneracies which 
can confound the regression procedure [23]. There 
are three separate cases to consider: free­
fl o a t  i ng only, t h e r m a l equipment of known 
efficiency, and equipment of unknown efficiency. 
If temperatures only are measured, as in a free­
floating building, then only scale-independent 
ratios of physically-related parameters can be 
obtained. This is most obvious from the form of 
the equations in Table lA. A known heat flow must 
be introduced to break this scaling degeneracy. A 
portable electric heater with known input can be 
used for smaller buildings. Another option is to 
treat the solar flux as known, if the aperture 
system is sufficiently simple. In this case, the 
"known flux" is the "solar computed" [3,18]. 

If the installed building thermal equipment has 
known efficiency, then a normal run of data of 
order one week will most likely be sufficient. 
System efficiencies are known if: 1) the system is 
electric heating (implying�= 1.0); or 2) direct 
measurement is made of system delivered thermal 
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energy, once or continuously. If the installed 
building systems do not have known operating 
efficiency (e.g., almost all natural gas or oil 
systems whose output is not measured directly), 
then one must either perform one-time equipment 
tests or do sequential system-crippled tests. In 
the latter case the analysis would be constrained 
by fixing the skin-related parameters at values 
obtained during testing with the systems of unknown 
efficiency being turned off. Then the thermal 
loads (calculated from the skin loads model using 
the parameters regressed from the one-time, 
systems-crippled tests) can be treated as knowns, 
and the instantaneous efficiency of the unknown 
systems is computed as the ratio of calculated load 
to measured fuel input. 

Time-Integrated Methods 

Time-integrated methods are based upon long­
term energy balance assuming negligible change in 
storage, with various simple expressions used for 
the additive terms in the energy balance. Three 
related classes of models are: 1) degree day; 2) 
bin; or 3) semiempirical. Mathematical forms of 
these thermal models are shown in Table 2. Degree­
day and bin models are widely used in performance 
monitoring analysis [24-33]. Simple degree or bin 
models with the base or balance temperature 
(outside temperature at which auxiliary is needed) 
equal to a standard set-point (65°F, as in Ref. 24) 
will be inadequate; variable base degree day (VBDD) 
adjusts the base to account for solar and internal 
gain [33]. Hence, as in Refs. 25-28, the base 
temperature (T ) for the degree-day calculation isbtreated as a varia ble extracted from utility 
billing data, along with the load coefficient, L. 
Variabl� base bin (VBB) methods predict comparably 
to VBDD model s. VB B are able to accurately 
consider some time-dependent aspects not easily 
done with VBDD such a s  thermostat set�ack in 
lightweight buildings, variable ventilation rates, 
economizer cycles, ni ghttime insulation, and 
coincident 1 atent loads. Rudoy' s [32] system 
accounts for lags introduced by solar-l oaded 
massive skin walls and will accurately predict 
savings for a wide range of HVAC system changes. 
None of the V8B referenced here account for mass 
affects with night-setback of the thermostat, 
although it could be done, such as in Kusuda and 
Saitoh [30] for VBDD models. 

Semiempirical models used for data analysis 
postulate the energy balance terms in the form 
shown in Table 2 with constants of proportionality 
obtained by fi�ting the postulated expressions to 
performance data, such as from utility bills [35] 
or from e r s a tz d a t a  produced by component 
simulations [34, 37]. Hence, these models will tend 
to reproduce results of the.data base used to find 
K .. It is not demonstrated nor clear what biases 
w�ll be introduced in using these expressions to 
compute retro fit savings, particularly as the 
models admit more and more parameters, such as 
correspond to coincidence between solar and 
temperature [34]. Again, these models should do· 
well for extrapolating to other climates or 
internal gain schedules, as the forcing functions 
have been somewhat separated from the less­
interpretable building parameters. Well-known 
correlation models based on fitting ersatz data 

Table 2. Time-Integrated Models 

Oaux Ia; Oi (Bj,Fkl,i = skin loads, internal 
gains, etc. 

Degree-Day Models 

Oskin L f (Tbase-Tautl+ dt 
lit 

Simplistic: Tbase = Tset - constant 

Variable base: Qint Tbase = Tset - �-L
Enhanced: 

L =Lo+ Linf(t.T, Vwind; pair) 

T Tbase = (base t)

Mass correction 

Bin Models 

Qskin,b l 
hours h 
in bin b 

Simplistic: T Tbase set,h - constant 
Oh Variable base: Tbase,h = Tset -Lh 

Enhanced: 

LLout,h o,h
(+ Linf t.T ,v )h wind,h; Pair,h ; 

Coincident humidity 

Semiempirical Models 

Qi = Ki(BjFk), "best fit" constant Ki 
B building parameter j 

F'j(' average driving 
force 

bases [42,433 are in a similar vein, but are not 
discussed further here, as they are design-oriented 
tools. 

In general, the time-integrated methods should 
be accurate when the base temperature is much 
larger than the maximum outdoor temperature, 
implying that time-integrated conduction and 
infiltration fluxes (which will dominate the 
pro blem) a r e  l i n e a r l y  r e l a t e d  to a v e r a g e  
temperature differences. When the base temperature 
approaches the outdoor temperature, requiring 
consideration of storage and flux time-phasing for 
acceptably accurate modeling, tne long-term models 
can become very inaccurate [23]. Table 3 indicates 
where simpler versions of long-term methods have 
potential modeling problems needed to reasonably 
p r e d i c t  s a v i n g s  f o r  v a r i o u s  b u i l d i n g  
confi gurat i ans. VBDD models must be upgraded to 
treat most time-dependent strategies, such as in 
Kusuda and Saitoh [30] for residences. Both VBDD 
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Table 3. Modeling Issues 

Rigor of forward problem solution for savings 
prediction 

Modeling for 

multi zoning 
HVAC equipment 
1 atent heat 
air flow 
solar gains 
ground coupling 

Error analysis 

Macrodynamic Models 

Interpretation of regressed parameters 

Seasonal extrapolation of solar parameters 
(shading, transmission, etc. ) 

Time-Integrated Models 

Variable base temperature used? 

Potentially inaccurate accounting for 

massive building (e.g., with night setback) 
solar-driven buildings, multiple apertures 
low energy buildings (Tbase = Taut) 
night ventilation 
economizer cycle 

and VBB mode ls have good basis in theory, and 
shou ld reasonab ly predict retrofit savings when 
they are not extended beyond limits of the basic 
mode ling incorporated. For a number of retrofit 
measures, especially in harsher climates, these 
models appear to have close correspondence to 
savings predicted from DOE2.l component-level 
simulations (i.e. , same change between cases) , even 
if the individual absolute values for the two cases 
w er e  considerab ly more in error [33] . It is 
unclear what effect the adjustment procedure w i l l  
have on savings predictions made with semiempirica l 
methods. 

CALCULATIONS 

Analyses done with the normalized thermal model 
depend upon the intent of the monitoring, as in 
Table 4. Three general types of analyses, cross­
comparison, savings, and design verification, are 
discussed here. 

Cross-comparison is done to identify genera l 
potentia l for retrofit and involves comparing a 
given building's performance to a statistical base 
of s imi lar bui lding types in the same area, 
possibly differentiated into "typical" and "energy­
conserving" c lasses [25,46]. Utility bi l ls are 
usua l ly the only monitored data used, and an 
effective load coefficient {L), base temperature 
(T ) , and s e a s o n a l ly-constant weather­
i n cPecp� n dent energy u sage ( E ) are reg res s e d . 
Bui lding size is usua l ly nor�alized by dividing 
annual consumption (total or for heating/coo ling 
on ly) by f loor area, a lthough volume or number of 
occupants may be b e t t e r  n o r m aliz e r s  [4 4] . 
Consumption is weather-normalized by recomputing 
the weather-dependent loads from the regressed L, 
T , using a "standard" degree-days profile. The h se ba� e temperature is usua l ly not adjusted for 
"standard" solar gains, though it cou ld be. It 
makes little sense to normalize across c limates by 
dividing tota l energy by degree-cays, since for 
commercial bui ldings the thermal problem is most 
often strong ly driven by interna l-ga ins, and, 
hence, loads are not proportional to degree-days. 

Savings ca lcu lations are done for retro fit 
ana lysis and for determining displaced ener�y frcr 
a component. General ly, as in Figt.0r e 6, s�e 
defines saved or displaced energy 0 as t�e sdifference between annua l consumption ta9�� latec 
using two mode ls, one for the actua l and one for 
the reference building. Some standard weather data 
drives the two models. This quantity then is used 
in economic equations for cost/benefit eva luation. 
For determining the savings due to a component in 
an actual building, the reference wil l  be the same 
building with the component replaced by some other 
section/measure. Obvious choices for a so lar 
aperture are an adiabatic wall, or the opaque wall 
section used elsewhere in the building. In either 
case, the reference is an "imagined" building whose 

Table 4. Reference Choices 

Monitoring Predict Retrofit Checking System Diagnose Diagnose HVAC Retrofit Potential Purpose Savings Controls or Schedules Envelope Behavior Operation 
Appropriate Statistical Actual building Bui lding as Building as Systems as 
Reference Average: as modified by designed, from designed designed/ 

al l buildings imagined as-built plans specified by 
of type retrofit manufacturer 

energy-efficient 
buildings of 
that type 

esignComparison Normalized (t) ,  � 0delivered 
Oend-use Ouse Tz(t) B

Parameters Performance compared to expected 1 Einput 
Factors: compared to 
Oend-usel Af1 oar actual 

Bi 
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Reference 
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Rest 
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Figure 6. Component Savings Calculation. Component savings are determined 
by compar ing the annual end-use consumption of two models, one 
for the actual building and one for the reference building. 

thermal model parameters have to be calculated, 
implying the termal model must solve the forward 
problem (Figure 5) . The best method appears to be 
relying on forward calculation of only the changes 
in parameters due to changes from actual to 
reference build ing. Thus, the "rest of the 
building" is fixed by the experiment, and only the 
i�agined features are calculated, as in Figure 6. 

Design corraboration is done by comparing the 
building' s thermal parameters, calculated from the 
bu ilding plans, with those regressed from the 
monitoring data. For t ime-integrated data, one in 
principle might determine if E , L, T are as edesigned. However, very � sa � 1 ea� so�d 't squares
trough will ex ist in (L,T ) space, because 
increases in base tempera£tir� are compensated by 
decreases in the load coefficient [27]. Similar 
parameter space degeneracies exist for dynamic 
methods also. With dynam ic methods the parameter 
space degeneracies can be reduced by controlling 
one or more forcing funct ions to s ome extent. 
C areful error analysis must be done to avoid 
misleading inferences. 

Once the errors have been carefully considered, 
then, if they ire sufficiently small, regressed 
parameters can be compared to those expected from 
the design plans. Given no confus ion w ith ground 
losses, an unexpectedly large steady state load 
coefficient (a parameter in all macrodynamic 
models) is easy to understand in the abstract: 
anomalous coupling (s) exist to outside a ir. 
However, it may be hard to locate the exact cause. 
M issing insulat ion, "leaky" construction, unmodeled 
thermal bridges, broken or open w indows or door, 
or unscheduled night vent ilation are examples of 
potential causes, and engineering acumen is clearly 
essential. A value for effective aperture area 
wh ich is lower than expected from the design 
indicates not enough sun is being admitted into the 

_

building. Some causes, for example, could be 
unmodeled shading, dirty glazings, high back losses 
from irrad iat ion of drawn blinds or light-colored 
objects, or spat ial isolat i on of th ermal ized 
e n e r g y ,  as in clerestor ies. Sim i larly, an 
anomalously large value for the solar aperture 
diurnal frequency transfer function [18] indicates 
that the sun admitted to the building is not well­
coupl ed to mass. Potential causes for this could 
b e  rugs/ f u rn i s h i n g s  b l o c k ing d ir e c t  ga i n  
irrad iat ion of the mass, low conduct ivity in 
exposed mass, convect ive uncoupling of mass 
(closets, part it ions, etc.) , or wrong colors on 
mass. 

EXAMPLES 

Performance of a 40CO m2 multifamily apartment
complex was monitored in DeCicco [27] using: 1) 
time-integrated, master-meter gas/electricity data; 
2) VBDD model; and 3 )  calculat ion of weather
normal izat ion, retro f it sav ings, and des ign 
verification. Monthly data (letters) and VBDD fit 
( 1 ine) are shown in F igure 7. A D H W  bo iler 
retrof it was not clearly resolved f r o m  t h e  
uncertainty in normal ized annual consumption, and 
the regressed load coefficient was 1.7 t imes the 
value calculated from the plans. Only part ial 
explanation of the heightened load coefficient was 
obtained, confounded in part by the correlation 
between values for L and a strangely high T 
Spot checks indicated very high zone tempera�it�s 

• 

in some of the senior citizen apartments w ith open 
windows in others. No effect due to a zone 
controls retrofit was noted. In general, the low 
information content, and high noise potential of 
time-integrated master-meter data clearly limits 
the inferences possible; in practice, only the 
condition of abnormality can be inferred, and the 
causes must be uncovered by site engineering. 
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This classification forces one to detect data­
model mismatching, wherein the measured quantities 
do not correspond to primal calculations of the 
model used to analyze that data. One example is the 
"calibrated model" of Hill [41], where a few of 
the parameters of a component-level thermal model 
(BLAST ) were adjusted to "fit" dynamic zonal 
performance data. It is clear that there are far 
more degrees of freedom in the input file than 
c�uld ever be fixed by performance data alone. 
Hence, which parameters to adjust is somewhat 
a r b i t r a r y  with out much m ore detailed data, 
corresponding to the component calculations, as in 
Burch [3]. For example, assuming no ground losses 
are present, system level data-ca l c u l a t i o n  
comparison can clearly indicate that total steady 
state coupling to ambient air implied by the BLAST 
input file is incorrect. However, without further 
data on wall fluxes, infiltration rates, etc., any 
of (typically) dozens of inputs could be changed to 
adjust the file to match that load coefficient 
implied by the data. It cannot be state d in 
general what affect this arbitrariness would have 
on component savings calculations. 

Another data-model "mismatch" is discussed in 
Swisher et al. [38] and Shea et al. [39] the DOE 
Class B program. Here, dynamic data were acquired 
but were generally simply time-integrated for 
application of a time-integrated thermal model. 
Clearly, there is much more information in the 
dynamic data that was not utilized in the analysis, 

_
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Figure 7. Time-Integrated-Energy Use Versus Degree Days 
[27]. Monthly energy use (letters) is plotted 
versus actual degree days with the line being 
the variable base degree day thermal model best 
fitting the monthly data. 

as will always be the case when dynamic data is 
analyzed via a time-integrated model. The Class B 
da t a  w a s  more fru i t f u l l y  a n a l yz e d  v i a  a 
macrodynamic model [1 8]. Eight system level 
thermal parameters were extracted from the data, 
some of which were compared to values expected from 
a coheating experiment and from plans. Quality of 
the fit of model to data is shown in Figure 8. The 
regressed values were within error of expected 
va 1 ues, although uncertainty was large, due to the 
aforementioned parameter degener a c y  i n  t h e  
uncontrolled data. 
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