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PREFACE

In keeping with the national energy policy goal of fostering an adequate
supply of energy at a reasonable cost, the United States Department of Energy
(DOE) supports a variety of programs to promote a balanced and mixed energy
resource system. The mission of the DOE Solar Buildings Research and Develop-
ment Program is to support this goal by providing for the development of solar
technology alternatives for the buildings sector. It is the goal of the pro-
gram to establish a proven technology base to allow industry to develop solar
products and designs for buildings that are economically” competitive and can
contribute significantly to the nation's building energy supplies. Toward
this end, the program sponsors research activities related to increasing the
efficiency, reducing the cost, and improving the long-term durability of pas-
sive and active solar systems for building water and space heating, cooling,
and daylighting applications. These activities are conducted in four major
areas: Advanced Passive Solar Materials Research, Collector Technology
Research, Cooling Systems Research, and Systems Analysis and Applications
Research. '

Advanced Passive Solar Materials Research - This activity area includes work
on new aperture materials for controlling solar heat gains, and for enhancing
the use of daylight for building interior lighting purposes. It also encom-
passes work on low-cost thermal storage materials that have high thermal stor-
age capacity and can be integrated with conventional building elements, and
work on materials and methods to transport thermal energy efficiently between
any building exterior surface and the building interior by nonmechanical
means. - '

Collector Technology Research - This activity area encompasses work ion
advanced low- to medium-temperature (up to 180°F useful operating temperature)
flat-plate collectors for water and space heating applications, and medium- to
high-temperature (up to 400°F useful operating temperature) evacuated tube/
concentrating collectors for space heating and cooling applications. The
focus is on design innovations using new materials and fabrication techniques.

Cooling Systems Research - This activity area involves research on high-
performance dehumidifiers and chillers that can operate efficiently with the
variable thermal outputs and delivery temperatures associated with solar col-
lectors. It also includes work on advanced passive cooling techniques.

Systems Analysis and Applications Research - This activity area encompasses
experimental testing, analysis, and evaluation of solar heating, cooling, and
daylighting systems for residential and nonresidential buildings. This
involves system integration studies,  the development of design and analysis
tools, and the establishment of overall cost, performance, and durability tar-
gets for various technology or system options.

The research described in this report was supported by the Office of Solar
Heat Technologies. It was performed as part of the Short-Term Energy Monitor-
ing (STEM) project. The goal of the project is to develop, field test, and
transfer to industry a technique for assessing the energy performance of a
residential building through short-term tests. Extensions to nonresidential
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buildings, especially for control and diagnostics of heating, ventilation, and
air-conditioning systems are planned for the future. N
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ABSTRACT

We present a unified method of hourly simulations of a building and analysis
of performance data. The method is called Primary and Secondary Terms Analy-
sis and Renormalization (PSTAR). PSTAR allows extraction of building charac-
teristics from short-term tests on a small number of data channels. These can
then be used for long-term performance prediction ("ratings"), diagnostics and
control of heating, ventilating, and air conditioning (HVAC) systems, compari-
son of design versus actual performance, etc.

PSTAR is not a new simulator competing with existing simulators although, for
a certain class of problems, it does provide a self-contained simulator. It
plays an essential role when one is dealing with real building data. It 1is,
in a sense, a way of organizing heat flows that can be obtained from existing
or future microdynamic simulators (a microdynamic simulator is one that simu-
lates each component; DOE-2, SERIRES are examples). However, many of the heat
flow terms are best obtained through macrodynamics, a calculation that deals
with whole building characteristics (such as the loss coefficient). The
macrodynamic calculation can be done in a number of ways; a method is devel-
oped through fitting building response at selected frequencies.

In predicting building performance given the building description, the above
decomposition of heat flows has intuitive value giving quantitative informa-
tion on the role of various driving forces on the building performance; it has
some computational value, too. In determining building characteristics given
performance data, the above decomposition plays a critical -role. Suppose
short-term monitoring has given dynamic data on a few channels (typically,
inside and outside temperatures, solar radiation, internal gains, and wind
speed). We wish to extract suitable building parameters from the data. The
common approach is to view the building as a "black box" and fit the perfor-
mance data to model parameters. This approach has generally resulted in a
dilemma: to keep the number of parameters small the model must be simple, but
to be realistic the model must be complex.

The above dilemma is resolved by treating the building not as a black box but
as a ''gray box'--starting with an audit description of the building obtained
by a site visit, the various heat flow terms are calculated. The (known)
audit description being different from the (unknown) as-built description, the
energy balance equation is not satisfied by the heat flow terms obtained for
the audit building with the measured driving functions.

Each heat flow term calculated (i.e., not directly measured) can now be clas-
sified as primary or secondary depending on its overall magnitude. Renormal-
ization parameters are introduced for the primary terms such that the renorm-
alized energy balance equation is best satisfied in the least squares sense;
hence, the name PSTAR. This involves a simple linear least squares fit. The
renormalized energy balance equation is used for the intended application such
as long-term extrapolation, control and diagnostics of HVAC systems, building
commissioning, etc.

The need for a proper test protocol to elicit the renormalization parameters
is emphasized. The renormalized energy balance equation guides one to a suit-
able protocol. Coheating (the introduction of electrical heat to maintain a
constant indoor temperature) and cool-down tests are typically adequate.
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Accurate determination of admittance at a specific frequency is possible
through sinusoidal heat input. N

Additional parameters are introduced for special situations. The above
methodology is extended to multizone buildings.

PSTAR is rather comprehensive and, for that reason, rather complex. We
believe this is necessary in dealing with real buildings (even if idealized
computer-generated data can often be analyzed with simpler models).

One highlighted application is long-term performance prediction from short-
term monitoring. A project, Short-Term Energy Monitoring (STEM), is under way
with that objective. PSTAR provides the theoretical framework for building
parameters, test protocol, and data analysis. Applications to real buildings
will be given in subsequent publications.

A number of applications are identified. When combined with modern data
acquisition and control systems (such as energy management systems in commer-
cial buildings, power line carrier based data acquisition, etc.) PSTAR pro-
vides a powerful tool for a wide range of applications.

PSTAR achieves a synergism among macrodynamics, microdynamics, and performance
to give an intuitive as well as quantitative model of building performance.
The frequency fitting procedures as well as parameter estimation procedures
involve only systems of linear equations and are, therefore, simple and
reliable. ’

vi
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1.0 INTRODUCTION

Although there have been considerable efforts in developing large numerical
simulation models for building energy calculations on one hand and in obtain-
ing performance data by monitoring actual buildings on the other, the inter-
play between theory and experiment has not been as definitive as expected. We
believe there are two principal difficulties. The first occurs when, in the
absence of extraordinarily detailed measurements, the inputs to the simulation
models are mismatched with the outputs that are being compared with experi-
ments. The inputs are material properties and. estimates’ such as solar distri-
bution on various surfaces (not all of which are always measured). The output
is system performance. It is, in general, difficult to feed back the outputs
for any systematic modification of the large number of inputs. The second
difficulty arises because a first-principles calculation of heat transfer pro-
cesses in real buildings inevitably entails uncontrolled approximations.

Introducing certain definitions is useful. The process of starting from a
building description and determining building performance is referred to as
the forward process. The process of starting from performance data and deter-
mining thermal characteristics of a building 1is referred to as the inverse
process. A simulation that simulates each component (e.g., each wall) or
subcomponent (wall layer) -and thereby simulates the building is referred to as
microdynamic. A simulation that aggregates component characteristics 1into
whole building (or zone) parameters that are subsequently used in the simula-~
tion is referred to as macrodynamic. Figure l-la schematically illustrates a
microdynamic simulation, and Figure I-Ib depicts a macrodynamic simulation.
DOE-2 (DOE 1980), BLAST (Hittle 1977), and SERIRES (Palmiter and Wheeling
1980) are familiar examples of microdynamic simulations. In this article, a
new simulation called the Primary and Secondary Terms Analysis and Renormali-
zation (PSTAR) is introduced. In its simplest form, PSTAR is a macrodynamic
simulation. A fuller version consists of a disaggregation of zone heat flows
into several consistuents, obtained by macrolevel calculations with a pertur-
bative formulation of microdynamics.

Typically, microdynamic simulations are designed for the forward process.
Macrodynamic simulations for the forward process offer the macroparameters
(such as the building loss coefficient, and others) as intermediate quanti-
ties., These quantities, which form inputs to the simulation, have important
physical significance and provide valuable intuition in analyzing cause and
effect relationships. Macrodynamics, by avoiding simulation of each com-
ponent, results in computational efficiency.

The previously listed features of macrodynamics, while desirable, are not
critical for the forward process. For the inverse process, macrodynamics has
some critically essential features. Typically, a small number of data chan-
nels (air temperatures, power input, solar flux) is measured in monitoring a
building; material properties, temperatures, heat flows, etc., of individual
components are generally not measured. Even a perfectly accurate microdynamic
simulation 1is of limited use in this situation because the inputs are not
sufficiently accurate, and the macrolevel measurements do not allow a system-
atic modification (or calibration) of the inputs. On the other hand, short-
term monitored data can be viewed as giving measured values of the
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Figure 1-1., Schematic comparison between (a) a microdynamic simulation
and (b) a macrodynamic simulation !

macroparameters, which are inputs to the macrodynamic simulation. Macro-
dynamics is, therefore, well suited for such applications as extrapolation of
long-term performance from short-term tests and building as a dynamic
calorimeter.

Macrodynamics should really be viewed as an approximation to the full dynam-
ics. Certain processes, such as heat transfer in phase change materials
(PCMs), are beyond the scope of macrodynamics as formulated in this article,
even though the heat flow renormalization formulated in this article may be
applicable; we will not discuss PCMs further. The full dynamics may entail
variable film conductances, etc. not present in macrodynamics. The full
dynamics can, of course, be studied using microdynamics. Schematically we can
write the equation:

(Full dynamics) = (Macrodynamics) + (Full dynamics - Macrodynamics)

The last term is usually small but often not negligible. Its signal in build-
ing performance data is typically too small to be picked up. It can only be
included in either the forward or the inverse process through a microdynamic
calculation. This article also presents the mathematical framework for the
calculation, Thus, a skillful combination of micro and macrodynamics is
necessafy to achieve a complete picture of the energy performance'of a build-
ing through the forward or the inverse process. This is the program emphasized
in this article.

This report meticulously details the PSTAR method. 7In summary, for the for-
ward process it consists of (1) calculation of whole building (or =zone)
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admittances, (2) conversion of these into transfer function coefficients,
(3) calculation of solar gains, (4) selection of airflow (infiltration as well
as interzone flow) models, (5) calculation of small heat flows through per-
turbation theory, and (6) simulation through the time series. For the inverse
process, there is an additional step involving renormalization of the transfer
functions (to fit performance data) that are to be used in subsequent simu-
lations. A suitable monitoring protocol is necessary to elicit all the impor-
tant building responses. For residential buildings, where introduction of
electrical heat of any desired profile is usually possible, a signal enhance-
ment principle ensures accurate determination of certain admittances.-

There is extensive literature on the use of frequency response for the forward
process. . The admittance method (IHVE 1970) is based on the work of, among
others, E. Danter, M. G. Davies, J. Harrington, A. G. Louden, and
N. O. Milbank, With the response factor method of Stephenson and Mitalas
(1967), time-domain simulations were developed. A recent study of room trans-
fer functions was performed by Seem (1987). The Commonwealth Scientific and
Industrial Research Organization (Australia) research with contributions from,
among others, R. W. Muncey, P. Chandra, C. L. Gupta, K. R. Rao, J. W. Spencer,
and P. J. Walsh, was reviewed in Muncey (1979). Niles (1978), Green and Ulge
(1979), Hittle and Pedersen (1981), Winn (1982), and Balcomb and Yamaguchi
(1983) have, among others, used the frequency response method to analyze
design problems--either directly or through response. factors, or through
network reduction. A recent introduction is given by Palmiter (1986).

Given a resistor capacitor (RC) network of arbitrary complexity with convec-
tion to air, radiation exchange among surfaces, etc. (with constant Rs and
Cs), the output, say, the indoor air temperature, can be related to the inputs
(ambient temperature, solar radiation on different surfaces, etc.) through
transfer functions., The different frequency-response-based methods differ
primarily in the simplifying assumptions as well as in solution procedures.
Response factor formulation readily permits variable infiltration and airflow,
imposition of thermostatic and HVAC plant size constraints, etc. One specia
feature of the PSTAR approach for the forward process includes: . interaction’
factor formulation that provides for the treatment of convective and radiative
heat exchange (Subbarao and Anderson, 1983). In a simulation with thermo-
static constraints, the inside temperature is sometimes predicted, at other
times the auxiliary energy is predicted. Therefore, the roles of the numera-
tor and the denominator in the transfer functions are exchanged. The passage
from frequency response to time series is done with this in mind (Sections 3.0
and 4.0).

Direct time-domain simulations (without going through the intermediary of
frequency responses) are far more popular. The reasons are apparent. When
solar gains from multiple orientations, shading, etc. are involved, and one
wishes to include small effects such as sky radiation, nonlinear film coeffi-
cients, etc., the frequency-response method becomes unwieldy, if not inappli-
cable. The PSTAR method is intended to combine the best features of the
frequency-response formulation and time-domain formulation.

For the inverse process, simplified electrical circuits apparently were the
most popular approach (Kusuda, Tsuchiya, and Powell, 1971; Sonderegger, 1978;
Deberg, 1979; Pryor, Burns, and Winn, 1980; Hammersten, 1984; Nielsen and
Nielsen, 1984; Norford, Rabl, Socolow, and Persily, 1985; Hammersten, van
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Hattem, Bloehm, and Colombo 1986; Duffy and Saunders 1987). Duffy and
Saunders have combined coheating tests and cool-down tests with a sequential
and iterative analysis to estimate the loss coefficient and effective heat
capacitance (Sonderegger, Condon, and Modera 1980). A monthly correlation
method or a simple electrical circuit provides long-term extrapolation. This
work is described in detail in their report. Estimation of the coefficients
of response factor time series was done by Subbarao (1985). Parameterization
of the transfer functions and estimation of the parameters was done by
Subbarao (1984). A recent review of parameter estimation in buildings is
given by Rabl (1988). 1In this article, we have developed a method to resolve
the fundamental dilemma that performance data allow only a small number of
parameters to be reasonably estimated, whereas a proper thermal description of
a building requires considerably more parameters. The method is applicable to
multizone buildings. The method incorporates a perturbation treatment of
small effects such as sky radiation, nonlinear aspects of convection, etc.

The relationship between the PSTAR formulation and the Building Energy Vector
Analysis (BEVA) formulation (Subbarao. 1984), from which PSTAR emerged, is
given in Appendix C. The BEVA method was tested in test-cells (Jeon et al.,
1987), augmented with the signal enhancement principle, and applied to resi-
dential buildings (Subbarao, Burch, Hancock, and Jeon, 1985). Application to
nonresidential buildings is performed in Norford, Rabl, Socolow, and Persily
(1985). Building-as-a-calorimeter application, especially important for HVAC
diagnosis and control in nonresidential buildings, was demonstrated for a
residential building in Subbarao, Burch, and Jeon (1986). A general discus-
sion of macrodynamics is given in Subbarao, Burch, and Christensen’(1985).

A summary of the new formulation presented in detail in this report is given
in a companion article (Subbarao, 1988). We strongly urge that the summary be
read first before delving into this detailed report. Application to a real
building is given in Subbarao, Burch, Hancock, Lekov, and Balcomb (1988).
This discusses a number of practical aspects of applying the method to real
buildings. PSTAR has been refined through monitoring and analysis of several
residential buildings and is suitable for field applications.
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2.0 DISAGGREGATION OF HEAT FLOWS

As the introduction states, the PSTAR approach combines macrodynamics with
microdynamics to disaggregate the heat flows into a number of useful con-
stituents. While multizone buildings are considered later, we will outline
the disaggregation scheme for a one-zone building with a slab-on-grade floor.
The energy balance for the building can be written, under certain mild assump-
tions, in the following form (we use the heating season terminology; modi-
fications for cooling season are easily achieved):

(t) = L[Tin(t) - Tout(t)] + Qigbrage(t) + Qgggrage(t)

Qint
- + - + + -
qun(t) Qvent(t) Qaux(t) Qground(t) sty(t) » (27D
where
Qo = internal gains
L = skin loss coefficient; the first term on the right side denotes
the heat loss in the absence of storage effects. T; represents
the inside temperature, and T,,, the ambient temperature
;?orage = net heat that goes to charging (or, if the term is negative,
discharging) the masses caused by inside temperature variations
only
Qgggrage = net heat that goes to charging (or, if the term is negative,
discharging) the masses caused by outside temperature variations
only
Qgun = net heat gain by the indoor air node caused by the combined
action of sun and solar-radiation-coupled capacitances
Quent = heat loss caused by infiltration and ventilation
Quux = heat supplied by the heating system
Qground = heat flow to the ground
sty = heat loss caused by sky temperature depression.

This decomposition of heat flows is extremely useful. Physically, a heat flux
meter mounted on a wall would measure the net effect of all the driving func-
tions (T;,, T ,.» sun, etc.) on that particular wall.

The main assumption made in arriving at the decomposition (Eq. 2-1) is that
the heat transfer properties are independent of temperature. This assumption
is commonly made in many building simulations (DOE-2, for example). If one is
interested in relaxing this assumption, for example, to study temperature-
dependent film conductances, it is still possible to proceed with a decomposi-
tion, such as in Eq. 2-1, by including a correction term that is the differ-
ence between the exact heat flow Qexact and the approximate heat flow Q

given at the right side of Eq. 2-1:

Q._ () =q (e) + [Q (¢ - ¢ (e)] . (2-2)

int approx exact approx

approx
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This decomposition, while trivial, provides an essential framework for the
analysis of performance data through the renormalization process discussed in
this report. The correction term can be handled through a perturbation formu-
lation given in Section 10.0.° ) .

The report gives a mathematical justification with underlying assumptions for
this decomposition. The calculation of Q;gorage’ Qgggr ges and Qg form a
significant part of this report. This calculation 1nvofbes matchlngxkulldlng
response at any number of selected frequencies. This decomposition provides a
simple linear least squares fit approach to the inverse problem through a
renormalization process.
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3.0 TRANSFER FUNCTION REPRESENTATION OF BUILDING RESPONSE

In Section 2.0 the heat flows were decomposed into a number of terms without
making any approximations. A formulation suitable for calculating the various
terms of Eq. 2-1 is the subject of this section. Consider first a single-zone
building. (Multizone buildings are reviewed in Section 13.0.) We will ini-
tially limit ourselves to a case where solar gains occur essentially only from
one face of the building and where there are no shading devices. For defi-
niteness, assume there are no nonsouth windows, but that the south face has
any combination of direct gain, Trombe wall, and insulated. walls.. = This-
restriction will be removed in Section 8.0. Complications such as sky radia-
tion, wind effects, ground losses will all be incorporated later. These sim-
plifying assumptions will help fix the ideas before additional features are
considered.

A heat balance at time t, considering all gains to and losses from indoor air,
can be represented in the form of a convolution integral, as follows:

_ft ae' V(e - t"'iin (£") - W (¢ = t") Toue (£') = § (t-t") Tgun (£")]
= aint (t) + Qaux (t) . | (3-1)

Tln and TOuL , respectively, represent indoor and outdoor temperatures, and
ant and Quux represent the internal gains and auxlllary energy (both are
assumed to be instantaneous heat gains by indoor air, if not, the necessary
modifications are straightforward). Igy, (t') is the solar radiation incident
on the south face per unit area. The transfer function ¥ describes the
response of the heat flow from indoor air because of changes in indoor temper-
ature. Similarly, W describes the response of the heat flow from indoor air
because of changes in outdoor temperature, and S that is caused by solar radi-
ation. All heat transfer mechanisms were linearized in writing Eq. 3-1. This
linearization is the same as that done in the DOE-2 simulation (DOE.- 1980).
Simple modifications allow consideration of variable infiltration rates as
well as movable insulation. Variable infiltration (based on measurements or
from models fitted to one-time measurements, or from pure modeling) can be
easily incorporated by calculating infiltration conductance times the inside-
outside temperature difference and absorbing this term in internal gains.
More generally, any heat flow deemed suff1c1ently well-determined by a model/
measurement can be absorbed into internal gains. o

Equation 3-1 is the basis for all the response/weighting factor techniques
such as those in DOE 2.1 (DOE 1980). A general discussion of convolution
integrals, such as the ones in Eq. 3-1, applied to buildings can be found in
Muncey (1979). Considering the temperature or solar radiation time series as
a sum of triangular pulses, Eq. 3-1 reduces to response factor series as dis—
cussed in Stephenson and Mitalas (1967), DOE 2.1 (1980), and in Kimura (1977).
A detailed discussion of component responses and the building response as a
sum of component response including component interactions caused by radiation
exchange is given by Subbarao and Anderson (1983).

The convolution integrals in Eq. 3-1 are greatly simplified into algebraic
expressions upon taking Fourier or Laplace transforms. Fourier transforms are
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much better suited for our purposes. We will denote Fourier transform of a
function by dropping the . Equation 3-1 reduces in the frequency domain to:

V(w) Tip (@) = W(w) Tour (w) = S(w) Qgun(w) = Qintlw) + Qaux(w) . (3-2)

" Equations 3-1 and 3-2 are equivalent. We will combine the best features of
. the time and frequency domains approach to arrive at a hybrid approach for
hourly simulations. How this is done is the subject of the next several
sections. An important part of that process is the calculation of the fre-
quency domain transfer functions V, W, and S. The calculations are detailed
in Subbarao and Anderson (1983). Briefly, at any given frequency the individ-
ual component Vs, Ws, and S's are obtained first and (being complex quanti-
ties) can be represented by two-dimensional vectors. The addition of these
vectors (analogous to UA additions) gives the whole building vectors. An
important feature of this method is the incorporation of convection radiation
split at the surfaces through "interaction factors."

Note that the functions V, W, and S refer to the building as a whole. Indi-
vidual components are not explicitly simulated. Simple modifications allow
explicit simulation of any selected components and aggregation of the rest of
the building. This results in considerable computational efficiency. This
feature, while desirable, is not critical given the power of current comput-
ers. However, this feature is critical when we consider the inverse process—-
determining building characteristics from performance data. In typical moni-
toring, it is necessary to restrict the number of data channels and only whole
building variables such as air temperature, internal gains, auxiliary power,
etc., are measured. Thus, a whole building formulation turns out to be well-
matched with such data.

A note on terminology. With some approximations, a discrete version of
Eq. 3-1, in the case when Qnt is the output and, say, T, is the only input,
can be written in the form,

Qint(n) ta, Qint(n_l) e ta, Qint (n-r)
= bo Tin (n-l) + b]. Tin(n'ﬂ,'l) + e + bs Tin (n'l's)

-Essentially, following Box and Jenkins (1976), this will be referred to as
"discrete transfer function model of order (r,s,%)." The relationship between
the discrete model and the continuous model is simple in some limiting cases
(Box and Jenkins 1976). For typical buildings applications, where the
quantities such as Tiq» Qjps +e+ are sampled approximately every 15 sec and
averaged over an hour or so, the relationship is somewhat complex, especially
when considering relatively high frequency response. The most commonly
encountered situation is for 1=0 and r=s, with several inputs. We simply
refer to this as discrete transfer function model of order r.
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4.0 TIME SERIES FROM FREQUENCY RESPONSES

Given a detailed building description, one can calculate the frequency
response functions V, W, and S at any frequency. Section 5.0 presents how
this can be turned into a time series in a form convenient for time-domain
simulations of a building with some discrete time interval A, In this section
we consider a simpler but still experimentally relevant problem involving only
one component and only one transfer function (instead of the three transfer
functions V, W, and .S). Consider a calibrated hot-box experiment (ASTM 1985).
A steady-state measurement gives the U-value of a component: The dynamics of
the component may be studied by one of two extensions: (1) keeping the inside
temperature fixed, the outside temperature may be varied in some desired
fashion (sinusoidal, pseudo-random binary sequence, sol-air temperature, etc.)
and the heat flow from the inside face of the component is measured; (1) keep-
ing the outside temperature fixed, the inside temperature may be varied in
some desired fashion and the heat flow from the inside face of the component
is measured. The two measurements give different information about the com-
ponent: (1) gives information on the W-transfer function, and (2) gives
information on the V-transfer function. Experimentally, (2) is a more diffi-
cult measurement than (1). Dynamic hot-box measurements of type (1) were
carried out (Burch, et al. 1987, Larson and Van Geem 1987). Analysis of such
measurements can be done following the method described in this section.
Measurements of type (2) give information on the V-admittance that is impor-
tant in analyzing passive buildings, night setback, precooling of a building,
etc. For this reason, we will carry out examples in this section primarily on
the V-admittance; we are, therefore, considering hot-box measurements of type
(2) or a hypothetical building subject to a constant ambient temperature and
no solar radiation, but with varying inside temperature.

When the inside temperature is also a

constant, the component or building

can be represented by a single resis- L
tor. Figure 4-1 shows about the
simplest but approximate extension to
include 1inside temperature varia-
tions. Two questions arise: (1) how
does one determine U;_ and T given
a component or building description,
and, (2) given the steady-state con-
ductance L, as well as U-n and Tins
how do we perform a simulation: with-
time step A. The second question is
easily answered. The relationship
between the heat flow q; (t) from the
inside air node at time t is related
to the temperature Tin(t) through the —
following relation. (For conven-
ience, we will set the constant T

to zeroj if not, we need the term }
Qour = L Toue 30d Qi * Qur = Qine Figure.4—1a A.simp}e dynamical
is the heat balance equation.f extension of a static model

Tout

BA-G022190%.




S=I %

TP-3175
t -
qin(t) = [ dt' v(e-t') Tin(t") , (4-1)
1y = . ' Uin '
V(e-t') = (L +Uj,) (-t ) =z, exp [=(e=t")/7iq] , . (4-2)

in

the above relationships can be easily derived from the following differential
equation corresponding to Figure 4-1:

Gin * Gin/Tin = (L + Ujpn) T3, + L Tin/Tin (4-3)
where

G = U (T;, - T+ LTy, (4-4)
where T is the temperature of the mass. A discrete version with interval A
can be obtained either from Eq. 4-1 or from Eq. 4-3 and has the form:
a;,(n) + a; q;,.(e-1) = by T; (r) + by T; (n-1) . (4-5)
The precise values of a;, by, and b; depend on the discretization scheme as
well as on whether instantaneous values or averages within time interval are
used.

Let us now take up the first question. Given the component or building
description, how does one find L, Usno and t; ? First, we should recognize
that Figure 4-1 provides only an approximate hescription of the éomponent or
building (except in the limiting case of an interior water wall, for which it
is exact). One can match some response of the component or building with that
of Figure 4-1. We chose to match the frequency response. Figure 4-1 allows
matching only at one frequency that can be chosen arbitrarily (as long as it
is nonzero). Let us call this frequency wy. If the component/building admit-
tance is V(w;) = Ry + j I, then it is easy to show that

I
Uin = (Rl - L) [1 + (R]__ELJZ] ) (4-6)

Cin —_— [l + (TJZ] . (4-7)

For a lightweight frame wall, it can be shown that U;, and C;  have, as func-
tions of frequency, a rather flat region over the range o frequencies of
interest in typical building applications. Figure 4-1 with a fit made at,
say, the diurnal frequency, gives a good approximation. For more complex
components or buildings, Figure 4-1 is not adequate. One can construct more
complicated circuits and proceed to match at multiple frequencies. A circuit-
based approach, which is so straightforward for a one-frequency fit, is
unwieldy for multiple frequency fit. A simple, systematic approach is devel-
oped in this article using transfer functions.

First, we state the following result: If the frequency domain transfer func-

tion V(w), relating the heat flow q;, to the temperature T, through the
. . . . n

relationship q; (w) = V; (w)T; (w), can be written in the form:

bo + b]_e‘ij *

1l + ale'ij (4-8)

V(w) =

10
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then, the following first-order discrete transfer function model holds:
qg,(n) + aj a5, (0=1) = by T, () + by T; (n-1) . (4-9)

A proof for a more general case is given in Appendix B. Knowing V at zero
frequency (L) and one other frequency w; (V(w;) = R; + jI;) one can match them
with Eq. 4-8 to determine bgs by, and a in terms o} L, R; and I;. Appendix B
gives the system of linear equations to do this. The result is close, but not
identical, to Eqs. 4-5 through 4-7. (In the limit of w -0, the results are
identical.) This scheme implies a ‘certain discretization to account for the

fact that data are taken with time interval A. The relationship between-.this-

approach and the network approach can be seen through Eqs. 4-5 and 4-9 and is
given in Appendix B.

Multiple frequency fits are performed following the method given in Sec-
tion 16.0, where the necessary equations are developed in the context of
whole-zone admittance. How many and which frequencies are chosen for the fit
depends on the component or building. These are, -perhaps, best explained
through some explicit examples that follow. . The method is similar to that of
Stephenson and Mitalas (1971). The main difference is that in writing the
V-transfer function as N/D, Stephenson and Mitalas determine D by first find-
ing as many roots of the Laplace transform closest to the origin as necessary,
and then obtaining N by fitting to the frequency response. Because they deal
with a single component, they choose the same denominator for both the V- and
W-transfer functions. In contrast, we determine both N and D by fitting to
frequency responses and do not require the same denominator for the transfer
functions. With a simulation that features thermostatic constraints, T,
(= set point) is the input and Qux is the output during periods of nonzero
load, and Qaux(=o) is the 1input and T. the output during free-float
periods. Correspondingly, one of the relevant transfer functions is N/D some
times and D/N at other times. We will treat both N and D on the same foot-

ing. The-reason why we did not require the same denominator for the transfer.

function is that with interior walls, contributing only to V and not to W,
there is no .priori reason to require V and W to have a common denominator.

4.1 Example 1: A Frame Wall

Consider the nominal R-11 frame wall of Table 4-1. With combined convection-
radiation coefficients at the surfaces, the V-admittance at any frequency can
be computed. In particular, V(frequency=0) is the steady-state conductance of
0.06745 Btu/hr°FftZ. We work with the unit area of the walls in this
section. This is represented by point A in Figure 4-2, which is a distance
.06745 from the origin along the x-axis. The admittance at (24 hr)_1 is
0.2322 Btu/hr°Fft? with a phase angle of 63.54°. The corresponding point is
represented by B in Figure 4-2. Starting with zero frequency (point A), as we
increase the frequency the representative point traces out the line shown in

Figure 4-2. Points at equal frequency intervals of 1/96 hr ~ are marked with -

an *, point B corresponds to.the diurnal frequency, and point C, for example,
corresponds to the 6-hr cycle.

. The polar diagram of Figure 4-2 provides a complete characterization of the

response to inside temperature. An approximation should then be designed to
reproduce the polar diagram as closely as . necessary over the range.of

11
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Table 4-1. Description of Two Example Walls

a. Frame Wall:

Inside film conductance: 1.46 Btu/hr°F ft?

) Thickness Conductivisy Densitg Specific Heat
Layer Material - (fv) (Btu/hr-£ft-°F) (lbs/ft”) (Btu/1b)
1 Drywall 0.0417 0.25 78 0.259
2 Insulation 0.293 0.0265 3.25 0.157
3 Sheathing 0.0417 .0.032 : 10 0.2
4 Wood Siding 0.0833 0.065 27 0.33

Outside film conductance 3.0 Btu/hr °F ft2

b. Storage Wall:
Inside film conductance: 1.46 Btu/hr°F
1 Concrete 0.3 1.0 150 0.2

Outside film conductance: 0.333 Btu/hr°F

frequencies of interest. (Alternatively, one can work with Bode diagrams—-
amplitudes and phases as functions of frequency.) The polar diagram cor-
responding to the circuit of Figure 4-1 can be readily generated. As noted. .
before, we will work directly with discrete transfer functions, not through

circuits.
Fitting Eq. 4-8 to zero and diurnal frequencies we find (with A = 1 hour)

L4 - Ld _ij
V(w) = 0:7695 - 0.7113 e (4-10)
1 - 0.1365e~jwh

and, correspondingly,
gin(n) - 0.1365 qin(n-l) = 0.7695 Tin(n) - 0.7113 Tin(n-l) . (4-11)

The polar diagram corresponding to Eq. 4-10 is shown in Figure 4-3 with cir-
cles (along with the exact diagram of Figure 4-2 shown with an *), The fit is
excellent at low frequencies (up to about 1/16 hr *) and quite good over a
range of higher frequencies, and becomes poor at very high frequencies. For
typical building energy analysis applications, this approximation is adequate.

4,2 Example 2: 1-ft Concrete Storage Wall

Consider now_the concrete wall of Table 4-1. The outside film conductance of
0.4 Btu/hrft“°F is supposed to represent double glazing.

12
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Figure 4-2.

Polar diagram representing the V transfer function for a frame
wall. The x-axis gives the real part and the y-axis gives the
imaginary part of the admittance. The graph was normalized-
so the admittances were divided by the U-value. The .various

points a?ove the curve are marked at frequency intervals of
1/96 hr™ .
0.6- 2
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V - Admittance of a frame wall
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Figure 4-3.

Polar diagram of the V-admittance for the frame wall, exact as
well as approximate

13
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Figure 4-4 shows the polar diagram of the V-admittance with an *. It is
clear that no fit involving only one frequency (in addition to zero) is
adequate. A fit at 1/96 hr - cycle is also shown in Figure 4-4_ with
circles. A fit at three frequencies: 1/96 hr !, 1/12 hr™l, and 1/3 hr™! (see
Section 16.0) gives

1.2307 - 1.1792 e~Jwd - 0,6052 e~2Jwd 4+ 00,5608 e -3jwd
1 - 0.7803 e~ Jwd - 0,6123 e=2Jwd + 0,4255 e—3jwd

and correspondingly

V(w) = , (4-12)

qin(n) - 0.7803 q;,(n-1) - 0.6123 q;, (n-2) + 0.4255 q;, (n-3)
= 1.2307 T;,(n) - 1.1792 T; (n-1) - 0.6052 T; (n-2) + 0.5608 T;  (n-3).
(4-13)

Figure 4-5 shows the resulting excellent fit. If one had no interest in fre-
quencies_as high as 1/ hr_l, then a fit might be made at, say, 1/96 hr-l,
1/48 hr™l, and 1/12 hr™* to get a seemingly different set of ioefficients, ot
one might be content to fit at only two frequencies: 1/96 hr * and 1/12 hr™ -,
All those different sets of coefficients produce essentially indistinguishable
performance if the inside temperature dominantly contains only the range of
frequencies where the polar diagrams corresponding to the different sets are
practically indistinguishable. For this reason, it 1s best to regard the
polar diagram as the fundamental object, and the transfer function coeffi- .
cients as convenient intermediate quantities.

0.6

V - Admittance of a storage wall g
] * Exact it
o
o o Interpolated 1/96 hr!
< 0.4-
a
Faad
4] -
£
o
©
£ 0.2+
0.0 T T

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
) Real part

Figure 4~4. Polar diagram for a 12 in. concrete wall: exact (*) and
approximate (o) based on matching at the 96-hr cycle
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< -
£
o
]
E 02-
0.0 T e
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4

Real part

Figure 4-5. Polar diagram for a 12 in. concrete wall: exact (*) and
approximate (o) based on matching at 96-hr, 12-hr, and
3-hr cycles

We will briefly mention the stability criterion here and return to it in more
detail later. It 1is necessary to check, in equations such as 4-13, that the.
polynomials

1 - 0.7803 271 - 0.6123 272 + 0.4255 273 , (4-14)
1.2307 - 1.1792 2”1 - 0.6052 272 + 5.608 z73., (4-15)

have zeros with magnitude less than unity. In the language of networks, this
amounts to all relevant time constants being positive. If not, predictions of
g (if Eq. 4-14 violates the stability criterion) or of T, (if Eq. 4-15
violates the stability criterion) will be subject to errors. These errors are
often large enough to exceed computer limits. The stability criterion may be
difficult to satisfy if one attempts to fit the frequency response at an
excessive number of frequencies, or at frequencies too close to each other
(the determinant in Section 16.0 then becomes nearly singular).

4,3 Example 3: 1-ft Concrete Storage Wall in a Type (a) Hot Box
(W-Admittance) :

With constant T; and no sun, consider the heat q_, . (n) from the inside
surface, not the outside surface. The subscript out on 9y,¢ Simply reminds us
that we are studying the response to outside temperature of the heat flow from
the inside surface. It is defined in analogy with Eq. 4-1 and is .related to-
T (n) through a discrete transfer function. We can introduce an - extra
degree of freedom, namely, a time delay. The necessary modifications to the
equationg in Section 17.0 are straightforward. By fitting at zero frequency,
1/96 he™* and 1/4 hr - with a time delay of 2 hours we get :

e~2Jw8(0,00141 + 0.00127 e=J¥A + 0,00057 e=2jwd) h-16)
1 - 1.6140 e~Jwd + 0,6293 e~2juwd ’

W(w) =

15
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with the corresponding time-series
Qoue(n) = 1.6140 qg .. (n-1) + 0.6293 g, (n-2)
= 0.00141 T_ . (n-2) + 0.00127 T, . (n=3) + 0.0057 T . (n-4) .
\ (4-17)

Figure 4-6 gives a comparison of the exact polar diagram for the wall with the
approximate one corresponding to Eq. 4-16.

For heat flow through the massive concrete wall, introduction of a time delay

as previously done is reasonable. The time delay is simply an additional

degree of freedom that can be exercised when necessary to build in some
physics beyond just frequency matching. In other words, given a set of fre-
quencies and corresponding admittances, as well as a time delay (or advance),
one can find the transfer function coefficients. Different choices of the
time delay lead to different transfer function coefficients. The best choice
of time delay depends on the component as well as the driving function. When
we consider heat flow through a whole building, these are typically light-
weight components and introduction of a time delay is unwarranted. Therefore,
we set the time delay to zero.

As illustrated by the previous examples, we first draw the polar or Bode dia-
gram for the component or building and, after some experience, decide at a
glance how many and which frequencies to choose for matching the transfer
functions. It is prudent to choose as few frequencies as necessary for the
matching. The question of optimal choice of frequencies, taking into account
building response as well as the spectrum of driving functions, needs further
study. The stability criterion imposes a stringent constraint. The method
described here has generally been adequate for typical buildings applications.

The following will make use of z-transforms. One can, of course, adhere to
Fourier transforms (and discrete Fourier transforms for sampled data). It
will be convenient to switch between Fourier transforms and z-transforms, as
required. A mathematical discussion of these transforms can be found in
textbooks (e.g., Eveleigh 1972). An intimate knowledge of z-transforms is
not necessary to follow the process; Appendixes A and B contain a brief dis-
cussion of the relevant aspects of z-transforms. Refer to Eq. 5-3 of Sec-
tion 5.0 to see how the time domain simulation is performed.

Assdming sampled data with sampling interval A, we can take z-transform of
Eq. 3-1 to get :

W(2) Ty(2) - W(a) Toue(e) = 8(2) T2 = Qppe(a) + Qg (a) « (4-18)

(We have used the same notation for Fourier or z-transform of functlons, the
context should make it clear what we are referrlng to.) e

thn the transfer function V(z), W(z) and S(z) are ratios of polynominals in

z~ %, the time~domain simulation is enormously simplified. Appendix B outlines
this principle. Let

16
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Figure 4-6. Polar diagram of the W-admittance of the 12 in. concrete wall:
exact (*) and approximate (o) based on matching at 96-hr and
4~hr cycles with a 2-hr delay

V(z) = —2 | (4-19)

W(z) = =8 | | (4-20)

§(z) = =22 | . (4-21)

where

pi (pThy = piB g pin ol pin , (4-22)

in -1 in -1 in in _ _ Lo
Pden {z 7) 1+ ay z toaat a = . (4-23)

Although not necessary, it is convenient to make the denominator.and numerator
polynommals of the same degree; we assume this throughout. Similar .expres- -
sions hold for the other transfer functions. -

17
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5.0 TIME-DOMAIN SIMULATIONS FROM BUILDING
DESCRIPTION: THE FORWARD PROBLEM

In the previous section we saw how, . from a building description, we first
calculated V, W, and S at zero and a selected number of frequencies, and then
determined the coefficients of the polynominals (Eqs. 4-19 through 4-23). 1In
this section we discuss how this can be turned into an hourly simulation.

Substituting the expressions contained in Eqs. 4-19 through 4-23 into Eq. 4-18
and rearranging, we get (dropping z's for notational simplicity):

out _ psun | pin T, - in jsun jout, _ pin _jout ,sun
den den num in den den num out den “den ~num “sun
in out sun
= P . . . + . -1
den den den (Q Q ) (5-1)

We can multiply out the product of the polynominals to get polynominals of
degree r = r. + r +r s as follows:

in out sun
out sun in in in -1 in -r
d . P = + toeat -
den den num co C1 z cr z (5-2)

and similar expressions for the other polynominals with superscripts '"out,"
"sun," and "int" respectively. As Appendix A outlines, this leads directly to

the time-domain equation

in

in in
3 Tin(n) tz Tin(n 1) + 4o, + 3 Tin(n r) ,
_ _out _ _out L _ _out _
Co Tout(n) Cl Tout(n 1) es ;r Tout(n r)
sun sun sun
%0 Isun(n) 5, Isun(n 1) e g, Isun(n r)

1o, (i +q () + 5™ (q

int

(n-1) + Qaux(n—l)] +oee. +

Cint (Qint(n-r) + Qaux(n—r)) ’ (5-3)

r

where T; (n-k) denotes the inside temperature at time (n-k)a, k =0, ..., r,
etc.

The simulations are 1initialized with some assumed values of T, (n-l), ceey

(n-r) and Q.. (n=1), ..oy Qu (n=r). (T .., I, and Q; . are, of course,
glven quantltles *at all time steps.) Then with Qux(n) set £6 zero, T, (n) is
calculated from Eq. 5-3. If this violates the t ermostatlc constralnt, then

(n) is set to a value satisfying the constraint and Q_  (n) is calculated.
I% this violates the capacity of the HVAC system, Q, . (n) 1s set to its limit-
ing value and T; (n) is calculated. In any case, (n) and Qaux(n) are
determined. We can advance to the next time step.

It is important to recognize the fundamental difference between the simulation

based on Eq. 5-3, previously described, and a micsodynamic simulation. In
Eq. 5-3, every one of the coefficients depends (in a complicated, but

18
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calculable manner) on all the components. The component heat flows are not
explicitly present. By contrast, a microdynamic simulation first calculates
component heat flows and then performs a zone energy balance. The fact that
Eq. 5-3 deals with whole building quantities is the key feature that defines
the proper parameters that can be obtained from building performance data.
This 1is discussed in the next section.

If one is interested in heat flow from a particular component, we can rewrite
the energy balance Eq. 4-18 as follows: .

Vrest * Tin ™ Wrest Tout ~ Srest Isun * Qt;omp'-= Qne * Qux»

Qcomp vcomp ~ ¥eomp Tout ~ Scomp'Isun"

(5-5)

where the subscript "comp" refers to the component transfer function and the
subscript "rest'" refers to the rest of the building. By writing all transfer
functions as ratios of polynominals and initializing them in-the obvious
manner, we first calculate Q.,p,,(n) from Eq. 5-5 and then substitute it into
Eq. 5-4 and proceed as before. The interpretation of Qcomp’ as well as the
calculation of Vcomp’ Wcomp and Scomp when taking into account convection to
air and radiation to other surfaces, is quite intricate. The interaction
factor formulation in Subbarao and Anderson :(1983) provides the necessary

framework.

Studies such as replacing the component of interest by another component. are
now quite direct. It is only necessary to change Vcompf'wcomp’ Scomp suitably
(keeping in mind the interaction factors). . :

It is crucial to note how we started with the frequency response of a bu11d1ngl
and ended with time-domain simulations. Knowing the response at all frequen-
cies 1s tantamount to knowing the response to a driving function of any pro-
file. We determined the response at all frequencies by knowing the response
at certain selected frequencies and interpolating for all other frequencies.’
Thus, the response of the building to any ambient weather as well as. to
internal heat can be studied. Typically in buildings applications, the domi-:
nant frequencies in ambient weather and the damping from thermal inertia imply.
that the response to a small number of frequencies and interpolation is.
adequate. We gave a method to choose these frequencies based on polar d1a—:
grams. The approximations can be systematically improved by 1nc1ud1ng as many
frequencies as one wishes. The implication’ of including a large number of-
frequencies is that the polynominals are of a high degree and, therefore, the_
number r of past values one has to keep in Eq. 5-3 is high. Thls presents no
particular problem for the forward process, but can be a problem for ‘the
inverse process with short-term data.
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6.0 REARRANGEMENT OF HEAT FLOWS

In this section, we break up the var-
ious heat flow terms in Eq. 2-1 or
Eq. 4-18 into a number of components.
This decomposition has an appealing
physical significance, and is criti-
cal for the inverse process. Con-
sider the first term, the V term.
The transfer function V(z) was writ-
ten in the form of Eq. 4-19 with
Eqs. 4-22 and 4-23 by fitting V(z) at
r;  frequencies (in addition to the
zero frequency). It can be rewritten
as

BA-GD221907

r. in
in B, :
-1 i
V(Z)=L+(1-Z)2"—.:T
i=1 1 - a;n z

(6-1)

A schematic representation of Eq. 6-1 Figure 6-1. Schematic diagram repre-
is shown in Figure 6-1., This 1is a senting the different terms 1in
generalization of the discussion of Eq. 6-1

Figure 4-2. A similar decomposition

of the W-transfer function will be done; the corresponding circuit: repre-

sentation is rather clumsy. To represent both V and W, the corresponding
circuits can be combined. Because transfer functions are our primary objects,
we will not pursue the circuits further.

. in . . . . .th
The quantity a; 1s simply related to the time ﬁgnstant Ci/Ui in the 1
branch. They are the roots of the polynomial Pden(z'l) of Eq. 4-19. The
quantity g*™ is proportional to the capacitance C; 1in the ith branch (with the
constant of proportionally involving the time constant). The precise rela-
tionship depends on ,the discretization scheme. As stated in Section 4.0,
stability requires a'™ to be within the unit circlej for buildings appli-
cations, they should also be real and positive (although we can relax the
positivity constraint, if necessary).

In a view of Eq. 6-1, the term V(z) T; (2) of Eq. 4-18 can be decomposed into
a number of terms. The term L Tin is obvious. Consider a term of the form

-1 in
. (1-z 7) B;
in . i
Qi (z) = W Tin(z) . (6-2)
1

In time domain with internal A, this can be written as
in in _in _ ,in
Q; (n) - o Q; (n-1) = 8; [Tin(n) - Tin(n-l)] . (6-3)

%
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We can now write - .
Q"(m) = qi™n) * q* ), C (6-4)
where _ _
) = 8T, (a) - (1-al®) nfl M5 1 () - YL T (0], (6-5)
1 " i in i’ L % in' " i “in ’
I,in _ ¢ inin I,in : .
a;" ) = (M ¢ o) | (6-6)

1 i
Thus, the charge or discharge from an RC element can be written as a sum of
two terms as in Eq. 6-4. The term q "(n) gives the net charging of the
capac1tor because of indoor temperature history from the initial time up to
the :present, and the second term q1 (n) gives the net charging of the
capacitor because of indoor temperature history from the remote past to the
pfesent. This last term is succinctly contained in the 1initial heat flow

(o) and decays exponentially. It is easy to, see that q;, of Section 4.0

in =
1s equal to L T _ Qstorage where Qstorage 2 Q .

With similar decomposition of the other two terms in the left side of Eq. 3-1
we get ' ' '

L (Tin(n) - Tout(n)) - So Isun(n)

fin. ‘ 1,3 . Tin out I,o0ut
+ 1 1977 +q )] - T (e (m) + g0t ()]
r .
- fun [¢5™(n) + q1*5"™(n)] = Q. (n) + (n) . (6-7)
= 9 ; . int Qaux nJo. -

Equation 6-7 gives the decomposition we are seeking. The first term is the
effect of the steady-state loss coefficient. Thls is corrected for the charg—
ing and discharging of capacitors by the q'" and qOUt terms. Similarly,

(n) is the steady-state. solar gains corrected for the storage effects by,
the Jﬁun terms. The term. £ ql -+ qf )10 55 the Q (t) term of Eq. 2-1-

storage
Identification of other terms is similar.

Equation 6-7 can be easily generalized. to include ‘additional .terms; inclusion
of infiltration heat flow is obvious. Multizone heat flows are .included
through additional transfer functions as shown laters: ' Ground. heat. flow, sky
temperature depression, etc. give additional terms as we will show later.-

A
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7.0 DETERMINATION OF TRANSFER FUNCTIONS FROM SHORT-TERM PERFORMANCE
DATA: THE INVERSE PROCESS

In Section 5.0, we showed how the PSTAR simulation is performed starting from
a building description, i.e., we addressed the forward problem. In this
section we address the inverse problem, namely, determination of transfer
functions starting with performance data. The transfer functions must, in
principle, be determined at every value of the frequency (or time). In calcu-
lating them from a building description, i.e., in solving the forward problem,
the calculation is done for any desired value of frequency (or time) and, in
general, no special problems arise. In experimentally determining them from
performance data, it would be equally straightforward if one can tune the
driving functions to any desired frequency and measure the amplitudes and
phases of the heat flows. Performance data on real buildings in real weather,
however, has all the frequencies and all the driving functions jumbled; it is
necessary to disentangle them. One can treat the transfer functions at every
frequency as unknown parameters and attempt to estimate them from performance
data. This attempt is doomed because it involves far too many parameters to
be estimated with reasonable certainty. We are assuming that we only have
system (i.e., whole building) performance data. If we have component (for
example, wall) performance data with heat flows or temperatures measured at
various places through the wall, a larger number of parameters can, in princi-
ple, be estimated.

A strict view of the inverse process is that the building is a black box whose
characteristics are to be determined from a knowledge of performance data and
nothing else. This viewpoint creates a dilemma. A proper thermal’ characteri-
zation of a building requires a rather large number of parameters. This is
why the forward process is so complex. Performance data, especially short-
term data, allow meaningful estimation of only a small number of parameters.
This is why simple circuits are favored for the inverse process. This force-
fitting of a complex system into a simple model of the system generally
results in the parameters being nonrepeatable or sensitive to the choice of
the model, thereby defeating much of the purpose of the inverse process. This
section presents a technique we refer to as '"transfer function renormaliza-
tion" that allows a complex model of the building with only a small number of
parameters to be determined from performance data.

We have a more liberal viewpoint of the inverse process. In addition to the
performance data, we will use an audit description of the building, namely, a
microlevel description with a best estimate (perhaps from a handbook) of the
properties. From the performance data and the audit building, we will obtain
the macroparameters for the as-built building through transfer function renor-
malization, which operationally reduces to renormalization of heat flows.

A number of transfer function renormalization schemes can be envisioned. After
studying a number of them, we have arrived at the following scheme that
results in: (1) a (generalized) linear least squares fit and (2) parameters
with simple physical significance. The simplicity of linear least squares fit
over a nonlinear fit is tremendous.
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The renormalization scheme is simple. First, start with the audit description
to determine, through the frequency matching process of Sections 3.0 and 5.0,
a's and B's, then using measured values of T, T and I determine the
time series of

in? “out sun’

sun(n)

L(Tin(n) - Tout(n)] , So Isun(n) , q B(n ), q (n) and q .
Let us use subscript "audit" to denote these terms. Eq. 6-7 would be satis-
fied by these audit quantities if the audit building was the same as the
as-built building. This, however, is rarely the case and indeed is the reason
for testing the building. Introduce a set of parameters to be determined from
a linear least squares fit, as follows?

sun ,
p0L (Tin(n) Tout(n)) Py so Isun(n)
fin in _in inyn I,in Fout out out out\n _I,out
+ z [pi q; (n) + (ai ) pi’ ] - 2 [ PR ¥ (n) + (ai ) pi’o ]
i=1 i=1
Fgun sun _sun sun.n _I,sun '
i izl [p{™" 0y n) * (a7 pr "] =g (n) + Q (n) (7-1),
The parameters to be determlned from a least squares flt of E 7-1 to the
P ‘E
measured values are sun in out sun I,in I,out sSUR. o
Po» pO ’ Pi ’ Pl ’ Pi ’ Pi b Pi . ere

are, thus, 2 + 2‘(rin +r + arameters.

out rsun) |2

From Eq. 7-1 it is clear that the audit transfer functions are related to
as-built transfer functions, as follows: : -

.o Bin pin
Vas—bullt (w) = pOL + (1_6-1NA) .z . kin k_iwA -(7_2)
k=l 1 ~a " e -

with similar relations for W and S. Eq. 7-2 can be rearranged in the form of
a ratio of polynomials 1in 27l of degree r;.. This allows, following
Section 5.0, a simulation of the as-built building for long-term extrapola-
tion, building-as-a-caliorimeter, etc. Tha as built loss coeff1c1ent ig pg
times the audit value. The capacitances Bk are renormalized to p noglh,

The time-constants (a's), however, remain at their audit. values. This is the
key assumption,that allows a linear estimation scheme possible. This assump-
tion is well justifiable, even though it may not be initially apparent. If a
circuit has several RC elements, i.e., several time constants ("several"
translates, in practice, to two or more), as in Figure 6-1, one can vary the
individual a's over a broad range of values, but adjust B8's such that the
system performance is practically indistinguishable. Thus the B's provide all

the degrees of freedom we need.

Not all of the 2 (r Tout ¥ rsun) + 2 parameters are statistically signifi-

cant. Sometimes, hav1ng too many parameters may even result in violation of
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the stability criterion. From Figure 6-1, it is easy to see that the p;'s
should all be positive; if not, the stability criterion may be violated.
While statistical tests can be performed to determine whether to introduce any
of the parameters, we will first build in as much physics as possible. The
q'" terms, for example, can be arranged in order of increasing a's, aggregated
igto ,a smgll number, of groups which share the same p; if r; = 4, then
in, in in in, in n .
Py (q +q, ) + P, (q3 *+q, ] would replace the correspondl?g terms in
Eq. 7-1. Me can go even further and introduce one parameter p T instead of
separate p}n, and one parameter p°ut instead of the separate pgu , and one

parameter p°Y" instead of the separate p{“"". A glance at the graphs of the
heat flows indicates whether any of the flows are so small that introducing
renormalization factors for them might be unjustified. The renormalization
procedure is general enough that any heat flow (caused by sky temperature
depression, infiltration, etc.) can also be renormalized. It is generally

unwise to renormalize small heat flows.

Equation 7-2 corresponds to multiplying the conductance L in Figure 6-1 by pg,
and the conductance as well as the capacitance in the Kth leg by p;n. If the

original circuit satisfied the stability criterion, the circuit with modified

values should continue to do so when p, and pén are positive. However,
because discretization introduces additional assumptions, it is best to check
if the renormalized transfer function satisfies the stability criterion.

Consider one of the initial heat flow terms, say, (ain)n pi’ln'in Eq. 7-1.
This really should have been of the form _  (see Eq. 6-7)

(™" q{’ln(o) pI’ln Because the initial heat flows q{’ln of the audit

1 L]
building is unknown anyway, we can absorb it in the pI’1n term that is to be

determined by fitting to the data. Now pi’ln will have dimensions of heat

flow.

Consider two of the initial heat flow terms, whether they both belong to the

. . . .. s s . i i
same driving function is irrelevant. For specificity, consider (aln)n pI’ noy

(aiut)n pI,out If o' and a2t are equal, only the sum p{’ln + p{,out is

1 v 1 1
well determined; the individual terms pi’ln and p{’OUt are 11l determined. If

the two a's are close, the situation is similar. Since all a's are con-

strained to be between 0 and 1 (or, if we relax positivity, between -1 and 1)
it is pointless to have too many a's. Furthermore, the initial heat flows
decay exponentially because of the factor a®. Thus, from a practical point of
view, we can (1) choose the fitting period to begin several hours after the

start of the data and ignore all initial flow terms, (2) choose some repre-
sentative a's for initialization, say, only the ain's, or (3) choose a combi-
nation of (1) and (2). We favor the option (1) as far as possible.

The role of the initial heat flow terms is perhaps best seen through the
example in Section 17.0.
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8.0 SOLAR GAINS FROM MULTIPLE ORIENTATIONS AND SHADING

Real buildings have solar gains from multiple orientations and have shading
devices. The formulation of the previous section is modified in this section
to account for these effects. Previously, we assumed that the only solar gain
in the problem is from a single orientation with incident flux I (If we
have transmittance depending on incident angle, then transmitted raJlatlon may
be more appropriate as the driving function.) This is quite reasonable in the
absence of any shading devices. For long-term extrapolation, the seasonal
motion of the sun is automatically included -in-using-I’ as the driving func-
tion. (If the distribution of radiation over different absorbing surfaces has
a seasonal dependence, the above treatment is only approximate.) In this sec-
tion, we address shading devices as well as gains from multiple orientations.

Note that in the presence of shading devices, o 1s not an appropriate driv-
ing function even for a single orientation. For example, consider a direct
gain south window with an overhang at a time of the year when the overhang
partially blocks direct sun. On a cloudy day the equivalent solar aperture
(So) will be much higher than on a sunny day if we use I_  as the driving
function. It is more, appropriate in this case to use as the driving function
the total radiation qlun(t) incident (or transmitted) on the component labeled
i. Thus the term §'I.un 10 Eq. 4-18 is changed to Slqsun
The physical interpretation of S; is now quite different. The quantity
8. (w=0) now no longer represents the equivalent aperture area, but represents
tﬁe fraction of total incident radiation that the component transmits under
steady conditions. The interpretation of 5. at any other frequency is simi-
larly obtained. In fact, the unit area of S as defined in Section 3.0 is
equal to the S of this section (if we assume one-dimensional heat flows
through radiation-receiving elements).
If we write S; (in z-transformed space) as a ratio of polynominals in z-l,_we
can proceed exactly as before, except that instead of the meteorological quan-
tity Ig,,.as the driving function, we have to use the component-dependent
quantlty alyn + The calculations of qsun(t), including shading and -incident
angle modifiers, are quite tedious. Fortunately, the microdynamic simulations
have codes that perform these calculations. It is expedient, therefore, to
use the microdynamic simulacions for such calculations.. However, it is. gener-
ally difficult to extract q (t) from a microdynamic simulation through mani-
pulation of inputs and outputs only. We, therefore, modify the calculations..
so that only input-output manipulations are needed; such a capability is
highly desirable because it entails no code modifications. Furthermore, we
wish to avoid as much as possible dealing explicitly with individual compo-
nents and consider summing over the components. These objectives ‘are accom-—
plished as follows: first, model the entire building on a microdynamic simu-
lation. With constant and equal T; and T, . and the desired (measured, or
typical meteorological year (TMY), etc.) solar radiation, calculate the cool-
ing loads. These loads are equal to the calculated solar gains. Let us call
thls Qgyn(t). The S- I term in the heat balance Eq. 4-18 is replaced by
f For the forward process, after Q has been calculated, there is
one fewer transfer function to deal with, ang the rest of the calculatlons are

simplified. In fact, we can just add‘Qéun(t) to the internal gains term.
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In Eq. 6-7, where heat flow terms are decomposed, all the terms with a sub or

superscript "sun" are replaced by Q_._(n).

sun

At this point, it can be argued that if a microdynamic simulator is needed to
obtain Q_  _, the entire simulation for the forward process might as well be
performed on that simulator. This is quite so, PSTAR, in this case, may have
intuitive value through disaggregated heat flows. For the inverse process,
PSTAR is essential. Even for the forward process, PSTAR can be used for a
stand-alone simulation by simplfying the thermal representation of the wall
through the frequency matching process; one can deal with surface transfer
functions to ensure that an explicit surface node is present where solar radi-
ation can be absorbed.

For the inverse process we need to renormalize, in a suitable manner, 'the
audit solar gains. While one can envision breaking Qsun into a number of
pieces (depending on orientation or radiation-receiving component, etc.).
These pieces introduce considerable complications. The simplest scheme is to
change the Qgup(n) term into p°“" Qgun(n). This is probably adequate in a
majority of buildings. In the event that additional renormalization is needed
we need a suitable generalization.*

First, note that the above simple renormalization scheme can be viewed as
treating Qgynp as the solar driving function with a transfer function of 1 for
the audit building, and a transfer function of pSY" for the as-built building.
A generalization is to replace the transfer function pS5Y" for the as-built
building by a ratio of polynomials of degree unity. As in Section 6.0, this-
can be rearranged in the form

'

sun Psun (l—z-l)

P - .
l -a z l

(8-1)

. . ' . .
(In the limit pgy, = 0, we recover the previous formulation.) The solar

. . . ]
parameters to be estimated from a least squares fit are pSYl, Psuns © and

plsSUN (for initialization).

sun’
For notational simplicity we will drop pI,sun. It can be reintroduced easily.

Considering the discussion at the end of Section 7.0 we may not even need this
term.

Note that negative values of p;un tend to delay the renormalized solar gains
over the audit gains, and positive values of Pgupn tend to advance them. (We
have not performed the necessary numerical sﬁudies to determine whether it is
safer to bias the audit description to make Psun negative.)

*In using a microsimulation for obtaining Q

un? €nsure that the time conven-
tions (whether the hour number represents tﬁe hour beginning at that wvalue or
ending at that value, etc.) are consistent. Although one can burden the
renormalization process to account for any inconsistencies, it is unwise to do
so. We assume that time conventions are all consistent.
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The estimation of a introduces nonlinearities. It is, however, easy to
deal with because 0 < o, . < l. Perform a linear estimation with a varied

over a range of values between 0 and 1, and pick the value of og nsggat pro-
duces the best fit. The solar terms in Eq. 7-1 are then replaced %y

sun '
qun(n) * Psun qsun(n) ’ (8-2)
with q_ - given by (compare Eq. 6-5)n_1
_ _ _ k-1 TR NN : L AU a2y
Qgun(n) = qun(n) (1 usun) z *sun QSun(n‘k) *sun qun(o) . (8-3)

k=1

(An approximation that eliminates the above anIinear estimation is to fix the

value of a, - at, say, 0 and estimate only Pouns) Note that working with the

transfer functions (as for T, and T drivingur]:‘uncti.ons) is much more desir-
. . in out , . . .

able than working with heat flows (as for solar gains in this section). The

complexity of multiple orientations and shading makes this compromise neces-

sary.

So far, we have assumed that the building has solar gains from only one orien-
tation (but possibly with shading devices). We will now take up gains from
multiple orientations (possibly with shading devices). Consider the case when
all radiation-receiving surfaces are identical but oriented differently. An
example might be an office building with all four faces symmetric (assuming no
opaque wall gains or roof gains). Our previous discussion now holds except
qsun(t) now represents the total incident on the radiation-receiving compo-
nents in all orientations. We can proceed as before to determine qun(t) and
renormalize it in exactly the same manner as before.

We have seen then that in two extreme situations: (1) all solar gains are
from a single orientation with no shading devices (complex sun-~to-building
coupling e.g., mixture of direct gain and Trombe wall, but simple solar) and
(2) all radiation-receiving components are identical, but possibly oriented in
different directions (complex solar, but simple sun-to-building coupling), we
have a formulation based on renormalizing calculated solar gains. In these

cases I ., OT q . respectively, play the same role as an ambient temperature
i.e., tiey provide the proper driving function. The building can be thought
of as bathed in I or q.,, with only the radiation-receiving surfaces

responding. In all other cases, additional approximations will have to be
made to proceed in a simple manner. We simply use the formulation based on
calculating Q. (t), and renormalizing it as before.

The potential pitfalls of the above approximations must be recognized. If the
inputs to the microsimulation, from which Q. . was obtained, turn out to be
accurate for one orientation and inaccurate for another, the global renormal-
ization scheme given previously will be oblivious to it. Correctly determined
east solar gains may be unnecessarily renormalized to improve the incorrectly
determined west gains. Correctly determined roof gains may be unnecessarily
renormalized in spring (and summer) to improve the incorrectly determined
south gains during the test period in winter. The former can, in principle,
be rectified by additional measurements during the short-term testing period.
The latter is inherent in the long-term extrapolation process.
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Despite these caveats, it is reassuring that the proposed renormalization
scheme is applicable in the two limiting cases (simple building but complex
solar and complex building but simple solar) as mentioned before. We will,
therefore, use the renormalization scheme. Modifications, such as not
renormalizing a part of the solar gains deemed accurate and renormalizing the
other part, are all possible and straightforward.

From the previous discussion, it follows that one should ensure that during
the short-term test period clear weather prevails at least in a representative
manner. If cloudy weather prevails throughout the test period, the solar
renormalization obtained from the data may not be applicable for clear
periods.
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APPENDIX TO SECTION 8.0

We give here another approach of methodological interest. Its practical appli-
cations have not been explored. Note that every term in the heat balance
Eq. 3-1 is of the form: whole building transfer function x driving function.
When we have several radiation-receiving components, the resulting equation
has explicit terms for each component. We would like to rewrite it in a form
without explicit component terms, but with only whole building terms. This
can be done, as follows:

To the extent that diffuse radiation is isotropic, it is essentially.like.an.
ambient temperature and summing over components is automatic. We are then
left to consider beam radiation. Let Idn(t) be the beam flux. Then

sun Igun(t)
Ii (t) = W Idn(t) a (8-1la)

The ratio IS“"(t)/I (t) is actually a periodic function with a period of
24 hours that has slow changes over the course of a season. It is independent
of cloud cover. We can therefore write it as ‘

Sun(t)

(t) z f cos (kat) + £5

ik sin (kat)

(8-2a)

where wp is the diurnal frequency. The xerms,fg K and f? | are very slowly
varying functions of time. We can now write . ' ’

»

Lty SUR . o .ty gC Y - _u.
Posy (eme) 1P (et det = F [ (T s, (eth) fi,k] I (') cos (kuyt')
i k i : : -
+ (§ 5. (e=t') £ )1 (¢') sin (ke t') . . -

ol 1,k dnl D (8-3a)

Thus, we can look upon I4n(t') cos kwpt' and Ign(t") sin kwpt', k =IO,1,2,...
as a series of driving functions and E Si fg,k and E 55 ff’k as the corres-

ponding whole building transfer fdnctions. Fderpractical calculations,
k = 0,1,2 is probably sufficient. We now have several driving functions and
can proceed in the same manner as before.
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9.0 HEAT FLOW TO GROUND

Heat flow to the ground is a significant path of heat flow that needs careful
attention. The fact that this heat flow path has large time constants--larger
than the typical short-term test period--creates special problems. We will
address these problems in the context of incorporating ground heat flow in the
inverse process. We outline only the general principles here.

First, consider a slab-on-grade building. A term Q.. . d(t) for the heat flow
to the ground was included in Eq. 2-1. One can ¢ culate this term for the
audit building and renormalize it with a factor to fit performance data. In
general, this is unsatisfactory. A calculation that accounts for the response
of the slab to hourly variations in T, (and, less important, to hourly varia-
tions in T_ ) as well as to variations on much larger time scales is not
readily done. Even if it were, a single renormalization factor for heat flows
from disparate time scales 1is questionable. The following method 1is,
therefore, proposed:

The convolution integral representing Qground(t) can be written in the fre-
quency domain as

Qground(w) = Vground(w) T; n(w) - wground(m) Toue (0) - (9-1)

The function Vground(w)~(and similarly the W) can be decomposed into

Vground(w) B Vfast(w) + Vslow(m) * (9-2)
The term Vg, {w) accounts for the fast response (that is, to hourly varia-
tions of T. f and V for the slow response. This decomposition should be

done keeping in minJﬂfga spectrum of the driving function. Equation 9-2 must
be valid at frequencies at which the driving functions have significant spec-
tral content. The heat flow contributed by V¢ .. can be absorbed into the
heat flow from the rest of the building. e heat flow from V lowlin ~
Wetowlout will be practically constant over the short-term test periog and can
be renormalized, as appropriate. The methods of Mitalas (1983) and the
Interzone Temperature Profile Estimation (Krarti, Claridge and Kreider 1985)

can be used to obtain the slow response.

For a building with an unconditioned basement (or crawl space), the basement
can be treated as a separate zone. As far as the living zone is concerned,
the basement temperature can be thought of as another driving function.

Equation 7-1 has the following additional terms (subscript or superscript B
stands for basement):
B B B n I,B
pBLB(Tin(n) - Tbasement(n)] + z piqi(n) + (ain) Pi’ ’
because the basement temperature usually changes very little, the term q?(n)

is small and it is probably best to fix p; at 1 and p.’ at O. (The floor
between the main level and the basement contributes to the V-admittance of the
main level in the usual manner.) It is, thus, simple to include the basement
in the main level heat balance. This will be illustrated with real-building
data in future publications.
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We will now consider performing an energy balance for the basement zonej; this
is where heat flow to the ground enters in an essential manner. The consider-
ations are similar to those for a slab-on-grade building. An excessively
detailed calculation is probably unwarranted because the basement temperature
tends to stay nearly constant. The heat balance is similar to that for a
slab on-grade bu11d1ng except for the term pglg (T (n) -T (n)),'and a term

* Qgag where f is the fraction of gas input, Q as’ “to a furnace in the base-
ment that ends up as direct heat in the basement. (A more complex model of
heat flow to basement from the furnace can, of course, be incorporated.) The
renormalization factor pp is known from living zone heat balance. The quan-
tity f can be obtained as follows: from flue gas measurements, the fraction-
of gas input that leaves the furnace as heat that can be obtained. From
building calorimetry (Subbarao, Burch and Jeon. 1986), the fraction of gas
input that ends up as delivered heat in the main level is obtained. The
difference gives f. One can proceed in a manner similar to that for the slab-
on-grade problem, except that one should expect to determine only one or two
renormalization parameters.

The above cursory discussion needs to be refined through numerical studies as
well as real-building studies. For certain applications, it is not necessary
to perform an energy balance for the basement -zone. As far as the performance
of the main zone 1is concerned, the primary reason for performing an energy
balance on the basement zone is to predict the basement temperature. If this
temperature is available through measurements, or if it can be reasonably
estimated through other means, it is not necessary to perform an energy bal-
ance for the basement.
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10.0 PERTURBATION THEORY OF SMALL EFFECTS

The primary variables, such as the building loss coefficient, have a strong
signal in the performance data. A number of effects such as variable film
conductances are often too small to be determined from whole building perfor-
mance data. Yet, they are sufficiently important to merit further consider-
ation. An outline of a perturbation approach is presented here.

Let {a} be the set of building inputs such as conductivities of wall mate-
rials, etc., and {b} the set of heat-transfer characteristics. The distinc-
tion between the two sets is not well defined, but it is still useful to have
the two sets. For example, an element of the set {b} might be a temperature
and wind dependent convective heat transfer coefficient. Let the set {b }
make the system linear. Q ({a,..,,1}» {b}) is the actual heat flow we are
interested in.

Q Uageryarls (01 = Qageryarls (1

[Ql{a, 4¢3 (B - Q({a, 455 {B])]
(Q{a,cpyar}s (b)) - Q({a, 45035 (BD)

“Q ({a,cppa1ds (6D +Q ({a, 4503 35, D1 . (10-1)

+

+

The 1a§t term is of order (b-bo) x (aactual - a,udit
as a higher order term and neglected. Then

), and can be thought of
’

Q ({aactual}’ {b}) = Q([aactual}’ {bo})
+ [Q({a,yqieds (B - Q{a, 4i¢)s (BoD] o (10-2)

Because the term (the dominant term) Q({aactual}’ {bo}) is from a linear
system, it can be renormalized as before. The quantity

Ql{ay,q5c)s {b}) = Ql{a, qic}s (B (10-3)

can now be obtained from running a microsimulation twice--once with {b} and
once with {b 3. This quantity is nothing but the Qe xact = Q PPEOX term of
Eq. 2-2 for the audit building. The point of this sectlon is that thls term,
being a secondary term, can be assumed to be the same for the as-built

building.
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11.0 DATA REQUIREMENTS FOR PARAMETER ESTIMATION

In Section 4.0 we outlined the calculation of the transfer function, and in
Sections 7.0 and 8.0 we defined the parameters that renormalize the calculated
transfer functions and heat flows to fit the monitored data. In this séction
we discuss the type of data that are expected to lead to a reliable deter-
mination of the renormalization parameters. If these are not sufficiently
well determined, the errors propagate in long-term extrapolation and other
applications. )

Any parameter estimation should address possible errors and their effect. The
effect depends on specific applications. It is sufficient to note here that
it is desirable, and often critical, to reduce errors of estimation. Although
performance data under normal conditions (meaning that no efforts are made to
subject the building to special driving functions) sometimes yield surpri-
singly reliable estimates of the parameters, typically the uncertainties ‘are’
significantly large. It is easy to see that the building heat capacity will
be poorly determined unless the inside temperature varies significantly during
the period of analysis. There are similar, more subtle constraints that
affect the determination of steady-state properties. If a building is moni-
tored for a long period, we can expect that all important building responses
will be contained in the data. However, if the building is to be monitored
only for the short term, one should ensure that during this period all impor-
tant responses are elicited. This usually implies that some form of testing
(in contrast to passive monitoring) is necessary. o '

Subbarao, Burch, Hancock, and Jeon (1985) clearly demonstrate that short-—term
data taken without regard to a protocol are usually inadequate to determine:
the parameters reliably. By estimating the building parameters .from actual
performance -data from an unoccupied residential building (the Maplewood. resi-.
dence) in Arvada, Colorado, the report showed that two radically different
estimates yield basically the same short-term behavior. B

It is clear, then, that a test protocol should be chosen carefully to ensure
that all the parameters are estimated to the desired accuracy. Although the
optimal test protocol designed to give the required accuracy, with the short-
est possible test period and as little ‘intervention as possible in the build-
ing operation, is not readily found, some general principles can be estab-
lished. These are discussed in the next section. :
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12.0 THEORETICAL FOUNDATIONS FOR THE TEST PROTOCOL

The previous section argued that to estimate the building parameters reliably
from short~term performance data, it is necessary to subject the building to
suitable tests. The protocol is for such tests and is the main topic of this
section.

The test protocol should be devised to yield as much information as possible,
with as short a test duration as possible. The energy balance equation should
be used as a guide for devising a test protocol., We will outline the theoret-
ical foundation of the specification of the tests.

The outdoor temperature and solar radiation are beyond the control of the
experimenter. The inside temperature and electrical heat input, however, can
be controlled. In nonresidential buildings, introduction of electrical heat
may not be feasible, and existing HVAC systems may have to be used. These
should be chosen optimally during the test period. For specificity, let us

suppose that we are interested in the four parameters, Pg> Pin’ Psun’ Pfurnace

in the equation ( gggrage is usually too small to warrant a renormallzation
parameter)
- . . in out
Qint = POL(Tln Tout) * Pin Qstorage Qstorage f PsunQsun
+ + 12-1
Pfurnace ans Qother ’ ¢ )

where Q. is the gas input to the furnace with (constant) heating system
efficiency (including duct losses, etc.) Pfurnace® The quaptity Q, i p.;
denotes all other known or small heat flows, such as infiltration, extra radi-
ation caused by sky temperature depression, etc. To minimize the interplay
among different parameters, it is necessary that the corresponding heat flows
be uncorrelated. The simplest method of ensuring this is to have periods
where only one heat flow dominates. The corresponding parameter is then well
determined. This can be accomplished for the parameter Py through coheating,
which maintains a constant inside temperature through electrical heat through-
out a night. Toward the end of the coheating period, the term L(Tin - Tout)
dominates. By maintaining a constant inside temperature and alternating
between electric heating and furnace heating during a night, and taking the
difference between the electric heating hour and the furnace heating hour in
Eq. 12-1 allows a good determination of Pfurnace* Such tests were proposed
and performed by Sonderegger (1978) and Sonderegger, Condon, and Modera
(1980). PSTAR allows a systematic correction coming from the residual flows
because of other terms. A period of sunshine is necessary for a good deter-
mination of Pgup+ A period of variation in inside temperature (induced by the
sun or by nighttime cool down) is necessary for a good determination of Pipe
The fact that Q;Eorage and Qsun tend to be uncorrelated over a period of a
day is useful. (A period of large ambient temperature fluctuation may provide
a means of estimating pout') A night of constant inside temperature main-
tained alternately by electric and furnace heating, a sunny daytime period, a
warmup or cool-down period are, therefore, necessary. From a plot of the
various flows, one can find the appropriate "windows" for estimating the

>
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various parameters. In general, a window should be designed so that either
(1) the heat flow associated with one renormalization parameter dominates, or
(2) if more than one parameter is to be determined, that the corresponding
heat flow terms are uncorrelated. An iteration procedure for improving- the
estimates from the various windows should be used. The idea of using an
iterative method was proposed in the context of a different model by Duffy
(Duffy and Saunders 1987).

When there is more than one zone, say, a basement zone in addition to the liv-
ing zone, two coheating periods are necessary. One can then establish a deter-
minant condition to be satisfied by the temperature differences so that two
linearly independent equations for two loss-coefficients can be obtained.. We
found it difficult to get a good value of L, (the loss coefficient) from main
level to the basement because the heat flow to the basement is generally not
large enough.

We will now discuss a test that introduced electrical heat of a sinusoidal
profile. This appears to give extraordinarily accurate values of the
V-admittance at that particular frequency, thereby providing a clean compari-
son between the design versus actual admittances. For this reason, sinusoidal
tests have a variety of applications, and have been applied to a residential
building (Subbarao, Burch, Hancock, and Jeon. 1985). From knowing the build-
ing loss coefficient, and the admittance with respect to inside temperature at
one (or more) frequency obtained from such sinusoidal tests we can, using -the
qualitative features of the audit description, devise ‘-an interpolation of the
admittance for all frequencies. This, then, gives the real building admit-

tances to be used in the evaluations of the Qstorage term. Then, the p;, term

need not be estimated from performance data. This process is detailed for an
example building later.

The diurnal frequency is a dominant frequency in the driving functions and is
also appropriate from the point of view of the response of typical buildings.
(The diurnal frequency is too high for adequate characterization of very mas-
sive buildings and too low for ultralight buildings; it is a reasonable choice
for most buildings.) However, if the heat input is at the diurnal frequency,
there will be confounding effects from natural driving functions. In other
words, the frequency of heat input should be chosen to be near, but not too
near, the diurnal frequency. We have used 16-hr cycles with success.

The accuracy of the V-admittance determination from—-sinusoidal tests rests on
the following "signal enhancement" principle. If two periods have all ‘the
driving functions qualitatively similar except one, then parameters estimated
from period 1 (although by themselves subject to significant uncertainty) are
quite sufficient for subtracting all of the effects during period 2 except the
one driving function. What remains is the building response to this one driv-
ing function. This provides a strong signal from which to extract  the
response to that driving function.

Let us see how this principle applies to V determination. The building is
monitored under normal conditions for, say, two days and temporary values of
the parameters obtained. Over the next two days, electrical heat will be
introduced according to the profile Q. = Q +4Qsin [w (t-to)] with a
suitable choice of w and tj. (We earller argued for a period of 16 hours.)
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We then use the temporary values of the building parameters to calculate what
the inside temperature would have been in the absence of Qprof’ The remaining
temperature response can be fit to

_ ) .
T. + ATsin [w(t to)] R

then AQ/AT gives the magnitude |V| and (t -t ) gives the phase of V . Thus,
admittance at the 16-hr cycle can be accurately determined. The signal
enhancement principle can be easily extended when more than one driving func-

tion changes.

We have emphasized sinusoidal profile for the heat input. Other forms, such
as step functions and square waves, are perhaps easier from an experiment
point of view., While experimental ease 1s an important consideration, there
are distinct theoretical advantages for sine waves:

e For a linear system, if the input is a sine wave, the output must be a sine
wave of the same frequency. The goodness of the fit to sine wave of the
output is an approximate measure of the validity of the linearity approxi-
mation. Thus, sine wave profile provides a self test,

e Sine waves at different frequencies are approximately orthogonal over finite
time intervals. Thus, any errors in subtracting the behavior at the other
frequencies (especially at the strong diurnal frequency) have only a small
effect on the admittance estimates. Therefore, the V admittance at 16 hours

"is a very robust estimate. S e

The sine wave heat input and the signal enhancement principle enable us to
obtain the V-admittance at the chosen, e.g., 1/(16 hr), frequency. -If,
instead, we introduce a pseudo-random binary sequence (prbs) of heat ‘input,
the signal enhancement principle allows a determination of V-admittance over a
broad range of frequencies. Letherman, Palin, and Park (1982b) showed how the
prbs method can be used to determine the V-admittance of a simple test enclo-
sure in a laboratory where the outdoor temperature is a constant, solar radia-
tion, and incidental internal gains (because of refrigerator, lights, etc.)
are absent. They also studied (1982a) sinusoidal heat input. In real build-
ings subject to variable outdoor temperature, solar radiation, and individual
internal gains, the signal enhancement principle allows us to subtract these
effects and reduce them to the problem considered by Letherman, Palin, and

Park (1982a).

While a sinusoidal heat profile is desirable, it is by no means necessary.
The transfer function renormalization approach is well suited to handle basi-
cally any type of data: Rise and decay tests are adequate for the long-term
extrapolation problem. If an accurate determination, even at a single fre-
quency, is desired (as for a design versus actual comparison), sine waves are

desirable.

So far, we have been primarily concerned with the building characteristics
that may involve a heating system of constant efficiency. We will now intro-
duce parameters to characterize the space conditioning system and attempt to
estimate them from data. One possible approach is to determine the building
parameters first, and then use the building itself as a dynamically calibrated
calorimeter to determine complex heat flows, in particular, heat delivered
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from a heating system (Subbarao et al. 1986). This is an alternative .to the
method of switching from electric to furnace heating.

For nonresidential buildings, imposing a heating and cooling profile, other
than on-off, can be difficult. It is clear that if one monitors a building
long enough, all required parameters ought to be obtained with relevant accu-
racy. A combination of on-off tests and longer normal operational data should
be adequate. There are significant issues relating to HVAC system performance
monitoring that need to be addressed.

From the above discussion, the following two protocols emerge for a one-zone
residential building:

The first involves (1) a night of coheating that provides a window for Pg»
daytime data + a night of cool down + daytime data that provide a wide window
for p;, and pg, , and (2) a night of furnace operation that provides a window
for Pfurnace* The tests last for three nights and two days.

The second scenario involves (1) a night of coheating that provides a window
for py, and (2) a 16~hr sinusoidal heat input over three cycles that provides
a window for obtaining the V-admittance at the 16-hr cycle, and then over all
frequencies through interpretation thereby giving Qé?orage for the as-built
building. This period also allows a determination of p_  , and (3) a night of
furnace operation that provides a window for Pfurnace* Ihe tests last for
four nights and three days. - :

Theoretically, the second protocol appears to have some advantages. Numerical

as well as experimental work is necessary to evaluate them. Protocol optimi-
zation is another area requiring further study, as previously mentioned.
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13.0 PSTAR FOR MULTIZONE BUILDINGS

We have discussed the PSTAR simulation based on the energy balance equation,
renormalized to fit performance data, ‘for one-zone buildings. Extension to
multizone buildings is addressed in this section.

From a thermal point of view, multizone issues fall into the following three
categories:

(1) Under certain conditions, a multizone problem can be reduced to an
effective one-zone problem with the transfer functions acquiring addi-
tional contributions because of the presence of the other zones. The
previous one-zone formation essentially remains intact with additional
computations involved in transfer function determination. An example of
this is the effect of attic zone on the rest of the building zone.

(2) If the zones have marked temperature differences, one should introduce a
set of parameters for each of the =zones, and additional ones for
interzonal couplings and estimate them. An example of this is the living
zone and a sunspace in a residential building.

(3) The greatest challenge is when the zones do not have marked temperature
differences, as in typical occupied areas of buildings. We can begin by
introducing a set of parameters for each of the zones and additional ones
for interzone couplings. This presents no difficulty to the forward prob-
lem., But as far as the inverse problem is concerned, given the relatively
small temperature differences, it is unlikely that all the parameters are
well determined. For this case, we will develop a formula that redefines
the parameters, and allows those for which a strong signal exists in the
performance data to be obtained from regression and those for which a
strong signal does not exist to be treated perturbatively. This formula
forms an important part of this article.

Each of the three cases is discussed below. The heat balance equations below
form the bisis of discussions in all the categories. With subscript i, refer-
ring to it zone, the heat balance for zone i has the form (for a single zone

this reduces to Eq. 3-1):

1 ~ 1 ]

) Tin,ilt ) = Wilemt ) Touele ) - ) Wij(e-t') Tin, 3

} A )]

-0

= asun,i(t) = aint,i(t) + Qaux,i(t) . (13-1)

W, refers to the transfer function giving heat flow in zone 1 caused by
tedperature fluctuations in zone Jj. It can be shown that W, - is symmetric:
Wis = Wiz Wy is essentially like W, except it 1is calculatéd only for the
cofmon Walls bitween zones i and jo The term Q. €. refers to effective
internal gains and, as such, contains not only ﬁ%aﬁ generation caused by
people, appliances, and lighting, but also because of infiltration and inter-
zonal air flow. This is analogous to the inclusion,, in the one-zone case, of
infiltration heat loss in internal gains. In this case, other airflow terms,
namely, interzonal airflow terms are included. The airflow is an input to the
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model and is obtained from separate measurements and modeling. Airflow mea-
surements and models are given in Balcomb and Yamaguchi (1983), and Burns and

Kirkpatrick (1987).

We will develep the multizone methodology for two zones. Generalization to n
zones is direct. The z-transform of Eq. 13-1, written explicitly for the two
zones, gives

(13-2)

V. T, . -W, T. W T - Q = Q +Q

1 "in,l 12 "in,2 1 sun,l int,1 aux,l ’
V2 Tin,2 = W12 Tin,1 = W2 Tout - Qsun,2 = Qint,2 * Qaux,2 - (13-3)

13.1 Equivalent One-zone Case

If we are only interested in the performance of zone 1 then, under certain
conditions, we can reduce the problem to an effective one-zone problem. We
will describe these conditions and discuss their applicability.

Solving for T: from Eq. 13-3, and substituting into Eq. 11-2 gives

in,2?
W2 W, W W
12 : 1272 12
(vy - -_‘:’3) Tin,1 - (Wi * _—V}}_] Tout ~ {Qsun,1 * Vs Qun, 2]
. W W
*12 12 '
= Qine,1 * % Qint,2 * Qaux,1 * % Qaux,? * - (13-4)

Let us make the additional assumption that f and f, . defined below are
1,aux 1l,int
constants:

Q
1,
f1,aux = = +a?x ’ (13-5)
- Q1,aux * Q2,aux
: 81, int .
£1,int = =—— 1o ) (13-6)

Q1,int * Q2,int

i.e., that the fraction delivered to zone 1 of the total auxiliary (and
internal gains) input into zone 1 + zone 2 is a constant. We further assume

£1,int = fl,aux = f1 - - (13-7)

This assumption is not necessary; if they.are unequal, an additional transfer
function 1is needed to relate auxiliary input to space gains. We can then use

Q:=. = @ and Q =Q +Q as the driving functions and
w%lge Eq%’i?t4 in Eﬁe form: aux 1,aux 2,aux
V Tin,1 = ¥ Tout = Qeun 7 Qne * Qaux » (13-8)
where :
v, - wWe /v
Vs i (13-9)

£1 + (1-f1) Wig/Vp '’

with similar relations for W and Qun®
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Equation 13-8 has the same form as the one-zone Eq. 4-18. All the considera-
tions of one zone, therefore, apply. Note that the temperature of zone 2 has
been eliminated, and need not be measured. The equivalent loss coefficient
can be obtained from the zero frequency behavior of Eq. 13-9.

Let us discuss the validity of Eqs. 13-5 through 13-7. If the building 1is
free floating (i.e., has no auxiliary heating or cooling), or if a single
auxiliary source supplies heating and cooling to both zones without separate
controls (in particular, if f, = 1 as it is if zone 2 is an attic), then
Eq. 13-5 is valid. The validity of Eqs. 13-6 and 13-7 can be judged in the
obvious manner.

The analysis above can be easily extended to any number of zones. As long as
auxiliary and internal gains are partitioned in the same constant proportion
among the various zones, the thermal behavior. of a zone, including influences
from all other zones, can be represented by an equivalent one zone.

The above discussion of an equivalent one-zone approximation works well for an
area such as an attic. It does not apply to a basement, to buildings with
multiple thermostats, or to flow-between zones, etc.

13.2 Multizone Building with Large Temperature Differentials

In the previous section, we saw that if we are interested in the thermal
behavior of only one of the two zones then, under certain assumptions, the
effect of the second zone can be absorbed into an effective ome-zone case.
If those assumptions are not satisfied, or if we are interested in the thermal
behavior of both zones, we need a different formula. An example of this is a
building with a sunspace. In this case, referring back to Eqs. 13-2 and 13-3,
we can write every one of the transfer functions Vis Wy, 895 Vy, Wy, Sy, and
Wy, as ratios of polyqominals in =z apd proceed exactiy as.for the one-zone
Problem, except that 51qu1taneous solution for Tin 1° Tin 2 Qaux 1 anq Q, x,2
is necessary. For the inverse process, we can infroduce’renormalization Faes
tors for the primary heat flow terms and estimate the parameters as before.

13.3 Multizone Building Without Large Temperature Differentials

In the previous case, when there are large temperature differentials, a strong
signal exists for estimating parameters for each zone. When the temperature
differentials are not large, the signal is weak. Examples of this case are
nonresidential buildings and residential buildings with room thermostats or
with direct gain induced temperature differentials. Such multizone buildings
present the grieatest  challenge for multizone analysis. The analysis below
shows : how to find the right combination of parameters for which a strong
signal exists and how to estimate them from performance data. The others are
determined by a calculation based on building description.

The mathematical formulation of PSTAR for the previously discussed buildings
is given next. First, consider a two-zone buildingj} generalization to more
than two zones is given later. The heat balance equations are Eq. 13-2 and
13-3.
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The six transfer functions V;, V,, Wy, Wy, 84, Sy and Wy, will be regrouped as
follows:

W=W +W, (13-11)
§ =5) +85,, (13-12)
v=V) -V, (13-13)
woE Wy Wy, (13%14)
V' = Vl + V2 + 2W12 9 (13-15)
s =85, -5, (13-16)
then

VTin+ v A12 - WTout = S Isun = (Ql,iné *+ Qint) » (13-17)
v Tin * v 812 - W Tout = s * Isun = (Ql,int - Q2,int) ’ (13-18)

where
Tin = (T) + T2)/2, ~ (13-19)
812 = (T) - 15)/2 . (13-20)
Equation 13-17 tells us that using the average inside temperature gives us
a one-zone problem except for the term Vb, (note again that in Q, : e
Q int? the airflow terms cancel out). The term v-A is small and dan be

tréated perturbatively simply by using the audit values. The rest of the
terms are handled routinely. Whether Eq. 13-18, which contains terms with
substantial uncertainty, leads to a useful renormalization process awaits
further study.

Generalization to n zones 1s direct:

VTin+] Vi di - W Tour = S Igun = ) Qint,i » (13-21)
where
v=y) V-3 wij, (13-22)
i,]
W=YW, (13-23)
S=1)Si, . (13-24)
i
Tin = )Ti/0 , (13-25)
i. .
8i =T = Tin - (13-26)
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Equation 13-21 is the analog of Eq. 13-17. There will be subsidiary equations

analogous to Eq. 13-18. As before, all airflow terms cancel out 1in
z Qint,i‘ The transfer functions V, W, and S should have regressible renorm-
alization factors. The rest can have renormalization factors as deemed
necessary.
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14.0 WHY PSTAR?

The role of PSTAR in the forward and the inverse processes will be discussed
in this section.

PSTAR is not a new simulator competing with existing simulators (DOE-2, BLAST,
SUNCODE, among others) for the forward process. It is a way of disaggregating
heat flows; each of these flows can be obtained by existing or future micro-
dynamic simulators. Many of the heat flow terms are best obtained through
macrodynamics. In some limiting cases, all heat flow terms can be obtained
through macrodynamics. The role of the PSTAR approach for the forward pro-
cess is (1) to provide a quantitative understanding of the role of different
driving functions, (2) to provide a self-contained simulator if certain
approximations are allowable, and (3) to provide simplifications for component
simulations.

The power of the PSTAR approach comes into play in the inverse process; syner-
gism among microdynamics, macrodynamics, and performance data is achieved.
Several equivalent thermal parameter models are described in the literature
for the inverse process. A calibrated microsimulation, in which the micro-
level inputs are 'tweaked" to fit short-term data, has been attempted. In the
following section, we compare and contrast PSTAR with other approaches.

For specificity we will compare the following three models: a calibrated
microsimulation, the equivalent thermal circuit of Figure 14-1, and PSTAR. The
comments on the circuit of Figure 14-1 are generally applicable to other
similar circuits.

A microsimulation is designed for the forward process. When the microsimula-
tion is applied to the inverse process, it 1is calibrated by tweaking the
microparameters (conductivities, '
specific heats, areas, etc.) to fit
the macrolevel short-term perform-
ance data. We believe this calibra- U

U,
. . . L A AN
tion procedure 1s rather arbitrary -J-
I

_.

BA-GO221908

and allows little hope of leading to
reliable extrapolation to periods

outside the calibration period. U§
There 1is no expectation that the
calibrated inputs provide a reliable
detailed description of the build-~ c——
ing. A microsimulation usually takes
several days for initialization. =
This presents a problem for short-

term tests with a few days' data.

It does not appear that a calibrated
microsimulation is a viable approach Figure 14-1. A representative sim-
to the inverse problem with macro- plified network representation of a
level data. building
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The PSTAR method of renormalization or calibration of the transfer functions
should be contrasted with the calibration of a microsimulation. The transfer
functions that get renormalized are macrolevel (i.e., zone level) quan-

tities. This process does not involve any adjustment of the microlevel
properties (such as conductivities, specific heats etc.). The procedure for
renormalization is well defined. The renormalized transfer functions are

directly used in subsequent simulations.

We consider the following criteria in the comparative evaluation of PSTAR with
simple equivalent circuit formulations: :

e Consistency: results from a simulation based on the parameters of the model
calculated from a detailed building description should agree well with the
results from a direct microsimulation.

e Repeatability: parameters estimated from data from different periods should
agree with each other within the errors of estimation.

e No cross-talk among parameters: parameters characterizing response to dif-
ferent driving functions should not get mixed up.

e Component characterization: the parameters being macroparameters should be
obtainable from component parameters in a relatively simple manner (for
example, the building loss coefficient is simply related to component UAs).

R

The above criteria are not all independent, but it is still useful to consider

them separately. '

Regarding cross-talk, it is clear that if the V transfer function (relating
heat flow to inside temperature), the W transfer function (relating heat flow
to outside temperature), and other transfer functions (interzone etc.) are all
independently parameterized, the cross-talk is avoided. But circuits that
appear simple often suffer from cross-talk. Referring to the circuit of Fig-
ure 14-1, it is easy to show that -

_ tw C/U jw C'/(Uy+Us)
V‘v_- Uit Geco * T+ e c/meuy ¥ ¥

with

= : 1 :
W= 1+ ju C'/{Uy*+tp) °

Even if the outside temperature is constant (implying that only W at zero fre-

quency i.e., the heat loss coefficient can be determined) it is clear that,
with appropriate inside temperature variations, V is well determined. For
that reason, W is also spuriously determined. The seemingly simple circuit
parameters mix up different transfer functions. In isolated cases V and W are
related. For example, for a homogeneous single layer wall, the surface~
to-surface transfer functions are characterized by two parameters: UA of the
wall and a time constant. But, in general, interfor masses and exterior
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masses give enough freedom to design a building with any desired values of V
and W and, therefore, they should be deemed independent. '

The solution to cross-talk 1s to introduce separate parameters for V and ‘W
(and other transfer functions). The resulting circuits may be complicated in
appearance. This was the approach in Subbarao (1984). 1In this article, we
worked within the framework of transfer functions. A circuit has a unique
transfer function, but a given transfer function can typically be represented
by several circuits. The c1rcu1t corresponding to.PSTAR.'depends on'theorder -
of the polynomials (in 2z~ ) of the nominator and denominator in the transfer
function representation. Rather high-order circuits can be obtained without
proliferating the number of parameters to be estimated by the renormalization
approach.

The inverse process is sometimes viewed as an attempt to fit the data to an
RC-circuit with as few resistors and capacitors as possible. In this view,
the calculation of the values of resistors and capacitors is of secondary
importance, and is done in an ad hoc manner. As long as such a calculation
procedure exists, however ad hoc it is, the parameters can be calculated from
a component description. However, 1if the calculation proceeds through
frequency response of the components, as the PSTAR calculation do&s, the whole
zone admittance can be written as a sum of component admittances. The
radiation~convection split at surfaces is taken into account through inter-
action factors. The component admittances can be measured directly from
dynamic hot-box tests, Thus, componeht characteristics can be readily
incorporated into the analysis, and the effect of substituting one component
for another assessed.

Regarding consistency, it is clear that given an equivalent circuit, one can
always think of buildings for which it works well, and those for which it
fails, When it fails, one can add additional resistors and capacitorsj this
might solve the forward problem, but may result in far too many parameters to
be useful for the inverse problem. PSTAR, however, provides a systematic way

of ensuring high-order models without proliferating the number of parameters
to be estimated. By incorporating solar geometry, small heat flows such as
those caused by sky temperature depression, etc., PSTAR is,. for all practical

purposes, as accurate as the front-end microdynamic model. ;

In regards to repeatability, it must be recognized that because the equivalent
circuit elements are estimated by best fit to the data and because the circuit
is an approximate (often a poor) representation, an excellent fit is possible,
but only for the particular mix of the driving functions. . The parameters,
therefore, depend on the mix of driving functions. This results in an adverse
effect on repeatability. However, PSTAR 1s designed to use its knowledge of
building description to maximize the applicability of the model for any mix of
driving functions. It is, of course, possible that the data do not permit an
accurate determination of the renormalization parametersj this is an issue for
the test protocol, not for the model.
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In summary, we believe that viewing the inverse process as a choice of an RC
network with as few resistors and capacitors as possible, and then exploring
the applicability of different circuits for different situations is fundamen-
tally flawed. This creates the dilemma of either choosing a simple circuit
that may lead to a poor representation of the building, but with circuit ele-
ments that can be estimated with possibly large biases, or a more complex net-
work providing a good representation of the building with poorly determined
parameters. ‘

PSTAR resolves this dilemma by using the audit building description as the
starting point to arrive, through renormalization, at a good representation of
the building without proliferating the number of parameters to be estimated.
PSTAR allows a hierarchy of models without increasing the number of parameters
to be estimated. The higher the order of the model (while still satisfying
the stability criterion), with properly selected frequencies for matching, the
better the transfer functions reproduce the audit building response and, pre-
sumably after renormalization, the as-built building response. The expecta-
tion then is that the estimated transfer functions as functions of frequency
are not sensitive to the order of the model as long as it is sufficiently

high.

It is, of course, possible to imagine situations where the PSTAR approach
would fail. For example, if we have a building with roughly equal areas of
Trombe wall and frame wall, and if the frame wall properties arg -accurately
known and the Trombe wall properties are far off, then the calculated transfer
function may- have the wrong dependence on frequency that cannot be adequately
corrected by a simple renormalization scheme. It is also possible to imagine
a situation in which, just before the start of the test, the building is
subjected to strange driving functions. Such situations, we believe, are too
rare for practical concern. Equivalent circuit approaches probably fail even
worse in such cases. In general, the farther the audit building description
is from the as-built, the more challenging the renormalization problem. If
they are too far apart, it may be impossible to renormalize the audit building
into a reasonable as-built one. Whether this is of much practical concern has
not been systematically investigated.

Extension to multizone buildings, a systematic approach to solar gains from
multiple orientations, and perturbation treatment of small gain are all impor-
tant features of the PSTAR approach. In the case of multizones, the separa-
tion of parameters with a strong signal from those that do not have a strong
signal is an important element in arriving at a manageable inverse process.

Note that in the limit when the building is represented by a simple RC cir-
cuit, QQEt .0 = 0 and QP a0 = C(Tjn(n) - Ty (n-1).  We will then be.
regressing int(n)  versus L[T; (n) - T, (n)] and C[T;4(n) - T;(n=-1)1.
Actually, audit values of L and C are unnecessary for regression purposes
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because they can be absorbed into the regression coefficients. We are then
performing a black-box version of the inverse process.

For the determination of Qstorage’ Qgggrage’ and st we used a transfer func-

tion approach with frequency response flttlng. Othér approaches are possible
within the PSTAR framework: for example, a transfer function approach with
step function response matching. Frequency response provides, we believe, the
best way of combining building response (through polar or Bode diagrams) with
weather characteristics (through spectral decomposition) to arrive at an
optimal evaluation of the transfer function coefficients. One can even bypass
the transfer function approach and obtain ngorage’ Qstoragea and-Q. from-a-
microsimulation in much the same was as Qgun was- (A simulation with Tin

constagt and I, =0 with desired values of T, ,  leads to a determlnatlon
of Qstorage’ for example.) This approach presents problems. The first is that
for long-term extrapolation in the presence of a thermostat, it is cumbersome
(requiring source code modifications) to incorporate the renormalized energy

balance equation. The second problem is that i1f more than a multiplicative
renormalization is necessary for, say, Qégorage, the transfer function
approach provides a natural decomposition of Qsto rage into two (or more) terms

that can be separately renormalized. The approadch of obtaining Qstorage
from a microsimulation becomes cumbersome in this respect also. A minor
problem is in the initialization for fitting to test data.

In summary, transfer function formulation with frequency response fitting
appears to be the best way to incorporate.PSTAR. Even after accepting this,
there are many questions about details. The method given in this report has
the advantage of requiring only solution of linear equations. It has the dis-
advantage that sometimes, especially-'if one is fitting at a relatively large
number of frequencies, the roots may have magnitudes larger than one (making
the selection or number of frequencies unacceptable), or between -1 and zero
(making the selection or number of frequencies undesirable). Note that choos=
ing the Nyquist frequency as one of the frequencies for matching (2-hr cycle
for hourly data) forces a root at -1. When the roots are unacceptable, one
can choose a different set of frequencies until acceptable roots are
obtained. Variations such as least squares fit on T;, (by solving equations
such as 4-18 for T; ), instead of least squares f1t on energy balance are
possible.

A generalization to exact matching at selected frequencies 1s to match at
additional frequencies in the least squares sense. Suppose a transfer func-
tion, say V, is to ?e represented as a ratio of polynomials of degree n in 2z~

in the form P_ )/Pden(z ). Select m frequencies wj ..., such that m
is greater ¢t an or equal to n. Minimize the sum of squares ?w1th unequal

-jw;d =jws A
} 1Poun(e 1) /P gen(e™1%) - vwp) |2
i :
(with unequal weights, if necessary) with the constraint that all roots be
between -1 and +l. This leads to nonlinear equations. Although it is possi-
ble to incorporate such a scheme, we present a simple method in this report
that requires solving only linear equations. Suppose we minimize instead
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This leads to a set of linear equations much like exact matching at n fre-
quencies. The necessary equations can be easily derived (Doebelin, 1980). It
is necessary to check if the roots of the polynomials satisfy the stability
constrainty if not, one should select different values for the frequencies or
a different number of them. The exact matching process corresponds to the

special case of m=n.

It is important to obtain a good match of the high frequency response to
better represent building performance when the driving functions change
rapidly. This may require independent renormalization of the high frequency
response.

Extension to include HVAC systems (morée complex than a constant efficiency
furnace) is, in principle, quite direct. From flow, temperature and power
measurements, and manufacturer's data (which provide an audit description),
various heat flow terms can be calculated (knowing power input etc.). This
can be appropriately divided into primary and secondary terms; the primary
terms are renormalized using a linear least squares fit.

Extension to include phenomena such as moisture absorption and desorption is
possible. In the energy balance equation, additional terms are needed due to
moisture transport as well as the interaction between heat and mass transfer.

It is, sometimes, convenient to use the microdynamic simulator for applica-
tions, We cannot, of course, create an as-built microdescription of the
building. However, we can create a simple building description with a small
number of artificial walls with layers and properties that reproduce the
renormalized macrolevel response of the building. )

14.1 How Good is PSTAR

Recall that PSTAR is a unified approach for the forward process--to predict
building performance given building description. It is also an approach for
the inverse process—--to determine building characteristics given performance

data.

How good 1is PSTAR for the forward process? In view of the discussion
following Eq. 2-4, this question becomes: how good is the time domain
simulation based on matching the frequency response at selected frequencies?
Comparisons with SUNCODE indicate that for typical buildings with a two- or
three-frequency fit (say, at 4-day, 2-day, and 12-hr cycles), the agreement is
excellent except when high frequency behavior (in the 2-hr cycle range) is
important when the driving functions are changing rapidly (such as during
morning heatup after a night setback). When high frequency behavior 1is
important, film coefficients and details of radiative transfer become sig-
nificant and even detailed microdynamic simulations tend not to agree with
each other and with measurements. As noted before, the high frequency
"response matching and renormalization needs further work.

Inverse process is where PSTAR plays a vital role. How good is it for the
inverse process? This question should be addressed through computer-generated
data as well as real building data. Nominal studies, over a range of audit
descriptions for a range of buildings in a range of climates, need to be per-
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formed and various outputs assessed. A preliminary evaluation by Palmiter,
Toney, and Brown (1988), based on a large number of simulations of several
building types tested at various times of the year in two different climates,
indicates that the method '"shows considerable promise. In most cases, it gave
annual heating and cooling load predictions of high accuracy and repeatability
with minimal sensitivity to building prototype and climate. The accuracy
attained is impressive in light of the fact that only 54 hours of 'measured'
data were used." The study also identified problem areas that are being
further investigated. As far as study using real building data is concerned,
a test house has been instrumented and short-term tests conducted once every
10 days or so for several months. Repeatability of. the. building parameters as
well as extrapolation to different time periods are being examined and will be
reported in future publications.
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15.0 APPLICATIONS

Because PSTAR 1s a systematic approach to the forward as well as the inverse
process, there are numerous applications. These were discussed in the context
of the earlier BEVA approach (Subbarao and Flowers 1984; Subbarao, Burch,and
Christensen 1985). We simply list them here and refer to the cited articles
for further details.

e Long-term performance prediction from short-term tests including retrofit
benefit determination from before and after tests

e Component contribution to building performance, either through calculations
or through dynamic hot-box measurements

e Building-as-a-calorimeter for determining complex heat flows—--in particular,
heating system efficiency (Subbarao et al. 1986) and HVAC system
diagnostics

e Predictive load control of space-conditioning.

Some of these applications were realized and others are being investigated.
Initial focus was to develop a short-term test method for residential build-
ings with a view to extrapolating to long-term performance. PSTAR forms the
basis for this Short-Term Energy Monitoring (STEM) project at SERI.

A particularly attractive application to nonresidential buildings 1is as
follows: an energy simulation is often done for building design., This:simu-
lation capability can subsequently be used for building commissioning,
comparison of design versus actual performance, HVAC control, and diagnostics.
The PSTAR method provides a natural framework for such applications.
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16.0 STEPS IN APPLICATION

In this section we establish the various steps in the application of the PSTAR
technique. As 1implied by the title of this report, the technique is
applicable for the forward as well as the inverse processes. The differences
between the two processes are:

e In the inverse process, some of the heat flows calculated from a building
description and the measured driving functions are renormalized by a linear
least squares fit to measured data.

e In the inverse process, some of the heat flows, such as infiltration, may be
based on certain measurements. For the forward process, the calculated heat
flows are all we have. In what follows, we will give the steps involved in
the inverse process. For the forward process the step involving renormal-
ization 1is to be skipped; all heat flows are derived from calculations

only.
We will first give the steps for a one-zone building in the heating mode:

Step 1: Identify all the relevant terms in the energy balance equation:
(Important Note: Despite previous sign conventions in this report, which had
pedagogical use, we write the energy balance as a sum of terms equal to zero.
A positive value of a term indicates a heat gain and a negative value of a
term indicates heat loss from the air mode.)

Qint(n)

+ (-L[T; [(n) - Toue(n)1)
in

* Qstorage )

+ Qout (n)

storage

sun (n)

Q
* Quene (M)
Qground (n)

+ sty (n)
+Q (n) =0 . (16-1)

aux

Determine whether each term 1is:

(a) A primary but unknown flow so that it is obtained first by a calcula-
tion from an audit description and subsequent renormalization

(b) A secondary flow so that it is obtained by a calculation from an audit
description only
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(c) Obtained by direct measurement (with modeling if necessary). An
example of this type is Q that may be obtained by a model fit to a

. vent
one—time test.

Q;,t are the internal gains treated as known. During short-term testing in an
unoccupied building, it consists of electrical heat introduced through
computer-controlled heaters to follow a specific profile. This flow is a
measured term.

L is the steady-state loss coefficient; .the second term 1is therefore the
static heat loss caused by a difference between the inside temperature T, and
outside temperature T, .. This flow is usually a primary term.

Qégorage is the heat discharged from (or, if the term is negative, charged
into) the mass in the building. This term is obtained from an audit descrip-
tion and the T, time series only. This term provides a correction to the
second term resu?ting from dynamics. This flow is usually a primary term.

Qgggrage is the storage effect caused by mass coupled with T  _. This term is
obtained from an audit description and the T, . time series only. This term
provides a correction to the second term resufting from dynamics. This flow
is usually a secondary term.

Q is the heat gain at the air node because of solar radiation. This term
is obtained by performing a simulation of the audit building with T.. =
T = constant (and with all other heat flows set to zero). The resulting

ouL., . . . . .
couflng load gives Qsun* This flow is typically a primary term.

Quent is the heat loss because of infiltrationj this is obtained by a combi-
nation of a one-time measurement and modeling. This flow 1is typically a

measured term.

Qg ol is the heat flow to the ground. For simplicity we shall consider here
a Eulqging with a crawl space whose temperature is equal to the ambient tem-—
perature., This term can then be set to zero.

Qi is the heat loss because of sky temperature depression below ambient air
temperature. This term 1s obtained either from an audit description and
quf - ;sky time ser%es, or through a microdynamic simulation with -hsky(Tout

sk ds a negative solar flux on the relevant surfaces (hsky s the
radiative conductance to the sky, and T the effective sky temperature for
the given surface). This flow is typicaff¥ a secondary term.

Q x'is the heating energy supplied by the heating system. If the system
e?glciency (assumed constant) of a heating system is being studied, it is a

primary term. For the purposes of this section, we set this to zero.

In what follows, the renormalized energy balance equation is taken to be:

in
Qe (n) = pg + L (Ty (n) = T (n)) + py - Q:torage(n)
* Qg:gmge(n) * Poun * Qunf®) * Qene(n) *, Qgy(n) =0, (16-2)
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where

Py, Piﬁ and P are the renormalization parameters associated with the three
primary terms. The problem is now reduced to determining these parameters.
(More generally, Qsto can be decomposed into two or more components, each
with its own renormalization parameters. Also, qun can have more than one
parameter associated with it. These were discussed elsewhere in the report
and the necessary modifications can easily be worked out.

The identification of whether a term is primary or secondary- follows. quite-
unambiguously from an inspection of graphs of the terms for the audit building
during typical driving functions. After some experience, one can identify
them from a building description. Probably the most common situation is for
the three noted terms to be primary. If a primary term is misidentified as
secondary, the necessary calibration of the audit values through the
measurements will not take place; if a secondary term is misidentified as
primary, its corresponding renormalization factor will typically come out to
be so far from unity as to be unreasonable. (Recall that a perfect audit
description implies renormalization factors of unity.) One should then reset
the renormalization factor to writing (which is equivalent to identifying the
term as secondary).

Step 2: Obtain the audit information needed to calculate the flows. This
need not be detailed, because the renormalization process is designed to
provide the necessary corrections to fit to the as-built building.

Step 3¢ Determine a test protocol to elicit the renormalization parameters.

The test data are needed to determine the renormalization parameters for the
three primary heat flows: L(T ut)’ Qstora and Qg The data analysis
is done sequentially and 1terat1ve y to determ%ne the parameters. None of the
terms in Eq. 16-2 are neglected at any stage. Different windows in the data
will be used where some of the parameters are expected to be well determined.
The necessary windows can be obtained from Eq. 16-2. If we choose a period
when anora e and Qg . are small, Pj is well determined. Thus, by maintaining
a constant %ndoor temperature for several hours through the night (i.e., by
coheating), the terms Q and Q can be made small during the last two
hours. Thus, a night of cohgatlnglshoéid give a good determination of Pge

Having obtained a preliminary estimate of P a cool-down period at night
(when Q is small) should give a good- determinatlon of P Daytime data on

a typicaf sunny day should give a good determination of Poun®

The test protocol consists of a night of coheating, a night of cool down, and
daytime data on a relatively sunny day. :

Step 4: Obtain the.test data
The data channels consist of:

e Indoor air temperature
e Outdoor air temperature
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e Wind speed
e Electrical power into the house.

Perform the additional measurements necessary to determine Q (tracer gas,

vent
blower door, etc.).

Step 5: Calculate the heat flows for the test period. The terms in our
simple case are

Qints Which is measured

Qvent,which is measured/modeled

L(T - ), which is direct once we obtain the loss coefficient from
the audlt gesctlptlon using standard UA summation

which is obtained from a microsimulation as the cooling load with
T = constant

Qsun?
in
y? whlch is obtalned either by a macrodynamic approach very similar to
tﬁe calculation of Q e and Q described in detail below or by a
microsimulation w1th approprlate negatlve diffuse irradiance and con-
ductance to sky.

and QOut

We will now describe, in detail, the calculation of storage®

storage

Calculate the coefficients
in in in in ,
b.%, (a7% b17)s (a; s b2 ) ‘

bout’ [aout out)’ [agut, bgut)’

as follows:

First choose the frequencies (besides the zero frequency) wy, w, at which to
match the V-transfer function, then calculate V at these frequencies. This
calculation can be done following the standard method given in the textbook
(e.g., Carslaw and Jaeger 1977). If a convection-radiation split is deemed
necessary, the method given in Subbarao and Anderson (1983a) can be used.
However, a convection-radiation split is rarely necessary for the inverse pro-
cess because of the subsequent renormalization. Let V; and ¢; be the magnitude
and phase at frequency Wy and and ¢ those at trequency Wy . Then, the
required coefficients are obtalneg by solv1ng the set of linear equations:

1 1 -L 1 = sl I
- - in
1 Cos w, A v Cos[wlA ¢1] Cos 2w1A vy Cos(ZmlA @1) b) V, Cos ?
. . —al . _ in|_ .
0 Sin wlA V1 Sln[wlA Ql] Sin 2wlA Vl Sln[ZmlA Ql) a, Vl Sin ,
in
1 Cos sz -V2 Cos[mzA-Qz) Cos 2m2A V2 Cos[szA @2] b2 VZ Cos 2,
. . Ca: . _ in .
9 =-Sin sz V2 Sln[sz ¢2) Sin 2w2A V2 Sln[ZmzA QZ}J f2 } _V2 Sin @2:
(16-3)

-+
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(One.can treat w;d and w,A as small angles to get a different discretization
scheme.)

Compare V(w) with
b;n + bin exp(=jwa) + b;n exp(-ijA)
in
1 2
over a range of frequencies (they are guaranteed to be equal at frequencies O,
w1, and wz). If the comparison is not satisfactory,. choose-different  or-
aéditional frequencies for matching the transfer functions. The necessary

equations for matching at three or more frequencies can be obtained- as a
generalization of Eq. 16-3.

1 + a, exp(=jwA) + a, exp(-2jwa)

In what follows, we assume that a satisfactory two frequency fit has been
found for V.

Determine the roots of the polynomials

in , -1, _ ,in in -1 in -2 _
pnum(a ) = bo + bl z ~ o+ b2 z , (16-4)

in -1y _ in -1 in -2 _
Pden (z 7)) =1+ a; z + a, z . (16-5)

If they are not real and lie between -1 and +1 (although it is more appropri-
ate that the roots be between 0 and 1, we will accept negative roots if they
are larger than, say, -0.5) choose a different number or values of frequencies
until this constraint 1is satisfied. Determine ain, Bin, ain, and B;n by
rewriting the ratio of polynomials as follows:

in

in in in
b + b -1 +b -2 2 B.
0 1 z 2 z _ -1 i
T w2 Lt U-z) g (166)
l +a z + a z i=l1 1 - a. z
1 2 i
Calculate q;n(n), i=1,2, from the recursion relation
q:"(n) - arfqi™(n-1) = - g;™(T, (n) - T. (n-1)
1 1 i Tin in
q;7(0) =0, (16-7)
then
in 2 in in n
Qstorage(n) = izl qy (n) + U, % (16-8)

In the terminology of linear, first-order differential equations represent-
ing a simple RC circuit, the first term in Eq. 16-8 represents a discrete
version of the particular solution and the second represents the solution
of the homogeneous equation. The unknown initial conditions qiP. can be

. . . »1in
handled in one of two manners. The first method 1s to. use values of Qstorage
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only for those values of n greater than some number that ensures that the
qin(o) ol term is small. Recall that a? decreases ‘as n increases. In prac-
tice, for typical buildings this might mean n 2 6. The second method is to
treat q%n. as simply additional parameters to be estimated from a linear least
squares fit. For the forward process, the first method is the only relevant
one. In what follows, we assume that the second method is used. A trivial
extension is to combine both procedures by allowing a few hours of initializa-
tion while introducing initial heat flow parameters.

Calculate Qgggrage(n) following the same considerations as the Qigor term.
Care is needed with the signs. storage

Step 6: Obtain the renormalization parameters. From a graph of all the heat

. ~ . _ in
fggz terms as functions ) of time (Qint(n)’, F(Tin Tout)? storage’
Qs;orage’ Qvent’ qun and st , review the categorization of heat flows into

primary and secondary terms done in Step l. Let us assume -that this review
confirms that Pg» Pjn» and Pg,, are the three renormalization parameters to be

determined.

Determine pg, Pp;,», and Pgup from a linear least squares fit. In the simple
example given in Section 17.0, this is done in the obvious manner of fitting
over the entire data set. In realistic building applications, we find it
essential to use windows of data to determine the renormalization parameters
in an iterative and sequential manner. First, choose a window of a few hours
at the end of the coheating period when all the heat flow terms, except L(T; -
Tout) and of course Q;.., are small. From the renormalized energy balance
equation (with pgg) = pgog = 1; the superscript denoting initial tentative
values) determine Pg from a least squares fit restricted to this period of a
few hours. With p; fixed at this value, say, pgl) use the renormalized
energy balance equation to obtain p;, and pg,., say, pgl)and pgig, by a
linear least squares fit over the entire data range that includes cool down
and sunny periods. (One can perform this fit over the entire data range with
the elimination of the window of few hours used up earlier. From a practical
point of view, this is inconsequential and it is easier to use the entire data
range.) It is possible to introduce additional windows, for example, only the
cool-down period may be used for pin‘. This has not been necessary in numer-
ical studies; in real buildings it may even be undesirable because p;, plays a
role in convective charging and discharging of solar gains and better estima-
tions are likely when such periods are included. The same argument can be
used  against a window for py determination. However, without a window for Pg
the tradeoffs between different parameters can become intolerable. At this
point we have tentative values of pgl), pgé), and pglg. With pgé)and pgig'in
the renormalized energy balance equation, repeat gﬂe process of using the

coheating window of a few hours to obtain an improved estimate ng).~~with--~-

this value of pSZ), use the entire period to obtain improved estimates of
p(Z) and pgﬁg. At this point, we have - improved values of p;“’, p;j,’, and
ngg. Repeat this process until satisfactory convergence.

In certain circumstances, Q%Eorage and Q,, may require add%tional parameters;
such extensions are discussed. in the text. Also, an analysis of the residuals
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from the least squares fit may indicate a generalized least squares fit to
account for autocorrelation among the residuals. If sine wave tests were
done, an interpolation process is needed that takes the quantitative values of
the V-admittance at the sine wave frequency and the loss coefficient, along
with the qualitative information about the shapes of frequencies response
functions obtained from an audit description. An example is given later.
Also, 1if there are periods of missing data, additional parameters to
reinitialize the heat flows are necessary. The necessary modifications are
tedious, but direct.

Step 7: Use the renormalized energy balance equation for the intended appli-
cation: long-term extrapolation, predictive load control, building-as—a-
calorimeter, etc.

While the above method of directly using the renormalized equation is per-
fectly adequate, and can be computationally superior, we will give a more
convenient formulation of simulation for long-term extrapolation. This 1is
based on the discussion in Appendix A.

Obtain can, cin, and c3” (similarly CSUt, c?“t and cgut) from the relation:
-1 2 B;n Csn + Cin z_1 + c;n z-l
Pol * Pip (1-z 7) .2 in -1 in -1 in =2 ' (16-9)
i=l1 1 - a; z 1+ ap z ta, z o

Obtain a series of A-coefficients as follows:

Ain E cin

Ain - c:}'.-n+cin Tut

A;n , c;n+cin aiut+cin agut
A;n - ;n a<]).ut+ ;n gut

Ain - c;n gut

Agut = c2ut

Ac;ut - ciut+ out ain
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out out, out 1n, out 1n
by Boy ey apte g
Aout _ _out' in.  out ain
3 =% 174 2
Aout _ out in
4 =% %
Amt =1
o
int - in. out
A1 = al + a1
int _ in, in out _out
A2 = a, +al a1 +a,
int _ in out, in out
A3 = al a2 +a2 al
int _ in out ' ' _
A, =a; a, (16-10)
in .. 41n _ in . _ '
Al Tin(n) + Al‘ T, (n-1) + . . . + A, T (n-4) ,
- pout out -
AO Tout(n) + . . .+ A4 Tout (n 4)
int int
+ A qun(n) oo ot A QL (n-4)
int int _
+ A Q.mt(n) oo v AT QL (n-4)
int out
+ A Qaux(n) Yoot AT Q. (n-4) . (16-11)

Calculate Tin(n) and Qaux(n) to satisfy any thermostatic constraints in the
usual manner. '
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17.0 EXAMPLE

This section 1illustrates the PSTAR method for the forward as well as the
inverse processes. This example highlights a number of essential features.
Simplifications were made in the building description to keep the algebra
simple. The example building is unrealistic from the point of construction
practice, but illustrates some of the steps involved in applying the PSTAR
method to a real building. (Real-building applications will. be given in
future publications.) The multizone building theory formulated earlier will
not be illustrated in this example.

The example building is a one-zone building with 1000 ft2 of exterior frame
wall (nominally R-12) and 500 ft2 of 0.3 ft storage wall with a nominal R-2.5
glazing., Table 17-1 gives the layer descriptions. The 1inside film
conductance, which is often not known accurately, is deliberately chosen to be
quite different from the American Society of Heating, Refrigerating and Air-
Conditioning Engineers (ASHRAE) recommended value to explore the effect on the .
inverse process; many of the material properties are also chosen to be
different from standard values.

Infiltration and heat flow to the ground and heat flow caused by sky temper-
ature depression are set at zero to keep this example simple. Also, we assume
that the building is electrically heated so that Q,, can be absorbed into
Thus, only the first four terms on the right side of Eq. 16-1 survive.

Qinee
The loss coefficient of the building is easy to compute. From Table 17-1, the
frame wall is R-12,40 and the storage wall is R-3.338. Thus, 1000 £t2 of the
former and 500 ft? of the latter give a loss coefficient of 230.4 Btu/hr°F.

We can now compute the V-admittance of the building at a specific frequency,
say, (12 hr)~1, From the wall layer description of Table 17-1, the
V-admittance of the frame wall (at [12 hr]”! per ft2) is obtained to be |v] =
0.2919 Btu/hr ft2°F and ¢, = 63.07°. For 1000 ft2 of the frame wall the
V-admittance has a magnitude of 291.9 Btu/hr°F and a phase ¢, = 63.07°.
Similarly, for 500 ft2 of the storage wall, |V| is 598.1 Btu/hr°F and
¢, = 28.95°, The whole building V-admittance is given by adding the two

v
vectors?

291.9 ]63.07° + 598.1 [28.95° = 855.6 |39.98° Btu/hr°F . (17-1)
Figure 17-1 schematically shows this vector addition.

In this calculation we used a combined convection-radiation coefficient,
strictly speaking, at a wall surfacej} convection to air and radiation to other
surfaces must be treated separately. A convenient way to do this in the fre-
quency-response framework is to use the interaction factor formalism (Subbarao
and Anderson 1983). This is not illustrated here.
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Table 17-1. Audit Description of Example Building
a. Frame Wall:
Inside film conductance: 1.7 Btu/hr°Fft?
. Thickness Conductivisy Densitg Specific Heat
Layer Material (fr) (Btu/hr-ft-°F) (lbs/ft”) (Btu/1b)
1 Drywall 0.0417 0.3 50 0.24
2 Insulation 0.293 0.032 3.5 0.17
3 Sheathing 0.0417 0.035 10 0.2
4 Wood Siding 0.0833 0.08 20 0.3
Outside film conductance 3.0 Btu/hr°Fft?
b. Storage Wall:
Inside film conductance: 1.46 Btu/hr°F
1 Concrete 0.3 1.0 150 0.2

Outside film conductance: 0.333 Btu/hr°F

600 I T -1 I T T
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Figure 17-1. V-factor addition for the example building

-
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Figure 17-2 shows the polar diagram of the V-admittance of the whole building.
By inspecting the figure, we should expect a good fit by matching at two or
three frequencies. To keep the algebra of this example simple, ye will
restrict ourselves to two frequencies: (48 hours)™! and (12 hours)™!. The
resulting fit also is shown in Figure 17-2. Fitting at a higher frequency -
might have been desirable, but we will proceed anyway.

One relevant polynomial is

P;n (z-l) =1 - 0.3391 21 - 0.2160 22 ’ (17-2)
en

with roots at 0.664 and -0.325. The magnitude of these roots being less than
unity, no instabilities will arise in auxiliary energy predictions. It would
have been desirable if the roots were positive also, but we will proceed

anyway. The other relevant polynomial is

2 2

+213.7 z ©, (17-3)

piM 271y = 1384 - 1494 2

num .
with roots at 0,911 and 0.169; no instabilities will arise in inside-
temperature predictions. In free-floating buildings, we are interested in
predicting inside temperatures. In a thermostated building, we need to
predict inside temperatures as well as auxiliary heating and cooling loads.

It is important that all the roots are inside the unit circle (for example,
with magnitude < 1), if not, the number of frequencies or the values of the
frequencies at which the matching is done should be modified until all roots
are within the unit circle. '

1200 2
V - Admittance of the audit building ‘E
) *+ Exact 2
- o Interpolated
L 800-
3]
s -
-
5 -
£
= -
2]
E
= 400 -
] T o T T ; T T T
0 400 800 1200 1600 2000

Real part

Figure 17-2. Polar diagram of the V-admittance of the audit building:
exact (*) and approximate(o) based on matching at 48-hr and
12-hr cycles
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With the definition given before, it can be shown that L = 230.1 Btu/ hr°F,
al = _00325, Bl = 645, az = 0-664, and Bz = 5090

Let us now consider the T driving function. The polar diagram of the
W-admittance for the whole building is shown in Figure 17-3. This diagram is
generated in a manner similar to that for the V-admittance. We will accept
a fit based on two frequencies:

(48 hr)-1 and (6 hr)_l; the respective W-admittances are 221.9 |-15.85° and
118.5 |-75.43° Btu/hr°F.

The polynomial

p°:§ (z71) =1 - 0.8719 2% + 0.1365 22

has roots at 0.667 and 0.205; these being inside the unit circle, no instabil-
ities arise in Q,,, calculations. The polynomial

(17-4)

pOUt (7ly = 17.25 + 92.41 27 - 48.68 272 (17-5)
num
has a root outside the unit circle. It is necessary to choose a different
number or values of frequencies. Because we will simplify the example later,
we will not pursue this further.

The discussion of the solar driving function can proceed along two lines:
(1) if shading and multiple orientations are not issues, a meteorological

quantity I yn On the only orientation of interest serves as the driving

-100- 0 100 200 300§
L o | L B I 0§
Real part g

m

Imaginary part

W- Admittance of the audit building
#* Exact
o Interpolated

--200 -

Figure 17-3. Polar diagram of the W-admittance of the audit building:
exact (*) and approximate (o) based on matching at 48-hr
and 6-hr cycles *
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function} Qgyupn» the heat gain by the air node can be related to I un D a
manner analogous to Qégorage and Qgggrage before, or (2) if shading and
multiple orientations are relevant, a single driving function does not exist
and we must obtain the quantity of .interest Qg,, directly by some other means.
through a separate calculation. For the example house, we assume that the
storage wall is the only radiation-receiving element and (l) applies. From
the properties of the storage wall listed in Table 17-1 one can show that the
solar admittances are at zero frequency, 224.7 ftz, and at (24 hr)_l frequency
188.0 |—35.99° ft2. For indirect gain through a storage wall some delay is
desirable. With direct gain, we would choose a time delay of zero hour. How
to choose the delay is an intricate question; there are discussions of such
issues in time series literature such as Box and Jenkins (1979). With a one
frequency (24 hr~l) fit and a time delay of 1 hour we get

Qgun(n) - 0.6946 Qgun(n-1) = 104.9 I

(n-1) - 36.29 I_ _(n-2) . (17-6)

sun sun

The polynomials

pSUR (,71y = 104.9 271 - 36,29 272, (17-7)
Tant '
sun -1 -1 -
pSUR (.7hy =1 - 0.6946 2, (17-8)

den
are well behaved.

Suppose we test a building with nominal description given in Table 17-1. The
information in the table can be generally obtained quite easily by an audit of
the building. We will therefore refer to the building corresponding to the
table as the audit building. The as—built building, in general, differs from
the audit building. An accurate detailed description of the as—built building
is, realistically, impossible to obtain. However, we will be able to proceed
by working after a certain point, not with the microparameters of Table 17-1
but with macroparameters (namely building admittances).

To keep the example simple as well as to illustrate clearly some of the impor-
tant features, let us suppose we have obtained the performance data (of the
as-built building, of course) under a constant outside temperature of 45°F in
the absence of solar radiation. Figure 17-4 shows the performance data.
(Obviously, this is computer generated} we will see how this was done later.)

In view of Eqs. 17-2 and 17-3, a simulation of the audit building can be done
from the following equation:

Qine(n) - 0.339096 Q;, . (n-1) - 0.215989 Q;, . (n-2)

= 1383.90 (1, (n) = T, . ) - 1494.43 (T; (n-1)

- To,) * 213.047 (1, (n-2) - T .} . (17-9)

out
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BA-G0221921
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Figure 17-4. '"Measured" data for the example building. is

constant at 45°F and solar radiation zero; tﬁese are
not shown. .

Eq. 17-9 can now be used with measured values of Q; (n) and Ty (and mea-
sured values of Tin for the first two hours) to predict the 1n51 e tempera-
ture. This predicted inside temperature as well as the measured values are
plotted in Figure 17-5. From this figure it is clear that the audit inputs
result in too high a loss coefficient; the heat storage characteristics are
less clear.

Any attempt to modify Table 17-1 to obtain better agreement, for example, to
calibrate a microsimulation is, we believe, haphazard and arbitrary. Instead,
we proceed with the PSTAR method.

The heat balance Eq. 16-1 has reduced in this simple case to

Qe (n) = L(T; (n) - (n)) + Qin (n) =0 . (17-10)

Tout storage

The first term is the measured heat input, and the second is
230.4 (T;,(n) - 45),

where Tin(n) represents the measured temperature.

The third term is obtained as follows:

Qit () = (n) + q2 n) + qI i a) + (17-11)

It
storage qI,2u2 4

kS
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65

Figure 17-5. Comparison between "measured" data (*) and simulation (o)
of the audit building '

with
qin(n) = a qin(n-l) - Bl[Tin(n) - Tin(n-l)] , (17-12)
q; (o) = 0, (17-13)
q;n(n) =a, qzﬁén-l) - BZ[Tin(n) - Tin(n-l)] , (17-14)
."0) = 0 . (17-15)

Performing a linear regression of Q. _.(n) against the four terms

int

230.4 (T;,(n) - 45),

Q1n(n) + q;n(n),
n
s

and a; ’
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gives the following best fit:
Q; e (n) - 0.842 x 230.4 [T; (n) - 45]
+ 1,18 Eqin(n) + q;n(n)j
+ [519.7 (-0.325)" - 965.6 (0.664)"] ~ 0 . (17-16)

The last terms represents the initial heat flows, that exponentially decay to
zero. Figure 17-6 shows the last three terms on the right side. The
resulting fit is shown in Figure 17-7. To complete the picture, we will use
Eq. 17-9 with renormalized coefficients to predict T e Figure 17-8 shows the
result, Equation 17-16 tells us that the performance data are consistent with
a loss coefficient of 0.842 x 230.4 = 194 Btu/hr°F (not 230.4) and that the
mass charging and discharging is 18%4 higher than that predicted by the audit
description. The autocorrelation of the residuals in Figure 17-7 really
requires the use of generalized least squares. However, for simplicity we
will not pursue this.

We will now consider signal enhancement with sinusoidal heat input. In real
buildings subject to varying T out and solar radiation, a 16-hr cycle was
recommended. The ideas can be explained and implemented for the simple
example building with the data of Figure 17-4. '

From Figure 17-4 we can see that there is a dominant diurnal frequency compo-
nent. So let us write

Q (n) + Q () . (17-17)

int - Qdiurnal residual

Let TiSSldual( ) be residual (M) as given by

Eq. 17-16. Then T; (n) should be close to a diurnal sine.wavej
one can fit this to a dlurnal sine wave. From, ﬁhe magnitudes and phases of

Qqiyrnal(n) and the diurnal fit to T;,(n) - Ti§SI (n), we can determine the
admlttance at the diurnal frequency. The value obtained from this signal
enhancement procedure is usually very accurate. In the example building, a

value of 735.2 |27.6° was obtained.

the temperature response to Q
(n) re51dua

The quantitative values of the loss coefficient and the diurnal admittance can
be combined with the qualitative information of mass distributions given from
an audit description to provide the response at any frequency. Figure 17-9
shows the result.

The computation was done as follows: Let us postulate that

Vas-bullt(w) = x Vaudlt(w') +y

w' = [l + (1-a)l-=)]
“N

u w/n,

N
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Figure 17-6. Various renormalized heat flows resulting in a linear least
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where A = time and step = 1 hour. The above postulate ensures that w' and w
are equal at zero frequency and at the Nyquist frequency. The term V3Ydif(y')
is calculated from an audit description. By specifying yas-bullt .o ,apg
frequency (the measured loss coefficient) and 'ft the 24~hr cycle, the.
quantities x, a, and y are obtained. Now yas-bul t(w) can be determined at
any frequency.

It can now be revealed that the measured data of Figure 17-4 was, in fact,
generated from a simulation of the as-built building described in Table 4-1
(with appropriate wall areas) with a fit at 48-hr and 12-hr~! frequencies.
The exact loss coefficient is 192.8 Btu/hr°F (compared with 194.0 from
fitting) and the exact diurnal admittance is 728.3 |38.18° Btu/hr°F (compared
with 735.2 |37.6° from signal enhancement). The exact V-admittances are also
plotted in Figure 17-9.
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18.0 SUMMARY AND CONCLUSIONS

This report presented a unified method of hourly simulations of a building and
an analysis of performance data. The method is called Primary and Secondary
Terms Analysis and Renormalization (PSTAR). PSTAR is not a new simulator com-
peting with existing simulators; it is a way of organizing heat flows that can
be obtained from existing or future simulators. (For a certain class of prob-
lems, PSTAR can provide a self-contained simulator.) The heat flow in a zone
is first decomposed into a number of terms. This decomposition can be done
with few restrictions. For example, for a one-zone building the instantaneous
energy balance equation (using heating season terminology) is

(Term 1: Internal gains)
-(Term 2: Loss coefficient)x(inside outside temperature difference)
+(Term 3: Heat released/stored from masses coupled to inside temperature)
+(Term 4: Heat released/stored from masses coupled to outside
temperature)
+(Term 5¢ Heat flow due to solar radiation, including mass effects)
-(Term 6: Heat loss due to sky temperature depression below ambient)
-(Term 7: Heat loss to ground)
-(Term 8: Heat loss due to ventilation/infiltration)
+(Term 9: Heat gain from the heating/cooling system)
+(Term 10: Exact flow minus approximate flow given by the above
terms) = zero.

The mere postulation of Term 2, 3, 4, or 5, etc., implies assumptions about
constant convection and radiation coefficients. If these assumptions are
deemed unsatisfactory, the error introduced (by this or any other assumptions)
is picked up by Term 10. It is expected that Term 10 is small, otherwise, the
above decomposition is useless. (A number of simulators such as DOE-2 and
SERIRES make assumptions that amount to setting Term 10 to zero.)

Each term can be obtained from a building description and a given microdynamic
simulator. (A microdynamic simulator is one that simulates each component;
DOE-2 and SERIRES are examples.) For example, Term 5 can be obtained from a
simulation that suppresses all terms except Term 5 and Term 9. Terms 2, 3, and
4 can be suppressed by setting inside and outside temperatures constant and
equal. Other terms can be suppressed in an obvious manner. The resulting
energy balance equation is Term 5 + Term 9 = 0, thereby allowing a calculation
of Term 5 as the resulting cooling load.

A microdynamic simulator is not needed for every term. It is not even desir-
able. Just as Term 2 is obtained from a macrolevel calculation that aggre-
gates components UAs into a building loss coefficient, Terms 3, 4, and 6 can
be obtained by a macrodynamic calculation. This can be done in a number of
ways; a method is developed through fitting building response at selected fre-
quencies. Term 5 can be obtained from a macrodynamic calculation, but to
account for multiple orientations, shading, and seasonal motion of the sun,
etc., a microdynamic simulation is preferable.

Each term, therefore, is obtained by macrodynamic or a microdynamic calcula-
tion, or is an input to the simulation (such as Term 1).

>
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In the forward process (for example, in predicting building performance given
the building description), the above decomposition has intuitive value giving
quantitative information on the role of various driving forces on the building
performance. It has some computational value too; for example, Term 6 cannot
be included in a simulation such as SERIRES (which does not account for sky
temperature depression effects except through an external calculation).

In the inverse process (i.e., in determining building characteristics given
performance data), the above decomposition plays a critical role. Suppose
short-term monitoring has given dynamic data on a few channels (inside..and..
outside temperatures, solar radiation, internal gains, and wind speed). We
want to extract suitable building parameters from the data and use these
parameters for long-term performance prediction (ratings), or control and
diagnostics of HVAC systems. The common method is to view the building as a
"black box" and fit the performance data to model parameters. This approach
generally results in a dilemma. To keep the number of parameters small the
model must be simplej to be realistic the model must be complex. This dilemma
is resolved by treating the building not as a black box, but as a 'gray box"--
starting with an audit description of the building obtained by a site visit,
the various heat flow terms are calculated. Some terms, such as Term 1 are,
of course, measured. Because the (known) audit description is different from
the (unknown) as-built description, the energy balance equation is not
satisfied by the terms obtained above.

Each term calculated (and not directly measured) above can now be classified
as primary or secondary depending on its overall magnitude. Let us(suppose a
building is such that Terms 2, 3, and 5 are primary, Terms 4, 6, 7, and 10 are
secondary, and the rest measured. A renormalization process is introduced for
the primary terms:

(Term 1: Internal gains)
-pg(Term 2: Loss coefficient)x(inside outside temperature difference)
-pin(Term 3: Heat released/stored from masses coupled to inside temperature
+(Term 4: Heat released/stored from masses coupled to outside
temperature)

+psun(Term 5: Heat flow caused by solar radiation, including mass effects)
—(Term 6: Heat loss caused by sky temperature depression below ambient)
-(Term 7: Heat loss to ground)

-(Term 8: Heat loss because of ventilation/infiltration)

+(Term 9: Heat gain from the heating/cooling system)
+(Term 10: Exact flow--approximate flow given: by the~above terms) = zero.

The renormalization parameters are determined so that the above renormalized
energy balance equation is best satisfied in the least squares sense. This
involves a simple linear regression. The renormalized energy balance equation
is used for the intended application such as long-term extrapolation, control
and diagnostics of HVAC systems, etc.
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The need for a proper test protocol to elicit the renormalization parameters
is emphasized. Coheating (introduction of electrical heat to maintain a con-
stant indoor temperature) and cool-down tests are typically adequate. Accu-
rate determination of admittance at a specific frequency is possible through
sinusoidal heat input.

Additional parameters are introduced for special situations. The above meth-
odology is extended to multizone buildings.

A number of caveats intrinsic to any extrapolation to long-term from short-
term measurements-—-particularly regarding seasonal motion of the sun, ground
heat flows and infiltration--were pointed out. Some areas for improvement,
such as matching building response at high frequencies, were pointed out.

A number of applications are pointed out. When combined with modern data
acquisition and control systems such as energy management systems in commer-
cial buildings, power line carrier based data acquisition, etc., PSTAR is a
powerful tool for a wide range of applications.
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APPENDIX A
Z-TRANSFORMS AND TIME SERIES

This appendix presents a brief discussion of z-transforms relevant for this
article. Detailed mathematical presentations are available in textbooks, for
example, Eveleigh, 1972,

Consider the heat gain into the air node q(t) because of a driving function
F(t); inside temperature, ambient, and solar radiation are typical driving
functions we will be concerned with. For a linear system, we can write

t .
a(t) = [ de' - X(e-t') - F(e') . (a-1)

This convolution integral can be reduced to an algebraic equation upon taking
Laplace or Fourier transforms. When we are dealing with discrete data, the
analog of the Laplace transform is the z-transform and Eq. A-1 reduces to

| a(z) = X(z) F(z) . (a=3)-
In Eq. A-2
q(z) =) 2" . a9 s o (A-3)

where q_ is the heat flow at time nA.

A particularly simple situation arises when the transfer function X(z) can be
represented as a ratio of polynomials in z *. If

X(z) = 2o (z7lypy 7L, (A-4)
where
P (271) =b_ + by.27l + +b_.z2T (A-5)
num o 1 L r’ ’
Pden(z-l) =a, + al.z'l + 0. + ak.z_k s (a-6)
then one can show that
a4, * a1, 1 ¥ ees * 8 Q T b F F DF o+ Lo+ b E (a-7)

Thus, knowing the present and (a finite number of) past values of the driving
function as well as (a finite number of) past values of the heat flow, the
present value of the heat flow can be very simply calculated. Because the
overall normalization of Eq. A-7 is arbitrary, it is often convenient to

choose a, to be equal to l. We shall also deal primarily with the case k=r.

Generalization to several driving functions is straightforward. It is suffi-
cient to demonstrate the process for two driving functions F and F(2), Let
the corresponding heat flows be q 1) and q 2 , each of which can be repre-
sented in the form (A-1) - (A-2). Usually the total heat flow caused by the
combined influence of all the driving functions is of interest. In this case,
we are interested in Q = q +q 2), It follows that
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Q=) = (). p(2), (271 r(1)(z)
+ 22 L) D (/W D) Th L (a-8)

From this the analog of (A-7) can be easily derived. For example if

(1) - (1) (1) -1 _
Pnum (z ) b 1 .z , (A-9)
P T 2oV e DB, (4-10)
en o 1
p{2) (,7ly o p(2) () -1 , (a-11)
num © 1
p¢22 71y < aéz} . a§2).z“l ; (a-12)
then
aél)‘a£2).qn + [agl)‘aEZ) + a52) . 322)‘a§1)]’qn-1 + a{l).a£2) Qn-z
- a(2)b (l)F(l) + [a(Z)b(l) (2) (l)] (l) (2) (l) (1)
0 Q n e] 1 l n-Z
e .
L aél)b§2)F§2) + [agl)b§2) (1) (2)] F(2) El)b§2)F§E; . (a-13)

In the special case P(l)(znl) = P(Z)(ZHI), obvious simplifications occur.
den den

78



S=RI %

TP-3175
APPENDIX B

FREQUENCY DOMAIN ANALYSIS AND TIME SERIES

This appendix derives the relationship between the coefficients of the poly-
nomials and frequency response. The notation 1is the same as that in
Appendix A. Suppose the input F(t') in Eq. A-1l is of the form

F(t) = £, exp(juwt) . (B-1)
Then the output q(t) is given by
q(t) = X(w) £ exp (jut) , (B-2)
where the frequency response X(w) is given by

. .
X(w) = f dt X(t) exp (-jwt) . (B-3)

Evaluating Eqs. B-1 and B-2 at t = mA, we get .
Fm = fo exp{ jums) , .(B-4)
and
q, = X(w) £, exp (jumd) . (B-5)
Substituting these into Eq. A-7 it follows that

X(w) =

[bo + b, exp(=JjuwA) +...+ b, exp(-jrwA)]/[ao +a) exp(-jwd) +...+ a, exp(-jkwA)].

(B-6)

The above equation allows us to relate the coefficients of the time series to
the frequency response. The inverse of this relationship will now be derived.
First, we assume that r=k, and that X(w) is given at zero frequency, and r
other frequencies i, «ea, w.. Eq. B-6 now leads to a set of 2r+l linear
equations for the 2r+l unknowns b 0? ***s b r? 81s cecy @l (Note that ao—l)
This system of linear equations can be ea511y written and solved by matrix
inversion. :

The case of r=1 and of r=2 are of special importance. We will explicitly
write down the equations for the case of r=l.

Let X(w) at w=o be X , and X(w) at w=w; be Xlei¢l. Then it can easily be
shown that b ’ bl’ and a, are given by the linear equations

1 1 =X b, X,
1 cos w,h -X, cos (Llﬁ_¢ ) by = X, cos ¢, .
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Another interesting way to obtain the parameters is to rewrite the relation-
ship

X(w) = [by, + by exp(-=jwa)]/[1 + a; exp (-jwa)] , (B-8)
in the form
X(w) = X, + b [1 - exp(-jwd)]/[1 + a; exp(-jwd)] . (B-9)
Then
a; = -[1 - tan8 tan (w; 4/2)]/[1 + tan 6 tan (u; Alz)] R | (B-10)
b = |X(w;) = X |/[cos 8 (1 + tan 8 tan (mlA/é))] ’ (B-11)
tan e-= Im X(wy)/(Re X(ug) = X;) . (B-12)

The relationship between the transfer function and RC network will now be
given, The network representation, while not central, has some intuitive
value. Transfer functions and their parameterization are, of course, the
central objects. An RC-network has a unique transfer function associated with
it, whereas one can generally construct several networks all of which have the
same transfer function. The transfer function X(w)-X(w=0) can be associated
with a simple single capacitor-single resistor network given in Figure 4-1-
The resistor R and the capacitor C are related to a; and b of Eq. B-9. The
"precise relationship depends on the specific discretization scheme: Discrete
data with sampling interval A implies that only driving functions and, hence,
the system response at frequencies such that wA<<l are of interest. (In the
extreme limit wA<<l, the discretization scheme is not important.) Setting
tan wA/2 = wA/2 in Eqs. B-10 and B-1l, it can easily be seen that the result
is equivalent to central differencing with

B 1-a; B b
=26 Y ¢ T T

To prove Eq. B-13, note that the differential equation d/dt(CT_) = (T-Tm)/R
can be rewritten as dq/dt + q/RC = (1/R) dT/dt where q = (T-T )/R. Central
differencing of this equation with time-step A leads to an equation of the
form (Eq. A-7) from which (Eq. B-13) can be obtained. Modern data acquisition
systems usually sample data rather fast and average them over an hour (or any
desired period). The above discussion, which is based on sampling period of
an hour, can be modified to deal with averaging period of an hour. Some
scheme of interpolation within one hour is still needed and, for this reason,
it is unclear whether it is worth the effort.

(B-13)
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APPENDIX C
APPROXIMATIONS OF THE PSTAR APPROACH

The PSTAR process--consisting of renormalization (as appropriate) of transfer
functions, renormalization (as appropriate) of certain heat flows, measurement
of certain heat flows, and perturbation treatment of small heat flows--is
being investigated thoroughly. Two related versions, called BEVA, were
described elsewhere (Subbarao 1984, 1985) and will be briefly outlined here.
These use black-box approaches, unlike the PSTAR approach that  requires an
audit description (a gray-box approach). We believe the PSTAR approach is
superior. These black-box approaches are given only for completeness. We
will present these approximations in the context of a one-zone building.

Approximation A: Instead of a renormalization of the transfer functions, we
can simply view the coefficients of the polynomials (in z71) as parameters to
be estimated (Subbarao 1985)]. Operationally, this means that we can start
from the time series:

in

in in
a, Tin(n) *al Tin(n 1) + . . .+ aNin Tin(n Nin)
_ out out _ out _
-4 Tout(n) ta Tout:(n D+ ay Tout:(n Nout
out -
sun sun sun
+a qun(n) + a) qun(n 1) + . 4 o + aNsun qun(n Nsun)

int 'i?'

* a.O [Qint(n) ¥ Qaux(n)) * a;..

(Qint(n-l)) + (Qaux(n-l)] + ...

+ aN. [Q

int

int(n_Nint) * Qaux(N-Naux)] i (C-;)

with the linear (in the a-coefficients) constraint

e At o+ alD = Q0ub . 0ut s out (c-2)
N, o N

1n out

One can choose a;n = 1 and make T: _(n) the dependent variable in (C-1), use
all measured past 1nside temperatures and minimize the sum of squares.

mea 2
Plr, () -1 (n)]°,

with respect to a's. This is a linear regression problem with Nip + Ngype +
Nep ¥ N + 2 parameters to be estimated. The physical significance o the
coe?ficients can be obtained from the relation.
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in in . in .
a; +a; exp (-jwd) + . . . + aNin exp (-] N, wd)
V(w) = — - - y (C-3)
int iat : rnt .
- A + LI T | + - .
a +ap exp (-jwd) aNint exp (-] Nlnt wd)

and similar relationships.

For simplicity additional approximations can be made, such as neglecting all
small heat flows, and using the incident flux Igun O0 @ suitable orientation
rather than Q. . on a driving function. Also, autocorrelation among residuals
can be ignoreﬁ and an ordinary least squares areas method used.

There are potentially severe problems in the above approach. When the number

of independent parameters N; + N + N + N + 2 is large, the param-
. n 0%5 un X e,

eters are poorly determined and often lead to 1instabilities when used for

long-term extrapolation. One can devise ad hoc procedures such as obtaining

only zero frequency and diurnal frequency admittances from Eq. C-3 and then,

for extrapolation purposes, abandoning Eq. C-1 in favor of a transfer function

fitted at zero and diurnal frequencies and extrapolated for all others.

Approximation B: Instead of a renormalization of the transfer functions,
fitted to calculated values at as many frequencies as necessary, we will
directly parametrize the transfer functions and estimate the parameters. In
the spirit of keeping the number of parameters small, we will parametrize as
follows:

As-seen before, this is an excellent parametrization for frame walls and, more
generally, for lightweight buildings:

E;n + Bin z_l
v(z) = ’ (c-4)
1+ a;n z—l
or in frequency domain,
B." + 8" exp (-jub)
V(w) = in . (C-S)
1 +a, exp (-jwd)

Similar parametrization is done of other quantities. Operationally, we start
with the time series equation

in . in in _ in _
a_ Tin(ln) + a) Tin(n 1) + a, Tin (n-2) + a, Tin(n 3)

out

- ,out out _ out _ _
B ao Tout(n) * al Tout (n-1) + a2 Tout (n 2) * a3 Tout(n 3)
sun sun _ sun sun _

* ao qun(n) * a1 qun (n-1) + a2 qun(nhz) * a3 qun(n 3)
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int

tag (Q () + Qaux(n)) * ai1nt (Qint: (n-1) + Qaux(n_l))

+ a;nt[Qint(n-Z) * Qaux(n-Z) * aént (Qint(n_3)] * Qaux(n-3)] ’ .(¢-6)
with

a;n - 8gut Bzun

ain - 6(c))ut: Biun + 6(s)un Biut + Bgut 8(s)un ain

aén - Siut Biﬁn + (Bzut Biun + Bzun B§Ut) aiun

aén - ain Biut Bgut . ‘ _ O (e-7)

As before, one can choose T._(n) as the dependent variable, and use the least
in . . 1n in out out
squares method. The parameters to be estimated are a; » Bo y %1 s 8 ’

. . . o
Bfut, afun, Bsun, and Bfun, subject to the nonlinear constraint

in in out out .

+ + :

Bo 6l _ Bo 6l
in out (c-8)
- +

1 al 1 oy

Regardless of whether one uses measured past temperatures or calculated past
temperatures, we will have a nonlinear regression problem. Further details
and applications to building data can be found in Subbarao (1984). This
method can be recast in the form of thermal networks. '
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