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PREFACE

This report summarizes the progress of the Solid State Photo-
voltaic Research Branch of the Solar Energy Research Institute
(SERI) from October 1, 1988, through September 30, 1989. Six
technical sections of the report cover these main areas of SERI's
in-house research: Semiconductor Crystal Growth, Amorphous Silicon
Research, Polycrystalline Thin Films, III-V High-Efficiency Photo-
voltaic Cells, Solid-~State Theory, and Laser Raman and Lumine-
scence Spectroscopy.

Each section of the report was written by the group leader prin-
cipally in charge of the work. The task in each case was to
explain the purpose and major accomplishments of the work in the
context of the U.S. Department of Energy's National Photovoltaic
Research Program plans.
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1.0° INTRODUCTION

This report covers the research and development activities of the Solid State
Research Branch at the Solar Energy Research Institute (SERI) during the
" period October 1, 1988, to September 30, 1989,

1.1 Objective

The objectives of the branch are to define and carry out fundamental and
applied research on state-of-the-art photovoltaic materials and devices that
are consistent with the Department of Energy's (DOE) five~year research plans
and to complement subcontract research activities. Additional objectives are
to identify research needs and to develop, evaluate, and transfer a coherent
base of scientific knowledge and technology to the public and private sectors
so that rational decisions can be made on the relevance of different technolo-
gies for cost-effective power generation.

1.2 Organization

Consistent with these objectives, research activities within the branch are
structured into the following program areas: Semiconductor Crystal Growth,
Amorphous Silicon, Polycrystalline Thin Films (involving II-VI compounds and
their analogues), III-V High-Efficiency Cells, Solid-State Theory, and Solid~
State Spectroscopy. The scope of each of these program areas was chosen care-
fully so that there would be close integration with research activities con-
ducted outside SERI, including subcontracted research. The bulk of the work
discussed here is a continuation of the work discussed in our prior annual
reports. In addition to its mainstream activities, the branch also conducts
research on high critical temperature (T.) superconducting thin film and bulk
materials. The superconductivity work 1is funded by DOE's Office of Energy
Storage and Distribution. It also conducts solid-state theoretical research
supported by the Office of Energy Research (Basic Energy Sciences) in DOE. In
FY 1989, the branch had a staff of 31 full-time employees and 15 visiting
scientists and students.

1.3 Key Accomplishments

During FY 1989, the members of the Solid State Research Branch made major con-
tributions to advancing the state of the art in most areas of photovoltaic
materials and device research. Some of the key accomplishments follow.

1.3.1 Semiconductor Crystal Growth

e No satisfactory procedures were found for controlled doping of carbon and
oxygen in high-purity, dislocation-free, float-zoned silicon. Though hydro-
gen doping could eliminate swirl defects, it introduces additional recombi-
nation centers and results in low values of minority charge-carrier
lifetime.

e Swirl defects (A- or B-type) and frozen-in defects are found to be carrier
recombination centers in dislocation-free, as-grown, float-zoned silicon
crystals., The A-type defect has an effective carrier capture range of
~40 um, as determined by electron beam induced current (EBIC) analysis. The
activation energy for formation of the fast cooling, frozen-in defects was
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estimated to be about 0.31 eV. Defect formation can be changed by growth
conditions, and long minority charge-carrier lifetimes are achieved through

moderately high growth speeds and low thermal gradients during crystal

growth, by which both swirl-defects and frozen-in defects are avoided.

These procedures can attain t > 20 ms in high-purity, float-zoned silicon.

e We have designed and begun implementation of a precision control system for
liquid-encapsulated directional solidification (LEDS) crystal growth of
alloys of CulnSe, with calcium or silver. The goal is to get uniform,
crack-free single crystals to be analyzed in house as well as out of house
to learn more about the fundamental properties of the material. This infor-
mation should provide some guidelines to the CuInSez/CuCaSez polycrystalline
thin film researchers so they can improve the performance of photovoltaic
solar cells based on these materials.

e We used a liquid-phase process to coat thin rods or wires and flat sheets
with the Bi Sr,CaCu,0q-type, high-temperature superconductor, Reaction
temperatures in the range 950°-1150°C form a liquid from mixed oxide start-
ing powders Bi,0,, Sr0, Ca0, and CuO. Substrates passed through the liquid
are coated witﬁ a multiphase layer that includes a superconducting phase of
approximate composition BiZSrQCao.SCuZOS.

1.3.2 Amorphous Silicon

e Small angle x-ray scattering (SAXS) has been extensively used to gain
insight on the nature of microstructure, such as microvoids, in amorphous
silicon (a=Si) thin films. We have made the first SAXS measurements on
device quality a-Si:H films deposited by the glow-discharge technique. The
best devise quality films fabricated by SERI and by subcontractors all show
2-5 x 10*7/cm”? microvoids, each containing about 16~20 missing atcms., By
combining these results with infrared (IR) absorption measurements, we
deduce that the interior surfaces of these microvoids are unhydrogenated,
containing at most 4-9 bonded hydrogen atoms. We have shown that the elec-
tronic properties, such as photoconductivity, significantly degrade when the
microstructure increases. An inverse correlation between the density of
microvoids and the diffusion length of holes and electrons has been
established.

e A new hot-wire catalytic deposition technique, which has che potential for
fabricating superior material as compared to other conventional methods, is
being developed. We have fabricated a large number of intrinsic a-Si:H
films at various deposition temperatures to vary the hydrogen content. The
transport properties of these films are as good as or better than glow-
discharge deposited films. Moreover, we can reduce the hydrogen content to
less than 1% and still produce device-quality films that had not been pos-
sible using glow-discharge deposition. The process needs to be extended to
prepare device quality n- and p-type material and ultimately to the fabri-
cation of a p-i~-n device.

e We have devoted considerable effort to trying to understand and control the
metastable changes in a—-Si induced by light (Staebler-Wronski effect). A
popular view of these metastabilities is that they involve hydrogen motion,
To further explore the role of hydrogen in these metastabilities, we are
developing new models of metastabilities that can be tested by experiment.
One model demonstrates that a distribution of defect annealing or production
energies is sufficient to explain all the production or annealing data that
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the hydrogen diffusion model. In fact, we show that it is the underlying
disorder of a-Si, rather than the detailed model, that determines the
annealing and production behavior. Another model investigates the role of .
impurities or dopant atoms in metastable effects in doped films and suggests
that bond rearrangement, such as is observed in metastabilities in crystal-
line silicon, is most important. This model also explores the role of
charged dangling bond defects on the metastability.

® We have developed a new theory for the kinetics of annealing and production
of metastable defects in a-Si, It is a model of defect controlled relaxa-
tion (DCR) in which the defect relaxes without the aid of a diffusing atom.
The defect may consist of more than a single atom. The result gives a
stretched—-exponential-time dependeiice for defect relaxation and predicts
that defect annealing or procduction obeys a Meyer-Neldel rule. This model
is contrasted H with the popular hydrogen-diffusion-controlled defect-
relaxation (HCR) model. The HCR and DCR models both explain most experi-
mental data. These models give similar results because the defect relaxation
kinetics are established by the underlying disorder of the a-Si. Metastable
defects arising from microscopic mechanisms such as weak-bond breaking and
charge trapping are treated in this model. '

e Most of the theoretical work on light-induced effects has concentrated on
their role in the transport properties of films. To understand their role
in devices, we have made a detailed calculation of the band bending in a
p~i~n solar cell resulting from charged defects. Recent experimental work
demonstrates that thermodynamic equilibrium statistics are an important
factor in determining point-defect concentrations in a-Si:H. It is well
known that the concentration of charged defects in a semiconductor depends
upon the Fermi energy in equilibrium. The position-dependent Fermi energy
in the i-layer of an a-SitH solar cell therefore results in spatially vary-
ing concentrations of dangling bonds. We apply thermodynamic equilibrium
statistics to the i-layer of a-SitH p-i-n solar cells to compare the space
charge contributed by the various charged defects, and we calculate the band
bending in the i-layer, We find the zlectric field near the n-i interface
is increased considerably by the negative dangling bonds formed because of
the high Fermi energy. Point-defect profiles throughout the i-layer are also
discussed. Finally, we consider the importance of these results for solar
cell characteristics and stability.

e We have developed a new method to analyze long secondary photocurrent tran-
sients commonly observed in a-Si. This analysis gave a new powerful spec-
troscopy technique, permitting one to map the distribution of trapped holes
in valence band-tail states. These safe hole traps are located roughly 0.3
to 0.5 eV above the valence band edge. A hole leaves this state by thermal
emission to a level about 0.2 eV below the valence band edge. From there it
tunnels to a dangling bond where it recombines with an electron. Thus this
state above the valence band edge is instrumental in controlling electron-
hole recombination and in turn the photoconductivity. During FY 1989, we
used this technique to explore light-induced effects. We have been able to
show that these safe hole traps convert to midgap recombination centers
under light soaking. Thus we conclude that they are the source of the
Staebler-Wronski effect.

e As a result of our extensive work with post-deposition hydrogenation on
various films, we have been investigating RF hydrogenation during deposi-
tion. The original idea was to change the properties of the material after
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deposition. However, this was not entirely successful. Nevertheless, a
hydrogen-plasma reactive flush between layers has a beneficial effect.
We showed this in an investigation of a hydrogen-plasma reactive flush
between the p- and i-layer depositions in fabricating solar cells of glass/
TCO/p(A-SiC:H)-i(a~Si:H)/metal in a single-chamber, glow-discharge deposi-
tion system. = Spectral response, photoluminescence, and photovoltaic con-
version efficiency measurements show that the hydrogen-plasma reactive flush
is effective in reducing the p-i interface recombination of charge carriers
and in improving solar cell performance.

o Much of the device modeling is carried out by computer simulation of a
device. = Although this is capable of high accuracy, the result depends on
many parameters that are not well known. Rather than using a mathematically
rigorous model, we concentrate on the important physics and develop .simple
models that give closed form solutions of the transport equations. These
then can be used easily by the experimentalist to analyze data. Procedures
for analyzing p-i-n solar cells have been obtained. that use two closed form
expressions, each containing a single unknown i-layer transport parameter.
We have shown that this is sufficient to describe the light-intensity and
temperature dependence of the current-voltage curve. In addition, the anomo-
lous dependencc of photocapacitance on light intensity and voltage has been
explained. Excellent agreement between theory and experiment is obtained.

e Charged dangling bonds in high-quality undoped a-Si:H have been detected in
two electron spin resonance (ESR) experiments. Shimizu et al., using a com-
bination of constant photocurrent method absorption, CPM, and light=-induced
ESR (LESR), show that many charged defects are present in undoped a-Si:H.
They also find that the density of these charged defects increases with
incorporation of carbon, oxygen, and nitrogen alloy constituents. We have
reinterpreted LESR data that are the most direct evidence to date that
positively charged dangling bond (T3+) and negatively charged dangling bond
(T3-) outnumber neutral charged dangling bond (T30) defects in undoped
a-SitH, Therefore, it seems clear that charged dangling bonds are present
in all undoped a-Si. Our model is that inhomogeneity, such as that produced
by microvoids, can result in charged dangling bonds that far outnumber the
more easily observed neutral dangling bonds. This consequence of material
inhomogeneity can be modeled with potential fluctuations. The T30 are
recombination centers, and the T3+ and T3- defects are electron and hole
traps, respectively. Many a-Si:H phenomena are explained and unified by
these concepts.

1.3.3 Polycrystalline Thin Films

o A comprehensive study has been made on the optical properties of thin film
CuInSe, as a function of film composition (16 at.% to 26 at.% copper con-
tent) and substrate temperature (350° and 450°C) in the near-infrared (NIR)
and visible wavelength regions from 500 to 2000 nm. For copper-poor compo-
sitions, a decrease in a is observed with increasing copper content in the
band-edge region (0.9 to 1.4 ev). For near stoichiometric and copper-rich
material, significant sub-band-gap absorption is observed. This absorption
is believed to be due to the presence of Cu,_sSe secondary phases at grain
boundaries and free internal surfaces and for near stoichiometric films
increases with increasing substrate temperature. For copper-rich material,
the absorption curve exhibits unusually flat behavior at about 1.0 eV. At
energies well above the gap (A <800 nm), all films behave similarly with a
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values of (1-2) x 10°/cm at 500 nm. Measured a(A) curves were substantiated
by nearly exact correlation of predicted and observed device quantum effi-
cienty curves using electron probe for microanalysis (EPMA)-deduced values
for carrier transport (electron diffusion length, 0.5 < L, < 1.0 um and
space charge width, 0.4 < W 0.6 um). Values for the direct band-to-band
transition energy and the magnitude of the valence band splitting due to
spin-orbit interaction have also been determined from the optical data.

The formation, identification, and electrical and optical consequences of
copper selenide impurity phase formation in CulnSe, polycrystalline films
have been studied as a function of composition, substrate temperature, and
substrate type. It is reasoned that an excess in copper content, above that
required for stoichiometry, will be accommodated by the formation of either
interstitial defects Cu; or copper-bearing precipitates. Thermodynamic
arguments support the latter for evaporated films in which an overpressure
of the selenium species is required for compound formation. Extensive stud-
ies on Cu,_sSe phases coupled with the compositional and XRD measurements
shows CU; gsSe as a likely candidate for coherent (strain-free) nucleation
and growth within the host CulnSe, bulk. ~

Based on experimental results, a microstructural model has been formulated.
For very copper-poor material (at.% copper < 22) with high bulk p, the
microstructure is characterized by small single phase grains and with a
conduction mechanism exclusively across grain boundaries. For intermediate
bulk values of p and compositions (22-25 at.% copper), the microstructure
appears as predominantly single phase with larger grain sizes, and with an
increasing amount of Cu,_,Se at grain boundaries. Although the conduction
mechanism is still predominantly across Cu(In,Ga)Sez grain boundaries,
percolation effects within the Cu,_4Se matrix are possible. For copper-rich
compositions, the microstructure takes on a profoundly different nature.

- The near stoichiometric grains are now 'bathed" in a matrix of Cu,_,Se

sufficient to dominate the conductivity and contribute to significant sub-
band absorption. This latter effect is detrimental with regard to device
performance in that absorption is free-carrier-like and does not result in
electron-hole pair generation.

Majority (CuGaSez) and minority (Cuz_SSe, Ga Se3) phase behavior in CuGaSe,,
like CulnSe,, was also shown to be a function of film composition (copper
content) and substrate temperature. In addition to this, however, a close
relation between substrate type (with regard to differences observed between
bare and molybdenum-coated substrates) and selenuim content was also identi-
fied as a major factor in understanding the observed film behavior.

Theoretical x-ray diffractometry (XRD) intensity calculations have been per-
formed for various copper-poor CuGaSe, and CulnSe, tetragonal chalcopyrite
structures as a function of molecularity (A = [at.ZCul/[(at.Cu%)+(at.Ga%)]).
In this defect adamantine structure, a decrease in copper along the pseudo-
binary tie line, CuySe-Ga,Se,, results in the generation of copper vacan-~
cies, Vo,r and gallium antisites, Gag,» in the ratio of 3:l. If the material
remains single phase chalcopyrite, a decrease in copper content from stoi-
chiometric CuGaSe, (25 at.Z Cuj} A = 0.5) to copper-poor (19 at.% Cuj}
A = 0,4) results in a significant increase in all Group III superlattice
reflecticens. Support of this structural model was substantial by XRD studies
on CuGaSe, single crystals. In polycrystalline thin films, however, the
absence o? superlattice peaks and the presence of both cubic and tetragonal

' n v o om e PEREI "
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CuGaSe, in some instances suggests a microstructure consisting of two
compositionally distinct phases: a near stoichiometric, chalcopyrite phase
and a copper-poor, cubic phase.

e The structure of one-step electrodeposited CulnSe, films as a function of
composition, deposition potential, and annealing conditions was systemati-
cally investigated. Films were co-electrodeposited from aqueous ethyl-

- enediamine solutions containing Cu(II), In(III), and H,Se03 at a pH of 1.7

onto molybdenum-coated glass substrates. Copper content was varied by var-
iation of the deposition potential between -0.55 and -0.75 volts. Selenium
content in as-deposited films was always excessive (>50 at.%) but easily
reduced to the desired stoichiometric level (50 at.%) by thermal snnealing
in argon without any modification of the copper/indium ratio. In addition,
thermal annealing had significant effects on film crystallinity. As-
deposited films are micro-polycrystalline and exhibit weak and broad dif-
fraction peaks. An increase in annealing temperature from 230° to 450°C
increases peak intensity and decreases peak width, indicating larger grain
size. A detailed study has been made on the structural and morphological
modification of CulnSe, films of varying composition as a <function of
annealing conditions. :

o The results of chemical treatments utilizing 0.05-0.1 vol.% Br, in CH40H and
0.1-0.5 M KCN in deionized water on the morphology, composition, and struc-
ture of electrodeposited 'CuInSez are reported. The prior solution was
observed to function more as a surface leveling (leaching) agent and did not
affect coupousition significantly. Th. rate of leaching is dependent upon
both the Br, concentration and solution temperature. The latter solution
was found to be more elementally selective with a preference for etching
Cu_Se and selenium in as-deposited material without affecting the CulnSe
and In_Se phases and serves to reduce excess selenium in as"depositea
material, much like thermal anneals in argon. If unannealed films are
treated with KCN, Cu_Se and selenium impurities are effectively removed
leaving  only CulnSe, and In _Se. Annealing of this material then produces
indium-rich (copper=-poor) magérial,

1.3.4 III-V High-Efficiency Photovoltaic Cells

e We have fabricated and characterized a two-terminal GalnP,/GaAs monolithic
cascade cell using the atmospheric organometallic chemical vapor deposition
(OMCVD) method and achieved 27.3% (one sun, AM1.5) efficiency. The measured
cell parameters are J_. = 13.6 mA/cm®, Voo = 2.29 volts, FF = 0.87, and
area =0.25 cm®, This is the highest eé%iciency reported for a two-
terminal, tunnel junction-interconnected tandem phctovoltaic device (see
Section 5.2.1). . ‘

‘e A GaAs n-on-p homojunction with a thin GaSnP, window layer and a GaIan/GaAs
back surface hetero-interface cell structure was fabricated and achieved a
one sun, AM1.5 efficiency of 250%. The Voer Jge» FF, and total area for
this device are 1.05 V, 27.8 mA/cmz, 85.6%, and 0.249 cm, respectively. The
device was grown at 700°C using conventional atmospheric pressure OMCVD (see
Section 5.2.2).

e The theoretical efficiencies of geries-connected, two-junction solar cells
with optimized top-cell thicknesses have been computed. Calculations show
that the reduction of the top-cell thickness results ir significant increase
in the efficiencies for a range of band-gap combinations. For example, in
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the case of lattice-matched material systems with band-gap combinations
GaAs(1.424 eV)/GaInP(1.90 eV), GaInAs(0.7 eV)/InP(1.35 eV), snd Ge(0.8 eV)/
GaAs(1.424 eV), thinning the top-cell increases the theoretical efficiencics
from 28% to 34%, vespectively (see Section 5.3).

o The effect of selenium doping on the optical and structured properties, par-
ticularly the ordering phenomena of GainP,, has been studied under a variety
of g1 wth conditions. We have shown that the disordering of GalnP, films by
selenium doping is very similar to that reported previously for zinc and
magnesium~doped films. The change from ordered to disordeged films takes
place as the carrier concentration is increased above 10l cm'3 for zinc,
magnesium, and selenium. The similarity between the effects of all three
dopants suggests that the disordering mechaniesm could be a colligative-type
effect (see Section 5.4).

@ The effect of using an on-line purifier (ATM Epigrads) during the O0OMCVD
growth of III-V semiconductors on their minority carrier transport prop-
erties was evaluated "by using a photoelectrochemical spectroscopy tech-
nique. The results show that the photucurrent in A%GaAs is considevably
enhanced by the action of the purifier. On the other hand, GaApInP, shows a
high degree of tolerance to impurities. This observation supports our con-
clusion that the GaInP, group of compounds, used in the cascade cell struc-
ture, is much less sensitive to impurity problems than is the GaAfAs group
of compounds.

1.3.5 Solid-State Theory

e A '"first-principles" approach was <carried out for describing the
temperature-composition phase diagram of substitutional pseudobinary
semiconductor alloys. The calculation includes in a natural way atomic
relaxation and self-consistent charge transfer, hence providing a link
between the electronic structure and the interaction energies which decide
phase stability. & renormalization procedure, whereby distant-neighbor
correlations are folded into a compact set of effective near-neighbor cor-
relations, is used and tested against Monte Carlo solutions. This yields
the phase diagram and thermodynamic properties. This approach has bzen
applied to five III-V pseudobinary alloys (A%;_.Ga , As, GaAs;_ P
Inl_ Ga , As, and GaSbl_erx) and three II-VI pseudobinary alloys (Cd ~xHg»
Te, ,hgl~ Zn_Te). We discuss in detail the chemical trends and offer a
simple (Pe-8") model which reveals the underlying physical factors con-
trolling such trends.

e First-principles electronic structure calculations for Si_Ge_ superlattices
(for n = 4, 6, and 8) grown epitaxially on a (110) silicon substrate reveal
a nearly direct band gap (to within =0.04 eV for n = 4) despite the pro-
nounced indirectness of its constituents. This 1is unlike superlattices
grown in the [001] direction, which are indirect wher grown on silicon and
quasi-direct only on substrates with larger lattice constants (e.g.,
germanium). Transition dipole matrix elements for the lowest energy direct
transition vanish for all repeat periods n but are finite for several other
new low-energy transitions.

e The excess energy of several III-V and II~VI strained-layer semiconductor
superlattices is studied as a function of the repeat period and growth
direction., We discover a number of universal features, including the
predicted instability for neatly all superlattices with respect to bulk
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disproportionation, the identification of chalcopyrite as a metastable
ordered structure, and the stability of all thin epitaxial [110] and [201]
and most common-anion [00l]. superiattices relative to coherent phase
separation.

First-principles self-consistent total energy calculations for various con-
figurations of atomic and diatomic hydrogen inside face-centered cubic (fcc)
palladium have been carried out to clarify some of the solid-state aspects .
of the physics of dense hydrogen in metals. We find that the stability of
the systam is controlled bv the relative position of the hydrogen-induced
antibonding level with respect to Fermi energy. Diatomic H, in crystalline
palladium is shown to have but metastable local minima whose internuclear
separation are yet larger than that of the isolated H, molecule.

Thermodynamic first-principles theory of stability, including charge-
transfer, elastic forces, and atomic relaxations, was developed that reveals
the physical origins of stable and metastable ordering in bulk and epitaxial
semiconductor alloys.

Substltutlonally random Al B, alloys are usually constructed by randomly
occupylng each of the N 31tes of a periodic cell by A or B. We show that it
is possible to design special quasirandom structures (SQSs) that mimic for
small N (even N = 8) the first few, physically most relevant radial correla-
tion functions of a perfectly random structure far better than the standard
technique does. We demonstrate the usefulness of these SQSs by calculating
optical and thermodynamic properties of a number of semiconductor alloys.

First-principles pseuaopotential calculations have been carried out for the
following column IV/column III-V semiconductor superlattices: 2n(GaP)
Geyp (GaAs) y and Si,. (GaAs) . Formation energies with respect Mo tge
conStituents and valence bang offsets have been calculated as a function of
repeat period n and growth direction & for n < 4 and & = [001], (110], and
[111]. The non-lattice-matched Si-GaAs superlattices have been assumed to
be grown on silicon substrates. We found that all superlattices were
unstable with respect to segregation, and that the [lll] direction is the
most stable among the superlattices. The unreconstructed polar superlat-
tices (001] and [1lll] have large internal electric fields, causing the [001]
superlatt1ces to reconstruct for n > 2. Different types of reconstruction
give different band offsets. Flnally, a simple model for the formation
energy based on non-octet bond energies and electrostatic interactions
between donor and acceptor bonds is presented.

.3.6 Laser Raman and Luminescence Spectroscopy

In an attempt to understand the anamolous band-gap lowering of GalnP,, we
have conducted spectroscopic measurements involving polarized photolumi-
nescence. This has resulted in the first experimental evidence for the
spuntaneous breaking of cubic symmetry in the band structure of OMCVD-grown
GalnP We show that this effect is related to the spontaneous ordering of
the %loy which leads to the anomalous lowering of the band gap of these
films.

Raman scattering studies of Culn xC81-x Seq single crystals indicate that the
phonons in this alloy show a mlxed mode behav1or. The phonons below 200/cm
exhibit a one-mode behavior, whereas those above 200/cm exhibit a two-mode
behavior. The 1information obtained in this study proved wuseful in
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determining the stoichiometry of this quaternary alloy but also in htudying

the extent of disorder present in this material.

1.4 Participation in External Cooperative Research

. {
The technical staff of the Solid State Research Branch has continued to work
in close collaboration with other research organizations, includiiig several
SERI subcontractors. Within the institute, we have maintained close colla-
borations with the Photovoltaic Measurements and Performance Branch and the
Photovoltaics Program Branch. We have also continued to work closely with

Boeing Electronics, the Institute of Energy Conversion, International Solar '

Electric Technologies Corporation, Chronar Corporation, Energy Conversion
Devices, Inc., and others. We continued to provide technical support to the
Electric Power Research Institute's program on crystalline silicon and a-Si.
Members of the branch have actively participated in several workshops, program
review meetings, and proposal reviews requested by the Photovoltaics Program
Branch. We have benefitted enormously from the participation of many dis-
tinguished visitors and postdoctoral scientists from all over the world,

A formal collaborative research program with several laboratories in India
under the U.S.-India Science and Technology Initiative (STI) has continued.
We are also participating in collaboration with several organizations in Italy
and Israel.

1.5 Conclusion

Our research activities in FY 1989 continued to be vigorous with a high degree
of productivity. In all research areas, we made original contributions to
advancing the state of the art in photovoltaic materials and devices. Pro-
gress in all areas has been documented in numerous articles published in
scientific and technical journals and in patent disclosures. Several members
of the branch have given invited lectures at national and international meet-
ings., SERI's solid-state research has interfaced very effectively with sub-
contracted research and has made major contributions to the DOE National
Photovoltaic Program objectives.

o
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2.0 SEMICONDUCTOR CRYSTAL GROWTH RESEARCH

Investigators

T. F. Ciszek, Principal Scientist and Group Leader

C. R. Schwerdtfeger, Associate Scientist (from March 1989)
C. Evans, Master Technician (through January, 1989)

T. Schuyler, Master Technician

C. Sarvris, Part-Time Student Employee

2.1 Introduction

Crysta’l growth research activities were conducted in three primary ar=zas or
matciial systems: silicon, chalcopyrites, and high-T_ superconductors. In sil-
icon, we concLuded our study of growth parameter eg%ects on minority charge-
carrier lifetime. We also investigated methods for deliberate oxygen and car-
bonn doping of high-purity silicon, and grew dislocation-free crystals in a
partial hydrogen ambient to study the effect on lifetime.

The effort in chalcopyrite crystals focused on fabrication and installation of
a bank of three small, high-pressure growth furnaces for liquid-encapsulated
directional solidification (LEDS) of CulnSe, and chalcopyrite alloys. The
furnaces are based on a prototype design we reported last year with the addi-
tion of computer control for long-duration growth runs that we feel are
required to attain high-quality material for fundamental property and charac-
terization studies in support of the thin film effort.

Our activities in high—Tc superconductor materials included attainment of
characterization capability for low-field alternating current (ac) suscep-.
tometry and resistivity between 5 K and 300 K, as well as critical current
density. We employed these techniques to characterize the superconductor
materials fabricated by our superconductor filament and sheet coating process,
and we also performed low-field susceptometry measurements on individual
-size YBa,Cu,04_», ErBa,Cu;0,_,, and Blzsr Ca gCuy0 single crystals. We
continued development of our superconductor fllament ang sheet coating process
on a small scale. ngh- superconductors have potential application in
photovoltaic-generated energy transmission and storage.

2.2 Silicon Crystal Growth

2.2.1 Introduction

The newer high-efficiency silicon photovoltaic cell designs require long
minority charge-carrier lifetime silicon materials [l], since lifetime is one
of the most important parameters concerning cell efficiency [2]. At dopant
concentrations lower than 10 /cm3, bulk lifetime is mainly determined by
Shockley-Read~Hall recombination rather than band-band Auger recombination and
band-gap narrowing. Grain boundaries, dislocations, and other large lattice
defects, as well as deep level impurities, are known to lower Lifetime very
substantially, '

Even when silicon crystals are single and dislocation-free, types of micro-

defects like swirls (A, B-type) and D-type defects may exist [4,5]. These
defects are all visible by x-ray topography or chemical etching after copper

10
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decoration. In addition, fast cooling of crystals can produce frozen-in
defects [6]. To date, a few reports [6-8] dealing with defect effects on
carrier recombination were done either with low-purity, crucible-grown silicon
crystals or by post-growth heat treatments. In a previous publication [9], we
reported lifetimes of float-zoned silicon containing different defects.

The lifetimes observed in high-purity, dislocation-free, float-zoned silicon
are usually about an order of magnitude higher than those seen in dislocation-

free, Czochralski-grown crystals. Oxygen contamination from the quartz cruci-

ble and carbon contamination from the graphite resistance heaters used in
Czochralski growth are frequently blamed for the lifetime reduction, but a
quantitative anslysis of carbon 'and oxygen effects on the lifetime of other-

 wise high-purity, dislocation-free, single silicon crystals is needed. Con-

vergely, hydrogen Joping is thoughc-to benefit silicon material properties
when the silicon is amorphous or multicrystalline, but again the effects on
lifetime of dislocation~free single crystals is not characterized. In our
silicon activities during the past year, we investigated some carbon, oxygen,
and hydrogen doping methods for otherwise high-purity, dislocation-free,
float-zoned silicon. The study of microdefect effects on minority charge
carrier lifetime t has been concluded.

2.2.2 Crystal Growth znd Characterization

The silicon crystals were grown by single-turn (RF) co & float-zoning, with
three pass purifications under a h1gh vacuum of ~ 1 x 1077 torr prior to final
dislocation-free crystallization in an argon atmosphere. Crystal diameters
ranged 10~34 mm. The growth rates were in the range of 2~7 mm/min, depending
on specific experiments. Crystal rotation was 7 rpm in most cases.

Minority carrier lifetime was measured by photoconductive decay with a digital
oscilloscope-computer system [10}. A single bar method [1ll] was used to obtain
lifetime profiles. For this, a sample was opaquely masked on the two ends and
most of the total surface, only allowing a certain portion of the sample
length to be exposed to incident pulsed light. The macroscopic lifetime dis-
tribution was obtained by changing the position of the exposed area along the
sample length. The pulsed light sources used here were either a xenon strobe
with a 0.5-mm-thick silicon filter or a 930-nm GaAs:Si diode array; the latter
has less power output but sharper cutoff. : ‘

2.2.3 cCarbon, Hydrogen, and Oxygen Doping

Since the segregation coefficient of carbon in silicon is much less .han 1, we

used a "pill-doping'" method in which all the dopant is placed at the starting
end of the silicon feed rod. This results in a nearly uniform distribution of
dopant along the rod after the float-zone crystal growth pass is completed.
We tried slurries of finely ground, high-purity graphite mixed in acetone, but
these typically would not adhere to the silicon rod. A commercial material,
Aqua-Dag, was also tried and demonstrated better adherence. Carbon levels up
to about 5 x 1018 were achieved, as measured by infrared (IR) spectroscopy.
However, numerous control and comparison experiments indicated that the carbon
effects on lifetime were not consistent, and it is likely that other contam~
inants were entering the silicon along with the carbon.

11
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‘The segregation coefficient of oxygen in silicon is near 1, and oxygen must be
continuously supplied during.the crystal growth pass for uniform doping. We
tried several doping methods: insertion of a small-diameter, high-purity
quartz rod in the molten zone during crystal growth; pre-oxidation of the
high-purity feed rod surface by heating it in a diffusion-furnace tube under a
partial oxygen ambient before crystal growth; and the use of a partial oxygen
ambient during crystal growth. None of these approaches were satisfactory.
Too little oxygen could be incorporated by the first ‘approach. The second
approach tended to form a silicon-oxide skin that flaked away during the cry-
stal growth pass and disrupted growth. The third approach either did not
1ntrodure enough oxygen (if the concentration in the ambient was low) or else
formed a thin oxide skin with problems similar to the second approach when the
amount of oxygen in the ambient was increased. As in the case of carbon dop-
ing, no useful data were obtained with oxygen doping.

Hydrogen doping has heen previously reported for float-zoned silicon and was
used to eliminate swirl defects in early studies [12]. But later on it was
found to cause other defects that make crystals more brittle. We grew some
crystals in a 10% hydrogen/90% argon atmosphere. We confirmed that swirl
defects were nearly eliminated by growth in the partial hydrogen ambient.
However, a few large, hydrogen-caused defects were seen by x-ray topography in
these dislocation-free, hydrogen-doped crystals. A crystal growa under simi-

. lar conditions but in pure argon has intensely striated swirl defects. We
know from earlier work that the presence of swirl defects degrades t. Despite

" the low swirl defect density in the hydrogen-doped crystals, an extremely low
lifetime was measured for this material relative to that measured for the
crystals grown in pure argon (~100 ms versus ~2,000 ms). Since the large
defects caused by hydrogen are sparse in the x-ray topographs, this low-
lifetime value is unlikely to be attributed to them and may be due co some
much smaller, hydrogen-caused haze defects that appear to be get-ered near the
larger defects. In any case, hydrogen doping appears to be detrimental rather
than beneficial in high-purity, dislocation-free single crystals.

2.2.4 Conclusion

No satisfactory procedures were found for controlled doping of carbon and
oxygen in high-purity, dislocation-free, float-zoned silicon. Thouygis hydrogen
doping could eliminate swirl defects, it introduces additional recombination
centers and results in low values of minority charge carrier lifetime.

A low thermal gradient (i.e., large crystal diameter) near the growth inter-
face is preferred for avoiding both swirl defects and fast cooling defects.
At a given thermal gradient, a growth speed just high enough to avoid swirl
defects should be adopted to avoid excessive cooling effects. These proce-
dures can attain t > 20 ms in high-purity, float-zoned silicon.

2.3 Chalcopyrite Semiconductor Crystal Growth.

2.3.1 Introduction

With new advances and interest in CulnSe, thin films, we must better under-
stand some of the fundamental material properties. We hope to grow the best
available single crystals of CuInSe, alloyed with gallium or silver in the
form Cu Ag,_,In Ga1 ySe2 with either x or y = 1, but not both. These alloys

12
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may then be used for fundamental characterization. By precision motion and
temperature control, we should be able to produce uniform, crack-free crystals
using an LEDS method [13]. In this section, we will describe the project
development to date. L

Previously, we built a prototype high-pressure furnace with manual controls
which was used to make large-grained, polycrystalline CulnSe,, Cu,In,_, Se,,
and InP by LEDS [14]. The preliminary results indicated the need for longer
growth runs in a steeper temperature gradient to eliminate stress fractures
and constitutional supercooling effects. To achieve the stability and control
required for l- to 2-month growth runs, we have designed a computer-controlled
system with precision stepper motor drives to use with the three high-pressure
furnace chambers we built last year.

" The primary goal of this effort was to design a pulling mechanism that would

move an ampule through a temperature gradient at & minimum speed less than
0.004 mm/min (less than 0.6 cm/day) In adlition, .the computer should have
the capability of controlling the temperature through a proportional-integral-
differential (PID) loop on each furnace simultaneously with run-time
ad justment. : ‘

Constitutional supercooling, which causes solid-liquid interface instability
(eventually 1ead1ng to propogation and composxtlon 1nhomogene1ty), can be
overcome by using a stzep temperature gradient in which to freeze the melt.
An appropriate furnace core must be designed and profiled.

2.3.2 System Design

The chamber is designed to handle up to 80 atmospheres of pressure. As in our
previous work, we will use argon to overpressure ‘an open quartz ampule which
contains elemental copper, indium, selenium, and a liquid encapsulant B,0
The combination of a 11qu1d encapsulant and the high pressure will keep tﬁe
selenium vapors from escaping the melt., In fact, we should be able to put an
excess of selenium in the melt to ensure a p-type crystal.

The 20-mm-i.d. ampule will hang from a 3/16~-in. pull rod. The rod will go
through a teflon compression feedthrough and connect to a coupler at the
top. The coupler is in turn connected to a 40 revolution/inch lead screw and
stepper motor. The stepper motor has a 100:l gear reduction box which allows
the 12,800 steps per revolution to reduce to 1.28 million steps for each
revolution of the lead screw., Forty lead screw revolutions per inch trang-
lates to just over 5 Angstroms per step. The scepper motors for each furnace
will be controlled by an indexer capable of receiving commands from the com-
puter, The indexers are able to control the stepper motors as slowly as
0.001 revolution/s. This translates to an ampule speed lLess than 0.5 um/min.
At this rate, it would take 260 days to travel 15 cm. Fortunately, once the
crystal has solidified, we can increase the speed such that it sees an effec-
tive cooling rate less than 1°C/h. The cooling rate is determined by the
temperature gradient and travel speed, For instance, if the furnace has a
temperature gradient of 70°C/cm, the travel speed would need to be about
0.00175 mm/min to achieve 1°C/h.

The temperature control in the furnace is critical with such slow growth
speeds. Type K thermocouples will be used to detect the furnace temperature.

13
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Th. computer will compare that temperature to a predefined setpoint and adjust
the power to the furnace accordingly. The setpoint can be constant valued,
linearly ramped up or down, or adjusted to any set of values the user inputs
in a file. With a constant setpoint, it may be changed at any time during the
run.

All of these operations are performed by a commercial software package called
LabTech Control, During the run, several CRT screens can be viewed, many
graphs can be monitored, and variables such as temperature setpoint or PID
loop parameters can be adjusted.

2.3.3 Summary

We have designed and begun implementation of a precision .control system for
LEDS crystal growth of CulnSe, alloys with gallium or silver. The goal is to
get uniform, crack-free single crystals to be analyzed in house as well as out
of house to learn more about the fundamental properties of the material. This
information should provide some guidelines to the CuInSeo/CuGaSez poly-
crystalline thin film researchers so that they can improve the performance nf
photovoltaic solar cells based on these materials.

2.4 Liquid~Phase Preparation of High-Temperature Superconductors

2.4.1 Introduction

Superconductivity in the Bi-Sr-Cu-0O system was first reported by Michel et
al, [15] at a transition temperature T_  of 7 to 22 K. The dramatic increase
of T. obtained by Maeda, Tanaka, Fukutomi, and Asano [16] via addition of
calcium to the system led to considerable scientific and technological
interest. Many research investigations have focused on understanding the
superconducting characteristics [17-22] and structure [21-26] of this material
system, That work was done primarily on sintered oxide pellets processed at
temperatures in the 800°-900°C range. Several crystal growth results have
also been reported (27-31]. More recently, superconducting Bi=-Sr-Ca-Cu-0
fibers [32], wires [33-35], and strips [35] have bzgn made by several inves-
tigators. High critical current (J_ ) values (>10 Alcm?) in high magnetic
fields B (325 T) have been seen with some of the wire materials [34]. Here,
we will report on the composition and superconducting properties of mixed-
phase superconducting coatings formed on thin, long substrates by a liquid-
phase process [35].

2.4.2 Material Preparation

Schematic drawings of the processes we used for coating substrates are shown
in Figure 2-1. Powders of the four oxides 31203, Sr0, Ca0, and CuQO with
ACS~grade or higher purity levels were mixed, ground, and tamped into 99.8%
alumina crucibles. When heated to temperatures in the range 950°-1150°C, the
powders became liquid. Rod, wire, or sheet substrates were inserted into the
oxide melt and withdrawn at a controlled rate in the dip-coating method. A
continuous version of the coating process was carried out by moving a long
substrate upward at a controlled rate through a hole in the bottom of the cru-
cible. Here, a relationship of the form h = A/¢ - B governs stable contain-
ment of the melt, where ¢ is the diameter of the hole in the crucible bottom,
h is the maximum stable melt height in the crucible, and A and B are con-
stants [36]. We typically wused melt heights on the order of 3-5 mm with a
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Figure 2-1. Schematic drawings of a dip-coating process (left) and
continuous-coating process (right) for liquid-phase
deposition of superconductor layers on substrates

hole diameter of 1 mm. Figure 2-2 is a photograph of the continuous coating
process in operation. Continuous lengths of up to 170 mm (limited by the pul-
ling mechanism) were coated.

Pulling speeds between 2 and 1800 mm/min were used to move the substrates
through the liquid oxides. Resistance heating was used for the dip-coating
method, and RF heating at 28 MHz frequency was used for continuous coating.
The atmosphere was air, oxygen, or nitrogen. Al,0, substrates were used for
growth of most of the coatings that will be discussed; however, platinum and
other metals have also been successfully used. The substrate diameters or
thicknesses ranged from 25 um to 3 mm.

Numerous atomic-ratio starting compositions produced superconducting material.
The specific ones we will discuss in this paper include Bi:Sr:Ca:iCu = 2:2:1:2
(or molar ratio Bi203:SrO:CaO:Cu0 = 1:2:1:2), 2:2:2:1, 1l:1l:1:1l, and
0.875:2:10:5. In all cases, post-growth annealing was required to make the
coatings superconductive. This process typically consisted of heating the
coated substrates to 860°-875°C for 2 h or less in air, oxygen, or nitrogen.

2.4.3 Characterization and Results

2.4.3.1 Composition and Morphology

Figure 2-3 shows typical coated wire, rod, and sheet substrates after growth,
The coatings are black and possess a texture attributable to the presence of
mixed phases with differing individual morphologies. Coating thicknesses in
the range of 5 um to several hundred micrometers were obtained. Thickness
varied with substrate temperature, melt temperature, residence time of the
substrate in the liquid, and pulling speed.
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Figure 2-3. Typical wire, rod, and sheet geometries coated with the
Bi~-Sr-Ca—Cu-0 superconductor
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Energy dispersive spectroscopy (EDS) was used to determine filament and sheet
coating compositions. An ISI-50A scanning electron microscope and a Tracor
Northern EDS system were used for standardless quantitative analysis, A
single-crystal 2212 superconcductor was analyzed as a calibration check, and
the analysis of its composition via EPS agreed within 2 at. % with that
obtained by the more accurate electron probe microanalysis (EPMA) performed on
‘the same crystal sample. However, botii EDS and EPMA indicated low calcium
content compared to the ideal stoichiometric atomic percentages 14:14:7:14.

.In this discussion, we will present detailed EDS results for coatings obtained
from the 2:2:1:2 starting powder composition. The composition/morphology
relationships seen in coatings made from the other mixtures are analogous, As
shown in Figure 2-4(a), the general morphology consists of a relatively
smooth, plate-like, primary phase with darker, elongated needles dispersed
within it. The needles lie within the surface plane of the coating and tend
to be longer and wider for thicker coatings. Figure 2-4(b) shows the less
uniform morpholegy of a sheet coating near an edge, with a greater variety of
needle sizes and shapes. This typical morphology was similar for coatings
made from each starting mixture, differing only by the number of needles
present in a given area, The 0.875:2:10:5 mixture had a substantially higher
concentration of needles than did the 2:2:1:2 or 2:2:2:]1 mixtures. The plate-
like, light-colored background material is the superconducting phase and 1is
consistently glightly bismuth-rich, strontium-poor, and calcium-poor compared
to the ideal 2:2:1:2 stoichiometry for both sheet coatings and filament
coatings (Figure 2-5). Similar deviations from ideal stoichiometry have been
reported by other investigators [37].

Most of the long, narrow needles on each sample exhibit a bismuth-poor compo-
sition near 0:1:1:4 (Figure 2-6), like that previously reported by Dou et
al. [38]. We also see a variation from this composition in some shorter,
wider needles, which typically contain more calcium and less copper (also
shown in Figure 2-6) than that in the 0:1:1:4 needles. On some samples, we see
a third dominant composition near 0:1:4:3, and the morphology-is similar to
that of the 0:i:1:4 needles. A 0:0:2:1 Ca-Cu~-O phase has been reported [39]
for a sintered pellet materialj we did not observe,it in our samples. Slight
morphological differences appear to exist between the three observed needle-
like phases, but further investigation is required to confirm these trends.

All three needle types are seen on both as-grown and annealed sheet and fila-
ment coatings. Typical annealing conditions consisted of 0.2-2 h at 860°-
875°C in flowing oxygen, followed by slow cooling to room temperature.
Apparently, annealing near 860°C does not alter the needle compositions.

In addition to these needles, several impurities were present. Small cubic
and tetragonal growths c. the surface of the coatings were caused mainly by
aluminum contamination from the crucibles and included oxides of Sr-Ca-Al,
Sr-Al, and Sr-Ca. Small "popcorn like" surface features usdally consisted of
calcium oxides.

2.4.,3.2 Superconducting Properties

The superconductivity of the coatings was observed for a large range of start-
ing oxide powder compositions. Before measuring the electrical resistance and
maghetic susceptibility of the coatings, post-growth annealing was carried out
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Figure 2-4. SEM micrographs of the morphologies of 2:2:1:2 mixtures coated on
an alumina sheet: (a) typical coating morphology with predomi-
nantly 0:1:1:4 needles, (b) less typical morphology with various
needle compositions. The lighter, smooth-flowing areas labeled
'SC' are superconducting regions (see Fig. 2-5); the dark needles
labeled 'A' and 'B' are Bi-poor regions (see Fig. 2-6).
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Figure 2-5. Elemental composition measured by EDS for a reference "2:2:1:2"
single crystal and several typical superconducting regions on a
coated sheet substrate (labeled 'SC' ian Fig. 2-4(b)). The compo-
sition for ideal 2:2:1:2 stoichiometry is also shown as a heavy
line. ‘ ‘

as described in the previous section., The shorter annealing times and lower
temperatures were used for thinner samples. Both low-field ac magnetic sus-
ceptibility and direct current (dc) resistance were measured as a function of
temperature with a Lakeshore Cryotronics 1Inc. model 7000 ac susceptometer
fitted with an accessory resistance probe. Annealed evaporated-silver contact
pads were applied to the samples for the resistance measurements. The sample
volsme3for the contactless susceptibility measurements was typically 2 to 4 x
1077 m”,

Figure 2-7 shows the resistivity versus temperature curves for coatings grown
from three different oxide-starting powder compositions with element ratios
Bi:Sr:CasCu = 2:2:1:2, 2:2:2:1, and 0.875:2:10:5. Superconducting transition
onset temperatures were between 80 K and 90 K for all three. The 2:2:1:2 and
0.875:2:10:5 batches yielded coatings that showed a small component of the
higher =110 K transition onset. The highest zero-resistance temperature,
76 K, was achieved with the 2:2:2:]1 starting composition.

Low-field ac susceptibility x was measured on coatings that were removed from

the substrates after annealing. Variation of the real x' and imaginary x"
components with temperature are shown in Figure 2-8 for two different sets of
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Figure 2-6. Elemental compositions of two types of needles coated on a sheet
substrate: (-0-) Bi—poor composition near 0:1:1:4 of needles
labeled 'A' in Fig. 2-4(b); (-D-) Ca-rich, Cu-poor composition
(relative to 0:1:1:4) of needles labeled 'B' in Fig. 2-4(b)

element ratios in the starting oxide powder mixture., The two samples were
examined under similar measurement conditions. For Bi:Sr:CaiCu .= 1:1:1:1, the
ac field was 1 Oe, the dc field was Q0 Oe, the frequency was 100 Hz, and the
demagnetization correction factor was 0.087; for Bi:Sr:Ca:Cu = 2:2:1:2, the ac
field was 1.5 Oe, the dc field was 0 Oe, the frejuency was 125 Hz, and the
demagnetization correction was 0.079. The samples were oriented with their
flat surface and longest dimension parallel to the magnetic field. The sample
dimensions were on the order of 10 mm long by 2 mm wide by 0.2 mm thick. The
specimen grown from the excess calcium mix exhibited a higher transition onset
temperature, sharper transition, and lower intergranular coupling losses (cs
evidenced by the smaller x" .peak) than did the one grown from the stoichio-
metric mix, but it had a smaller volume fraction of superconducting material
(approximately 60% versus 80%).

2.4.4 Summary and Discussion
We have described a simple liquid-phase process for applying Bi-Sr-Ca-Cu-O
coatings to wire or ribbon substrates in both a batch (or dipping) mode and a

continuous coating mode. With appropriate post-growth annealing, these coat-
ings become superconductors. Currently, their transition onset temperatures
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Figure 2-7. Resistance vs. temperature for superconductor coatings grown from
the liquid phase using three different element ratios in the
starting oxide powder mixture

are in the range of 80-90 K, and zero-resistance temperatures as high as 76 K
have been achieved. The wire and ribbon coatings contain several phases. The
typical morphology consists of a dominant superconducting phase near 2:2:1:2
composition in which several bismuth-deficient, needle-like phases are inter-
spersed. The most prevalent of these has a composition 0:l:lt4. But varia-
tions with higher calcium and lower copper contents are sometimes present. A
0:1:4:3 needle phase with morphology nearly identical to that of 0:l:1l:4
occasionally appears. Further study is required to determine the detailed
morphological differences between these three varieties of needles in melt-
grown Bi~-Sr-Ca-Cu-0 superconductors.

The superconducting phase is composed of interconnected plate-like crystals
lying in the plane of the coating. As in the case of single crystals grown
from the liquid [30], the calcium content of the coatings is lower than
expected for 2:2:1:2 stoichiometry. In addition, the strontium content 1is
somewhat low and the Bi and Cu contents are slightly high. This tendency
appears to hold for a wide range of starting powder compositions. However,
susceptibility measurements indicate that excess calcium addition to the
starting melt may raise the Meissner onset temperature and improve the inter=-
granular coupling.:
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2.5 Summary and Discussion

No satisfactory procedures were found for controlled doping of carbon and
oxygen in high-purity, dislocation-free, float-zoned silicon. Though hydrogen
doping could eliminate swirl defects, it introduces additional recombination
centers and results in low values of minority charge-carrier lifetime.

Swirl defects (A- or B-type) and frozen-in defects are found to be carrier
recombination centers in dislocation-free, as-grown, float-zoned silicon cry-
stals. The A-type defect has an effective carrier capture range of ~40 um, as
determined by electron beam induced current (EBIC) analysis. The activation
energy for formation of the fast-cooling, frozen~in defects was estimated to
be about 0.3l eV. Defect formation can be changed by growth conditions, and
long minority charge-carrier lifetimes are achieved through moderately high
growth speeds and low thermal gradients during crystal growth, by which both
swirl defects and frozen-in defects are avoided. These procedures can attain
t > 20 ms in high-purity, float-zoned silicon.

We have designed and begun implementation.of a precision control system for
LEDS crystal growth of alloys of CulnSe, with gallium or silver. Our goal is
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to obtain uniform, crack-~free single crystals to be analyzed in house as well
as out of house to learn more about the fundamental properties of the mate-
rial. This information should provide some guidelines to the CulnSe /CuGaSe2
polycrystalline thin film researchers so that they can improve the performance
of photovoltaic solar cells based on these materials.

We used a liquid-phase process to coat thin rods or wires and flat sheets with
the BiZSrzcaCu Op-type, high-temperature superconductor. Reaction temperatures
in the range 950°-1150°C form a liquid from mixed oxide starting powders
Bi203, Sr0, Ca0O, and CuO. Substrates passed through the liquid are coated
with a multiphase layer that includes a superconducting phase of approximate
compositicn Bi Sr Cag gCuy0g. Connectivity between grains of the supercon=
ducting phase 1s suf%1c1ent to achieve superconductivity of the coating as a
whole (after suitable post-growth annealing) for a surprisingly large range of
starting oxide powder compositions. Analytical results for the composition of
some of the observed phases were obtained through EDS and EPMA. The super-

- conducting properties were determined by low-field ac magnetic susceptometry
and four-contact resistivity measurements for temperatures between 5 K and
100 K. Superconducting transition onsets above liquid nitrogen temperatures
were observed for several starting compositions. Continuous coating has been
demonstrated for thin rods and wires in lengths up to 170 mm.
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3.0 AMORPHOUS SILICON RESEARCH

Investigators

R. Crar lall, Principal Investigator and Group Leader
H. Branz, Staff Scientist

J. Carapella, Research Technician D. Baker, Visiting Scientist-

A. Langford, Staff Scientist S. Salamon, Visiting Scientist

H. Mahan, Senior Scientist M. Fleet, Visiting Scientist

T. McMahon, Senior Scientist X. Deng, Visiting Professional

B. Nelson, Associate Scientist R. Galliano, Visiting Scientist
K. Sadlon, Staff Scientist ‘ Y. Xu, Research Technician

S. Tsuo, Senior Scientist D. Williamgon, Visiting Scientist

3.1 Introduction

During FY 1989, a number of ocur ideas on metastable defects in hydrogenated
amorphous eilicon (a-Si:H ) were confirmed. Both the modeling effort and the
experimeutal effort support each other. The experimental effort has been
strengthened by two new and powerful characterization techniques that have
improved our understanding of microstructure and metastability.

The extensive work on microstructure carried out at SERI in the past was based
on inferences of microstructure from infrared absorption and band tail
broadening. This year, we were successful in making small angle x-ray scat-
tering (SAXS) measurements on a-Si:H that were two or three orders of magni-
tude more sensitive than any previous measurements, permitting the first
determination of the microstructure in device quality a-Si:H.

A new trap spectroscopy technique was developed that allows us to determine
the distribution of trapped holes in valence band tail 4tates. These states
are particularly important because they are instrumental in determining photo-
conductivity, Further, we have been able to show that they are the precursors
to light-induced dangling bond formation.

The effort on devices produced a new processing step using a hydrogen plasma
to improve photovoltaic efficiency, and we are now making tandem cells from
a-Si:H in preparation for fabricating a-Si:H amorphous germanium tandem cells.

A significant portion of our effort is devoted to the light-induced metasta-
bilities or Staebler-Wronski effect. We have gained considerable under-
standing of this effect and have developed new models that are in much better
agreement with experiment than are existing ones.

During the year, we continued collaborations with the National Institute of
Standards and Technology, Jet Propulsion Laboratories, University of Colorado,
Colorado School of Mines, University of Illinois, Harvard, Chronar, Energy
Conversion Devices, and Solarex. Visiting scientists from The Indian
Association for the Cultivation of Science and LAMEL-CRN in Italy interacted
strongly with the group during the year. Students from Colorado School of
Mines and Colorado University also worked with members of our group.

A brief account of some of the achievements of the Amorphous Silicon Research
Group follows.
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3.2 Structure and Electronic Properties of Amorphous Silicon'

' The effect of microstructure on the electronic properties of a-Si:H still com-

prises a sizeable fraction of our effort. The introduction of SAXS has dra-
matically increased our knowledge of the microstructure of a-Si:H. This year
we showed that even the best device quality a=-Si:H contains a significant num-
ber of microvoids. This type of structure is apart from the effects of impu-
rities, which can act as isolated entities such as traps, scattering centers,
or recombination centers. Impurities, however, can also generate microvoids.
An example of this is carbon, which usually bonds to three hydrogen atoms in a
methyl group with the remaining bond being to a silicon. Fluorine is another
impurity that forms voids by terminating silicon bonds.

3.2.1 Effects on Transport

We have known for sorie time that the electronic properties, such as photocon-
ductivity, significantly degrade when the microstructure increases. However,
the exact cause of this degradation is still unknown. Last year we showed,
contrary to previous conjectures, that the increase in the number of dangling
bond defects is not the major cause of the degradation of the transport
properties. This.year, we found that structure also affects the ambipolar
diffusion length. An inverse correlation exists between the number of micro-
voids and the diffusion length.

One way in which structural modifications can have deleterious effects on

transport is through potential fluctuations due either to charged defects or
dielectric constant variations. These potential fluctuations can affect the
transport through electron and hole scattering or give rise to modifications
of the band tails. Another effect is that they will promote the formation of
large densities of charged defects. To describe this condition, we have con-
sidered the thermodynamics of the dangling bond defect in a-Sit!H assuming
there are medium-range electrostatic potential fluctuations whose peak-to-peak
magnitude is greater than the (positive) effective correlation energy. Results
showed that significant concentrations of charged dangling bonds will result--
negative defects with transition energies below the Fermi energy (EF) in
regions of high potential and positive defects with transitions above Ep in
regions of low potential. We discuss some consequences of these charged
dangling bonds for transport and photostability in a-Si:H in Section 3.6.4.1.

3.2.2 Measurement of Microvoids

Because microvoids in a-Si!H are such an important quantity, we need easy-to-
use, quantitative techniques to measure them. A decrease in density is, of
course, a good indication of void formation. However, density measurements
are tedious and not amenable to routine evaluation of films. Thus we have
made correlations of density changes and the absorption bands due to the Si-H
vibrations and the widch of the Urbach edge to the optical absorption. We
have found linear changes in these with density and now use their change as a
routine measure of the amount of microstructure. The best measure of micro-
structure is AXS. However, since these measurements require large amounts of
material witl: snecial preparation conditions, they are not routine. Never-
thelegs, we have been able to make quantitative measurements of the size and
number of microvoids and compare these with the Urbach edge and IR absorption
to give a quantitativ( relationship among the various measurement techniques.
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We have made the first SAXS measurements on device quality a-Si:H deposited by
glow discharge. _ The best films produced at SERI and by subcontractors all
show 2-5 x 10%**? microvoids containing 16-20 missing atoms. By combining
these results with IR absorption measurements, we deduce that the interior
‘surfaces of these voids are largely unhydrogenated, containing at most
4-9 bonded hydrogen atoms. Details of this work are in Section 3.6.2.

3.2.3 Attempté to Reduce Microstructure

Because the microstructure has such serious effects on transport, we have
tried various methods to reduce it. One method, Kaufmann ion beam rehydro-
genation, has improved the transport properties of non-device-quality films.
However, this method does not improve device quality material. Many reports
have shown that rehydrogenation or posthydrogenation of a-SitH reduced the
Staebler-Wronski effect in a-SitH. To verify this finding, we made a system-
atic investigation of the photostability properties of a variety of rehydro-
genated and posthydrogenated a-SitH films. We find that their light-induced
degradation properties follow the same dependence on the initial photoconduc-
tivity values regardless of the deposition or processing method. We have also
found, indirectly through photoconductivity, that the absolute and relative
degradation in photoconductivity values seems to decrease with increasing
initial defect-state densities. We believe many of the reported observations
of reductions of the Staebler-Wronski effect are actually due to poor material
qualities. Details of this work are in section 3.6.3.

3.2.3.1 Hot Wire Deposition

A new deposition technique that may have some potential for fabricating
superior material is the hot-wire catalytic decomposition technique. In this
deposition process, silane gas is thermally decomposed on a high-temperature
filament, which is followed by subsequent evaporation of atomic silicon and
hydrogen, enabling a-Si:H film growth on a heated substrate. We are currently
exploring this technique for two reasons. First, previous results suggest
that growth rates higher than those obtained using the glow-discharge tech-
nique can be obtained, without a sgsignificant reduction in film properties. We
would like to quantify and extend those results. Secondly, we believe that
this technique may have particular advantages in the production of a-Si:H
based alloys. Excellent film properties have already been reported for
a-SiGetH, and we plan to make a similar study for the a-SiC:H alloy system.
We have fabricated a large number of a-SitH films at various deposition
temperatures to vary the hydrogen content. The transport properties of these
films are as good or better than those for glow-discharge-deposited films. In
addition, we can reduce the hydrogen content to below 1 at, % and still pro-
duce device quality material. This has not been possible using glow-discharge
deposition. We have reason to believe that these low hydrogen content films
may be more stable against light-induced degradation. However, we are just
beginning to 1investigate this phenomenon. Details of this work are 1in
Section 3.6.4.

3.3 Metastabilities

Since the metastable changes induced by light (Staebler-Wronski effect) are
such an important problem in a-Si:H (they degrade solar cell efficiency), we
have devoted considerable effort to trying to understand these changes and
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control them. A popular view of these metastabilities is that they involve
hydrogen motion. If this were the case, then they could be minimized by
reducing the amount of hydrogen in the film., However, this is not possible
using glow discharge deposition without severely degrading the transport prop-
erties. ' Nevertheless, there is a current effort in the community to reduce
the hydrogen content of the films. If hydrogen is not involved in the
Staebler-Wronski effect, this could be a wasted effort. Another idea is that
microstructure causes the Staebler~Wronski effect., Since it is so important
to decide among these models, we are carrying out detailed experiments
designed to test the validity of these ideas.

3.3.1 Modeling the Metastability

To further explore the role of hydrogen in these metastabilities, we are
developing new models of metastabilities that can be tested by experiment.
One model demonstrates that a distribution of energies for defect annealing or
defect production is sufficient to explain all the defect production or
annealing data that exist in the literature. The results of this model are
the same as those of the hydrogen diffusion model. In fact, we show that it
is the underlying disorder of the a-SitH that determines the defect annealing
and producticn behavior. Another model investigates the role of impurities or
dopant atoms in metastable effects in doped films and suggests that bond
rearrangement such as is observed in metastabilities in crystalline silicon is
most important., This model also explores the role of charged dangling bond
defects on the metastability.

3.3.1.1 Meyer-Neldel Rule

We have developed a new theory for the kinetics of annealing and production of
metastable defects in a-SitH, It is a model of defect-controlled relaxation
(DCR) in which the defect relaxes without the aid of a diffusing atom. The
defect may consist of more than a single atom. The result gives a
stretched-exponential time dependence for defect relaxation and predicts that
defect annealing or production vbey a Meyer-Neldel rule (MNR). This model 1isg
contrasted with the popular hydrogen-diffusion-controlled, defect-relaxation
(HCR) model. The HCR and DCR models both explain most experimental data.
These models give similar results because the defect-relaxation kinetics are
established by the underlying disorder of the a-Si:H. Metastable defects
arising from microscopic mechanisms (such as weak bond-breaking and charge
trapping) are treated in this model. Details of this work are in.
Section 3.6.1.

3.3.1.2 Charged Dangling Bonds in Undoped a-Si:H

Charged dangling bonds in high-quality, undoped a-Si:H have been detected in
two electron spin resonance (ESR) experiments. Shimizu et al., using a com-
bination of constant photocurrent method absorption, constant photocurrent
method (CPM), and light-induced ESR (LESR), showed that many charged defects
are present in undoped a-Si:H. They also found that the density of these
charged defects increases with incorporation of carbon, oxygen, and nitrogen
alloy constituents. We have reinterpreted LESR data of Ristein et al., to
show it is the most direct evidence to date that positively charged dancling
bonds (T3+) and negatively charged dangling bonds (T, ) outnumber neutral
charged dangling bonds (T3°) in undoped a-Si:H. Therefore it seems clear that
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charged dangling bonds are present in all undoped a-Si:H. Our model is that
inhomogeneity, such as that produced by microvoids, can result in charged
dangling bonds that outnumber the more easily observed neutral dangling bonds

despite a positive, effective correlation energy. We have modeled this mate-

rial inhomogeneity with potential fluctuations. The T.° are recombination
centers and the T,' and T3' defects are electron and hole traps, respectively.
Many a-Si:H phenomena are explained:and unified by these concepts. Details of
this work are in Section 3.6.4.1. '

3.3.1.3 Effect of Charged Dangling Bonds on So.ar Cells

Most of the theoretical work on light-induced effects has concentrated on
their role in the transport properties of films. To understand their role in
devices, we have made a detailed calculation of the band bending in a p-i-n
solar cell resulting from charged defects. Recent experimental work ¢em-
onstrates that thermodynamic equilibrium statistics are an important factor in
determining point-defect concentrations a-Si:H. It is well known that che
concentration of charged defects in a semiconductor depends upon the Ej in
equilibrium. The position-dependent Ep in the i-layer of an a-Si:H solar cell

therefore results in spatially varying concentrations of dangling bonds. We

apply thermodynamic equilibrium statistics to the i-layer of a-SitH p=-i-n
solar cells to compare the space charge contributed by the various charged
defects and to calculate the band-bending in the i-layer. We find the elec-
tric field near the n-i interface is increased considerably by the negative
dangling bonds formed because of the high Eg. Point-defect profiles
throughout the i-layer are discussed. Finally, we consider the importance of
these results for solar cell characteristics and stability. Details of this
work are in Sr:tion 3,6.4.2.

3.3.1.4 Entropy in Metastable-Charged Defect Transitions

Since there is such a close connection between metastable effects in a-Si:H
and those in crystalline solids, we have been following the crystalline liter-
ature in detail. We have found many parallels between the defects in the two
systems. One particular example is found in a recent experiment on crystal-
line silicon, in which a deep level transient spectroscopy (DLTS) signal sud-
denly disappears during cooling. To explain this puzzling result, we propose
a new theory of entropy-driven, charge-state-controlled metastability in semi-
conductors. The entropy change due to metastable~defect ionization near 300 K
reduces the Gibbs free energy by up to 0.l eV. This affects equilibrium popu-
lations of the various defect charge states and configurations. Details of
this work are in Section 3.6.4.3.

3.3.2 Experimental Results

During FY 1988 we developed a new method to analyze secondary photocurrent
transients commonly observed in a-Si:H. This analysis gave a new powerful
spectroscopy technique, permitting one to map the distribution of trapped
holes in valence band tail trapped states. These safe hole traps are located
roughly 0.3 to 0.5 eV above the valence hand edge. A hole leaves this state by
thermal emission to a level about 0.2 eV above the valence band edge. From
there it tunnels to a dangling bond, where it recombines with an electron.
Thus this state above the valence band edge is instrumental in controlling
electron-hole recombination and in turn the photoconductivity. During
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FY 1989, we used this technique to explore light-induced effects. We have been
able to show that these safe hole traps convert to midgap recombination
centers under light soaking. Thus we conclude that they are the source of the

. Staebler-Wronski effect. In addition, we have attempted to determine which of
the microscopic defect models are consistent with these changes in the safe-
hole-trap distributions by studying .their changes during light soaking and
annealing cycles, During annealing experiments above room temperature,
recovery of safe hole traps converted below room temperature is much faster
than the recovery of safe hole traps converted at room temperature. We
conclude that the exact configuration for lattice-relaxed metastable defects
originating from safe hole traps depends on the temperature at which they are
formed, and we discuss how each of the three most specifically stated models
can explain such results. Details of this work are in Section 3.6.4.5.

3.4 a-Si:H Device Modeling

As a result of our extensive work with post-deposition hydrogenation on
various films, we have been investigating RF hydrogenation during deposi-
tion. The original idea was to change the properties of the material after
deposition., However, this was not entirely successful. Nevertheless, a
hydrogen-plasma reactive flush (H-plasma flush) between layers has a bene-
ficial effect. We showed this in an investigation of a H-plasma flush between
the p~ and i-layer depositions in fabricating solar cells of glass/TCO/
p(a-SiC:H)~i(a=SitH)-n(a~Si:H)/metal in a single-chamber, glow-discharge depo-
sition system. Spectral response, photoluminescence, and photovoltaic con-
version efficiency measurements show that the H-plasma flush is effective in
reducing the p-i interface recombination of charge carriers and in improving
solar cell performance. Details of this work are in Section 3.6.4.6.

3.4.1 Device Modeling

Much of the device modeling is carried out by computer simulation of a device.
Although this method is capable of high precision, the result depends on many
parameters that are not well known. Rather than using a mathematically rigor-
ous model, we concentrated on the important physics and developed simple
models that give closed form solutions of the transport equations. These then
can be used easily by the experimentalist to analyze his data. Procedures for
analyzing p-i-n solar cells are obtained that use two closed form expressions,
each containing a single, unknown i-layer transport parameter. We show that
this is sufficient to describe the light intensity and temperature dependence
of the current-voltage curve. In addition, the anomalous dependence of photo-
capacitance on light intensity and voltage is explained.

One of the predictions of this modeling is that the carrier with the larger
mobility-lifetime (ut) product determines the photovoltaic behavior. We were
able to verify this on a device by making direct measurements of the electron
and hole ut products on a 10-um-thick a-Si:H p-i-n solar cell. The wurt
products, detetmé?ed from charge collection u51n§ strongly absorbed light, are
Wty = 2.2 x 1077cem 2/V and ur. = 3.0 x 10 /V, for holes and electrons,
respectively. Measurements of the drift length, 1d = ET, * ETy, using uni-
formly absorbed Llight and analyzed using the uniform field model, give
1, = 2.9 x 1077cm?/V/s. These results are the first experimental evidence
that the carrier with the larger pt product determines the photovoltaic
behavior. Details of this work are in Section 3.6.4.6.
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3.5 Dangling Bond Defect Transitions

We have resolved the longstanding controversy over the anomalously large sub-
gap optical absorption energies in n-type (l.1 eV) and p-type (1.3 eV) hydro-
genated a-SitH. Adler suggested that these large values are incompatible with
a positive effective correlation energy of the dangling bond defect and a
l.7-eV band gap. Kocka proposed that dopant-defect pairing deepens each
dangling bond transition energy by about 0.5 eV in doped a-Si:H. We assume no
deepening due to pairing, a positive correlation energy of 0.2 eV consistent
with the observation of dark ESR in undoped a-Si:H, and dangling-bond relaxa-
tion energies of 0.2 to 0.3 eV, which are indicated by previous theoretical
and experimental work. The postulate of vertical optical transitions then
reduces the anomaly from about 0.9 to 0.4 eV. This residual anomaly may be
explained by electronic-level deepening in doped a-Si:H caused by disorder-
induced potential fluctuations of 0.2 eV half-width. Details of this work are
in Section 3.6.4.7. ’

3.5.1 Correction for Multiple Reflections in Optical Absorption

The IR absorption of a=SitH is used routinely to yield quantitative composi-
tional information such as the hydrogen content and film quality. ‘However, to
calculate the integrated absorbances of features in the spectra, multiple
internal reflections in the film must be accounted for. In practice, this has
been done either by mathematically estimating the degree of multiple reflec-
tions or by using substrates designed to eliminate the reflections, typically
wedged or roughened crystalline silicon (c¢-Si). To determine the best method,
we compare these techniques on the basis of accuracy and ease of substrate
preparation.

Device quality a-Si:H was glow-discharge deposited simultaneously on a variety
of c-Si substrates: double-polished, single-polished (rough side), single-
polished (polished side), roughened, and wedged. Correction for multiple
reflections in the spectrum of a-Si:H on a double-polished substrate gives the
same absorbance as that on a wedged substrate. This confirms the accuracy of
the correction for multiple reflections and shows it is unnecessary to pr?pare
wedged substrates. The transmission spectra of the Si-H peak at 630 cm * are
identical for all non-wedged substrates regardless of surface roughness.
Thus, there is no advantage to deliberately roughened substrates and no need
for double-polished substrates. Details of this work are in Section 3.6.4.8.

3.5.2 Limitations of the Integrated Sub-Band-Gap Absorption for Determining
the Density of Defects in a-Si:H

Photothermal deflection spectroscopy (PDS) and CPM are routine, easy-to-use
techniques for measurement of small optical absorption coefficients in thin
films. They are used to determine the Urbach absorption edge and the density
of midgap states. An investigation of the commonly used procedure for calcu-
lating the density of states in the gap from optical absorption data shows
that it is used improperly. We find that, in general, the proportionality
coefficient between the density of states and the integrated sub-band-gap
absorption is not unique. The sum rule has been misused since integration of
the excess subgap absorption is terminated either at a fixed energy or at an
energy which does not include all optical transitions to the conduction band.
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We estimate the errors arising from this procedure can be as large as a factor
of 10. Details of this work are in Section 3.6.4.9.
‘ |

3.5.3 Doping and Hydrogenation by Ion Implantation of a-Si:H

The feasibility of using ion implantation for doping a-5itH films has been
demonstrated. However, further improvements of the properties of ion-
‘implantation-doped a-Si:H and a better understanding of the doping process are
needed. To discriminate between the effects of doping and the effects of
bombardment damage introduced by the implantation process, we have compared
the properties of our boron-doped samples with silicon-implanted samples., It
is known tgft samples doped by ion implantation at concentrations less than
1020 at./cm” exhibit doping efficiencies lower than those of samples doped in
the gas phase during film growth. We show experimental results that indicate
two possible mechanisms that could lead to poor electrical activity: the
implantation-induced disorder may introduce compensating centers for the
p-type dopants or a high electrically inactive fraction of the dopants due to
either interstitial positioning or three-fold coordination. Details of this
work are in Section 3.6.4.10.

3.6 Experimental and Theoretical Details

3.6.1 Defect Relaxation in a-Si:H Stretched Exponentlals, MNR, and Staebler-
Wronski Effect

Annealing of metastable defects (MSD) usually follows a stretched exponential
‘time dependence and obeys an MNR relating the annealing activation energy E
to the attempt frequency v. These relations hold for the Staebler-Wronski
effect, quenched-in, bias-stress induced, and defects in solar cells. Such
behavior is' a good test of the validity of models of MSDs. Jackson [1],
assuming a hydrogen-diffusion-controlled defect relaxation (HCR), derived
expressions for production and annealing kinetics., He obtained both stretched
exponential relaxation and the MNR, explaining a large number of experi-
ments. He argued that this proved that hydrogen was involved in MSDs. In
addition, he showed the connection between the MNR and multiple-trapping
transport. Using a model of DCR (2], we derived similar annealing kinetics
without the assumption that hydrogen diffusion was involved in the defect
reactions. The weak-bond breaking (3] without hydrogen involvement and the
charged dangling bond [4] models are microscopic mechanisms that fit the
formalism, Since both HCR and DCR models explain the central features of
annealing, they are not unique and can be distinguished.

Figure 3-1 [2] shows E_ as a function of the logarithm of v for annealing of
most of the metastable effects that have been observed. The data are deter-
mined from the annealing time constant Tq = v exp(E [k T It is remarkable
that all the experimental annealing energies (0.3 ev‘ﬁ 8 eV), from a wide

- variety of measurements on doped and undoped a-SiiH, scatter about a straight
line. This type of plot shows that the data obey the MNR, implying a common
feature to all the data. '
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Since both the HCR and DCR models explain the data in Figure 3-1, one needs
further experimental tests to distinguish between the models. A central
feature in both models is the exponential distribution of activation barriers
encountered during defect production or annealing. It is these exponential
distributions that produce the stretched exponential annealing and the MNR.
However, the form of the distributions are different. The defect distribution
in the HCR model is Ny = N; exp[- E/E ], and in the DCR model it is N, =
N exp[+E/E ]. In both cases, disorder produces the exponential distribution
0 actlvatxon barriers.

These different distributions have important consequences. In the HCR model,
the many low barriers, with faster transition rate, anneal first. Because of
their larger numbers they dominate the observed decay. The few high barriers,
with the slower transition rate, anneal later and are difficult to observe. In
the DCR model, the few low barriers anneal first. The many high barriers, with
the slower transition rate, anneal later. Because of their larger numbers,
they dominate the observed decay.

Both models produce a stretched exponentla for the number N(t) of relaxing
defects. It is N(t) = N(0) exp(- [t/r 1%/, where a = k T/EC and E_ is a
characteristic energy determined from the slope of the line in Figure 3-1.
The different barrier height distributions produce slightly different
annealing E, expressions. In the DCR model [2], it is

E, = E Ln(v)+E ax+E_Ln([1-a]/w), O (3-1)
where w is a lattice vibration frequency and E naxX is maximum barrier height
surmounted for a degradatlon time crude estimate 1is E.ax =

kgT ln(vt ). Thus, E, will increase WLC% tge The corresponding MNR for the
HER model is [1] ‘

E, = E.ln(v)+E_in(a/AD o), (3-2)
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Figure 3-1. MNR behavior for a-Si:H
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where A is a constant and D__ is a microscopic hydrogen diffusion coefficient.
This expression is of the same form as Eq. 3-1 and will equally well explain
the data in Figure 3-1. However, it does not contain a term equivalent to
Eqax so that E, does not depend on degradation time. Equations 3-1 and 3-2 are
both expressions of the MNR relating E, to v.

These two models can be distinguished experimentally by varying the amount of
degradation to change the relative populations of the low and high barriers.
The most direct way to view this is to form the function S(t) = tdN(t)/ét,
which is the distribution of annealing defects with a maximum at t = T,- The
plot of S(t) in Figure 3-2 shows that the DCR distribution moves to longer
time and hence higher energy [5] for longer tye The HCR distribution only
increases in size because its T, does not change with tye

The experimental situation favors the DCR model. Guha et al. [6] show that
degradation at higher temperature produces harder-to—-anneal defects. This
implies that degradation is thermally activated. Since then, various workers
have shown that longer degradation times at a fixed temperature produce recom-
bination center (7], spin [8], solar cell [9], and conductivity [10] changes
that are harder to anneal. The data of Deng and Fritzsche {10] for the change
in the dark conductivity after light soaking in Figure 3-3 show that the
annealing time increase with longer degradation time. The number of defects
also increases as shown by the larger conductivity changes. The distribution
of annealing times for conductivity relaxation can be found from S(t), shown
in Figure 3-4.

Figure 3-4 shows that increasing degradation time changes S(t) at longer
rather than shorter annealing times. If we assume that S(t) is proportional
to the energy distribution of annealing defects, then these data show that the
number of defects with higher energy increases with longer degradation time,
but the number of low-energy defects is saturated at short degradation time.
Examples of this behavior can be found in Ref. 9, where the actual number of
defects was determined from transient capacitance.

60 — S "
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] DCR & HCR 1s]
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Log(t)

Figure 3-2. Comparisons of the distribution of annealing times for the HCR
and DCR models for t =1 s and 100 s. The N(0) was calculated
using the stretched exponential form for degradation.
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Figure 3-3. Data for a lightly phosphorous-doped sample following 10 s and
10 min degradations. Data from Fig. 3-5, Ref. 10. The T, are
determined from the maximum of the plots in Fig. 3-4,.
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Figure 3-4. Data in Fig. 3-3 processed to form S(t) = t§ (conductivity)/st

Two different models to explain the annealing kinetics of MSDs were shown to
give substantially the same results. The reason they give the same form of
annealing is that both distributions arise from the fundamental disorder of
a-SitH. The models can be distinguished by varying the degradation time.

3.6.2. Characterization of Microvoids in Device Quality, Hydrogenated a-Si by
Small Angle X-ray Scattering and IR Measurements

The size, shape, and number density of microvoids in device quality glow-
discharge~deposited hydrogenated a-Si has been obtained by SAXS. By combining
the SAXS results with IR measurements, we deduce that the interior surfaces of
these microvoids are largely unhydrogenated, containing at most 4-9 bonded
hydrogen atoms. We suggest that these hydrogen atoms are the clustered
hydrogen atoms previously detected by multiple-quantum nuclear magnetic
resonance (NMR).
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Microstructure in hydrogenated a-Si:H has been extensively studied in the past
few vyears. Probes of microstructure include multiple-quantum NMR [l1],
calorimetry experiments involving H, [12], IR spectroscopy [l3-15], positron
annihilation spectroscopy [16], hydrogen evolution experiments [17], scanning
electron microscopy (SEM) [18], and small angle scattering [19-21]. All of
these techniques suggest or demonstrate the existence of microvoids in non-
device-quality a-Si:H. However, it is unclear whether device quality a-Si:H
has microvoids or can be considered a homogeneous material., Evidence to date
on device quality material is at best indirect and conflicting. Calorimetry
experiments indirectly suggest 10- to 40-A-diameter microvoids, SEM suggests
columnar microstructure, and multiple-quantum NMR indicates <clustered
hydrogen. Nevertheless, device quality a-Si:H shows no low-temperature hydro-
gen evolution peak indicative of a heterogeneous microstructure [17}, and pre-
vious SAXS measurements [20-21] showed no detectable scattering, suggesting a
homogeneous medium. Earlier, we used SAXS [22-23] to measure microvoids in
a-8iC:H and in a-SitH.

In the present study, we extended and quantified preliminary results reported
earlier [22-23] on device quality, glow discharge a-Si:H. We find a small but
distinct SAXS signal indicative of microvoids in every device quality, glow
discharge sample. We analyzed these data to obtain the microvoid size, shape,
and number density. By combining the SAXS results with IR measurements, we
deduced that the interior surfaces of the microvoids are largely unhydro-
genated, containing at most 4 to 9 bonded hydrogen atoms. We suggest that
these hydrogen atoms are one source of clustered hydrogen atoms previously
detected by multiple-quantum NMR. Finally, a comparison of microvoid number
densities with gap state densities indicated that the unhydrogenated bonds
must reconstruct to reduce the number of dangling bonds to the levels observed
in device quality a-SitH.

The SERI a-Sit:H samples used in this study were deposited on the anode of an
RF (13.56-MHz) glow discharge reactor using device qualit% conditions [24]
(i.e., substrate temperature of 250°C, flow rate of 70 cm’/min at standard
temperatyre and pressure (SCCM) SiHa, chamber pressure of 700 mT, and RF power
30 mW/cm“) in a cross~flow geometry. For each sample, two sequential
depositions were made. The first was made onto 10-um-thick, iron-free alumi-
num foil and a single-polished c¢-Si substrate. After deposition, the foil was
cut into eight strips and stacked for the SAXS measurements. No attempt was
made to account for the shape of the radial distribution function in this
scattering regime, since its shape for a material without microvoids 1is
unknown. IR measurements on the sample deposited on c-Si determined both the
total bonded-hydrogen content from the Si~-H bending mode (H.30) and the inte-
grated inteniities of the Si-H stretch modes centered at 2070 cm * [I(2070)]
and 2000 cm * [I(2000)]. 1I(2070) has been linked to microvoids [13,15,22,23,
25,26,27,28)., The second deposition on 7059 glass was used for PDS measure-
ments of the midgap state density [29]. Film thicknesses were typically
2-4 ym. We also obtained a device quality a-SitH sample from Dr. S. Guha of
Energy Conversion Devices, Inc. (ECD) for SAXS analysis. To demonstrate the
quality of the a-Si:H material used in this study, the efficiencies of single-
junction solar cells, fabricated using identically prepared material as the
intrinsic layer, are greater than 10% for both the SERI [24] and ECD ([30]
samples under AM 1 illumination.

In Figure 3

-
oo 1
sample, wher

5, we show Guinier plots [31] for three SERI samples and the ECD
e I(h) ie the SAXS signal from the a-SitH film, h = (2n/2)(20) is
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the scattering parameter, A = 1.54 A, and 20 is the scattering angle. (The
data reduction procedure used to obtain I(h) 13 discussed elsewhere [23].)
Since in a Guinier approximation I(h) = I _exp(-R “h 2/3), the slope of a linear
fit in such a plot yields the radius of gyratlgh R_, which characterizes the
size of the electron density fluctuations. Prev1%us SAXS publications [32-
33] have argued that the observed signals were due to microvoids and not low-
density, hydrogen-rich tissue-like material; we agree with this interpretation
and have also addressed this issue in a SAXS study of a-SiC:H [22,23]. To°
explore the shape of the microvoids, SAXS scans were made on two of the sam-
ples tilted at an angle of 45° with respect to the beam axis and compared to
the non-tilted data. The SAXS curves were identical, suggesting that the
microvoids are either spherical or randomly orie Pted (31]. If a spherical
shape is assumed, the microvoid radii are (5/3)'/2 R_ ~4.4 A for the SERI
samples and ~5.0 & for the ECD sample. For a random%y oriented ellipsoid,
with the ratio of major to minor axes equal to 2, values of a (6.2 &, 5.1 &)
and b (3.1 &, 2.6 &) are obtained for "c1gar-11ke" and "pancake-like" micro-
voids, respectlvely, with Ry = 3.4 & [34].

To obtain the microvoid number density, we used the formula [hI(h)dh = K(ap)?,
ve(l=vg) [23], where the left-hand side is the integrated SAXS signal
apprOprlate for a line source, Ap is the difference in electron densities for
our two phase material, and v; is the microvoid volume fraction. To obtain
the constant K, we determined the density deficiency of a sample deposited at
125°C (vg = 0.06) by the flotation method [35] and equated this density defi-
ciency to the integrated SAXS intensity of that sample [23,36]. Thus, the Vg
values of the present samples can be determined [37]. In addition, using
these values of Vg, we calculated the total number of missing atoms per
microvoid and the resultant microvoid number densities [23]. These results
are presented in Table 3-1, where both spherical and ellipsoidal (a = 2b, num-
bers in parentheses) m1crov01% sh3pes are assumed [38]. The microvoid densi-
ties lie in the low to mid 10! /cm® range.

It is not clear why SAXS signals were not obtained previously [20-21] from
device quality a-Si:H. We suggest that the small scattering signal from the
iron-free aluminum foil, the low background counting rate (0.19-0.20 ct/s),
the high efficiency of the x-ray detector in the 8 keV (copper anode) region,
and the use of long counting times (~8 h/scan) enable the present small SAXS
signals to be detected.

Several comments can be made from correlations between the SAXS and IR
results. First, we have calculated the total hydrogen contents of the SERI
- films from IR spectroscopy to be 8-9 at.%, or 4,0-4.5 x 1041 H/cm3. The data
analysis followed that of Brodsky et al. [39], with the pr Portlonallty con-
stant [40] of the Si~H 630/cm bending mode, =1.6 x 10~ 9/cm . Previous
measurements of I(2070) indicated microvoids [q3,15,22,25,26 27,28), but did
not quantify how much hydrogen was bonded in this stretch mode. We now quan-
tify the number of hydrogen atoms bonded in the Si-H 2070/cm (H,,,,) shifted
stretch mode, and assume that they are bonded on the surfaces of tge presently
discussed microvoids because of the linear relationship between H 79 and vg
presented elsewhere [23, 41]. Figure 3-6 shows a deconvolution which 1s typi-
cal of all our samples, where the complete Si-H stratch mode is deconvoluted
into two Gaussians of variable peak position and intensity but of equal full
width at half maximum (FWHM); the best fit (x“ indicator) was obtained with
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Figure 3-5. Guinier plots for the device quality a-SitH films. The open
symbols (O,A,0) represent SAXS results for the three SERI
samples, while the symbol (+) represents SAXS data for the ECD
sample.
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Table 3-1. SAXS Results

TP-3675

Total
Number Number Microvoid
Missing Missing Number
Film Ry Vg Atoms/cm Atoms/Void Density (/cm3)
SERI #1 3.30  0.015 7.3 x 10%0 16 (12) 4.5 x 1019 (6.1x10!9)
SERI #2 3.41  0.012 6.0 x 10%0 18 (14) 3.3 x 10l9 (4.3x10l9)
SERI #3 3.53  0.014 7.0 x 10%0 20 (16) 3.5 x 10'9 (4.4x10'9)
ECD #1 3.89  0.010 5.0 x 10%0 26 (20) 1.9 x lol9 (2.5x10l9)
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Figure 3-6. Typical IR deconvolution of the Si~H stretch mode (solid line)

into components centered at 2000/cm (+) and ~2070/cm (Q) wave
numbers, respectively. Equal FWHMs were assumed for the two
peaks.
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the frequency of the small peak at ~2070-2080/cm. This peak position is
consistent with the fact that the complete IR scans of these samples showed a
very small absorption peak in the 845-890/cm range, suggesting that I(2070)
may be due at least in part to the SiH2 [or (S1H ) ] bending configuration
[42]. Since neither the FWHM nor the ptoportlonallty ccnstant A_ for I(2070)
has been firmly established [40,43], assumptions are made to obtain H

estimate Hyp70 bY three methods. In the first, we assume equal b&gﬁg an
identical proportionality constants A_ for the two peaks shown in Figure 3- 6.
For this method, Hyp;9 = (I(?O?O)/[I(fO?O) + I(2000)1)H The second method
is identical to the first, except that we allow the Fdﬁﬁ)of the 2070/cm mode
to be narrowed from ~85/cm to ~70/cm, consistent with the narrowing of this
mode observed [44] in lower substrate temperature deposited a-Si:tH. E‘mally2
for the third method we calculate Hygqq = I1(2070)A_, where A, = 1.4 x 10 20/cm
is the average proportlonality constant for the Si~H 2070/cm mode [40,43,45].
We thus obtain Hyp in the range 1.5-3.5 x 1020/cm3 for the three SERI
gsamples, or < 0.7 at % When we now divide these numbers by the respective
microvoid number den51t1es for each film, and average the results of the three
methods, the number of bonded hydrogen atoms per microvoid becomes 5 to 9 if
spherical microvoids are assumed and 4 to 7 if (unoriented) ellipsoidal
(a = 2b) microvoids are assumed. These numbers are in excellent agreement
with the number of clustered hydrogen atoms found using the multiple quantum
NMR technique [11], and they support the correlation found [14] between clus-
tered hydrogen and I(2070). Therefore, we suggest that one source of 5-8
clustered hydrogen atoms detected by multiple-quantum NMR is found on those
bonded on the surfaces of microvoids of Rg~3.4 &, as detected here by SAXS.

Secondly, we constructed a ball-and-stick model of a microvoid of ~20 missing
atoms and estimated that the number of surface atoms having bonds which pro-
trude into the microvoid is ~1.25 times the number of atoms missing in a
microvoid. Therefore, within the framework of this model, the number of sur-
face sites on a microvoid available for hydrogen bonding (15-25) in a-SitH is

~significantly larger than the number of bonded hydrogen atoms estimated to sit

on a typical microvoid surface (5-9). This shows that these microvoid surfaces
are not heavily hydrogenated. Note that since at least some of H,p, is due
to dihydride bonding, the fraction of the surface bonds that are hydrogenated
is even smaller than would be indicated by a simple ratio of the above
numbers.

Third, PDS §asurements of the number of midgap states in these samples gave
<5 x 10 5/cm”’ midgap states. Bared on published czrrelations between PDS and
ESR data, we deduced that our samples contain ~10 dangling bonds per micro-
void. It was thus unclear whether the dangling bonds observed in device
quality a-Si:H were even associated with these microvoids. In any case, these
results clearly showed that bonds on the microvoid surfaces that were unhydro-
genated must reconsctruct to reduce the number of dangling bonds to the levels
observed here. Dangling bonds have peen postulated to reconstruct during. Hz
evolution experiments [26].

Finally, we found that the hydrogen bonded in the 2000/cm mode cannot all be
bonded on the mxcrovoxd surfaces. From the previous discussion, H =

- ~3.8 x lO lem -, This means that, on the average, 60 %%8 of
cgese hyﬁrogen atoms must be bonded on each microvoid surface. This is unrea-
sonable not only because of the lack of surface sites needed to accommodate
these hydrogen atoms, but also because the multiple-quantum NMR technique
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observed clusters of at most 5-8 hydrogen atoms in device quality a-SitH. In
addition, calculations [(46] predict that these microvoids are too large to
produce enough screening to shift the Si~H frequency from ~2080/cm, observed
for both SiH and SiH, bonds on crystalline silicon surfaces [13], down to
2000/cm observed in device quality a-Si:H. On the other hand, part of Hyyng
may contribute to the proton NMR clustered phase (5-8 atoms) [47] but be
bonded in microvoids smaller than the ones reported here. Such small
microvoids (i.e., multivacancies) would be small enough such that the electro-
static screening would be effective and at the same time, from scattering-
angle limitations of the SAXS apparatus, produce a negligibly small SAXS
signal. We estimate that the integrated SAXS signal due to multivacancies
would be at most 10Z of the total SAXS signals we observed.

3.6.3 Light-Induced Metastable Defects in Rehydrogenated and Post~
Hydrogenated a-Si:H

Hydrogenated a-Si:H exhibits an increase in defects after prolonged illumina-
tion and a reduction of these defects after thermal annealing. This metasta-
ble, light-induced effect was first discovered by Staebler and Wronski [48],
who observed that the photo- and dark conductivities of an undoped a-Si:H film
both decreased after optical exposure. The detailed mechanism of the effect
is not completely understood at present. It is generally believed that this
effect can be observed in all a-SitH films regardless of the deposition
method. However, recently there have been many reports. that showed that
rehydrogenation or post-hydrogenation of a-SitH using an atomic hydrogen
source reduced the Staebler-Wronski effect in a-SitH [49-53]. The objective of
this study was a systematic investigation of the photostability properties of
a variety of rehydrogenated and post-hydrogenated a-Si:H films.

All films used were undoped, a-SitH, or a-SitH:F films, less than 800 nm
thick, deposited on Corning 7059 glass substrates. All the depositions were
done in a load-locked, single-chamber, RF glow discharge deposition system
with a _base vacuum level of less than 1 x 10°° torr and a leak rate of
2 x 1077 SCCM. The impurity levels in these samples were much lower than those
that might influence the photostability behavior of a=-Si:H [54]. State-of-the-
art a-SitH films and photovoltaic solar cells, with efficiencies around 10%,
have been deposited in this system. Rehydrogenated a-Si:H films were obtained
by first reducing the hydrogen content of glow-discharge-deposited a-Si:H by
heating them to abuve 540°C and then rehydrogenating them with a Kaufman ion-
beam source [49,55]. (Typical ion-beam-hydrogenation conditions are described
in Ref. 55.) An important advantage of using rehydrogenated a-Si:H is that the
effects of ion-beam hydrogenation can be studied without the complications of
high~impurity levels and poor microstructures typically associated with
physical-vapor-deposited (PVD) or high-temperature chemical-vapor-deposited
(CVD) a-Si:H.

In addition to ion-beam hydrogenation, we have also studied RF hydrogenation
of a-Si:H films by using a pure-hydrogen-gas glow discharge in the RF glow
discharge deposition system. We found that the RF hydrogenation has a much
higher etch rate, up to 5 nm/min, and a slower hydrogenation rate than the
Kaufman ion~beam hydrogenation method. We were unable to RF-~hydrogenate a
fully dehydrogenated a-Si film to an a-Sit!H film with more than 5 at.% hydro-
gen. The RF-hydrogenated films used in this study were obtained by post-
hydrogenating as-deposited a-Si:H (about 9 at.Z hydrogen and an optical band
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gap of 1.75 eV) to about 10 at.% hydrogen and an optical band gap of 1.80 eV.
To get wmore uniformly distributed post—-hydrogenated hydrogen content, we
deposited a-Si:H films using 'a periodic-etching~deposition (PED)-CVD
method [56]. The RF-generated hydrogen plasma both etches and hydrogenates
the deposited a=-Si:H. In this method, the RF glow discharge deposition of the
a=SitH film is interrupted about every 30 nm for RF hydrogenation. The resul-
ting films have about the same hydrogen content, optical band gap, and dark-
and photoconductivities as films obtained by continuous deposition. Since
there have been reports of improved photostability due to fluorine incorpo-
ration in a-Si:H ([57-58], we have also studied the photostability properties
of the a-Si:H:F films deposited by this PED-CVD method using a XeF, etch gas
as described in Ref. 56. Both a-Si:H:F films deposited by the PED-CVD method
of cycling the SiH, flow and by the constant deposition method of  having a
constant SiH, and XeF, flows were used in our photostability study. All
samples used in our photostability study were either as—deposited or thermally
annealed for at least one hour at 150°C. Rehydrogenated or post-hydrogenated
films were also thermally annealed after RF or ion-beam hydrogenation.

To study the illumination-induced degradations in photoconductivities, we
first measured the AMl photo- and dark conductivities of the samples in the

* as-deposited or annealed state. The samples were then illuminated under AMl
light for about 20 hours. The absolute changes in photoconductivity plotted
against the initial photoconductivity values for the samples we studied are
shown in Figure 3-7. All samples degraded after illuminationj the amount of
degradation depended on the initial photoconductivity value. The relative
changes in photoconductivity plotted against the initial photoconductivity
values are shown in Figure 3-8. It is obvious that the relative degradation
in photoconductivity dec;ease% rapidly once the initial photoconductivity
value is below about 3 x 107”2 s/cm, regardless of the sample preparation
method, It is also interesting to note that, if the initial photoconductivity
is below 1 x 107° s/cm, the relative degradation in photoconductivity is so
small that it gives the impression that the sample has little or no Staebler-
Wronski effect. Since the samples we studied .all had similar impurity levels
and similar optical band gaps (between 1.70 and 1.85 eV), the differences in
photoconductivity values before degradation were mainly due to the differences
in the defect densities in the as-deposited or annealed materials. Materials
with higher initial defect densities have less absolute and relative degrada-
tion in the photoconductivity values after illumination. This decrease in the
relative degradation of the photoconductivity is obviously not a reduction of
the Staebler-Wronski effect, nor is it due to any improvements of the intrin-
sic properties of the material. Actually, it is an indication of poor mate-
rial quality. To prove this point more conclusively, we must measure more
directly the defect—-state densities of the materials and compare them with the
relative degradations. We have measured the defect-state densities of some of
our samples using a ‘sub-band-gap absorption measurement technique called
PDS [59]. However, the PDS measurements are surface sensitive, and the sur-
face properties of the samples used in this study varied greatly due to the
different preparation methods. We were unable to get meaningful results out
of the PDS measurements. Another sub-band-gap absorption measurement method
CPM [60] can measure defect-state densities with less sensitivity to the
surface than that of PDS. We have started these measurements recently.
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Figure 3-7. The absolute changes in photoconductivity after light-induced
degradation plotted against the initial photo~conductivity
values. Samples studied include glow—dxscharge-deposited a-SitH
(GD), glow-discharge-deposited a-Si:H:F (CD(XeF, )) using a
.constant flow of a SiH, and XeF, gas mixture, 1on-beam-
dehydrogenated a-SitH ?GD/lmplant), RF-hydrogen—-plasma-
posthydrogenated a-Si:H (GD/RF-H), PED-CVD-deposited a-SitH
(PED(RF-H)) using RF hydrogen plasma for the etching cycles,
and PED-CVD-deposited a=-Si:H:F (PED(Xer)) using XeF, gas for
the etching cycles.

We have studied the light=-induced degradation of photoconductivity in a vari-
ety of undoped a-SitH and a-Si:H:F samples depcsited in the same chamber. We
have found that their light-induced degradation properties follow the same
dependence on the initial photoconductivity values regardless of the deposi-
tion method. We have also found, indirectly through photoconductivity, that
the absolute and relative degradations in photoconductivity values seem to
decrease with increasing initial defect-state densities. We believe many of
the reported observations of reductions of the Staebler-Wronski effect are
actually due to poor material qualities.

3.6.4 Material Properties of Intrinsic a-Si:H Films Deposited by the Hot
Wire Technique

In this section, we will present preliminary results on the properties of

hydrogenated a-Si:H films deposited by the hot wire technique. In this depo-
sition process, silane gas 1is thermally decomposed on a high-temperature
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Figure 3-8. The relative changes in photoconductivity after degradation
‘ plotted against the initial photoconductivity values for the
same samples shown in Fig. 3-7.

filament, which is followed by subsequent evaporation of atomic silicon and
hydrogen, enabling a-SitH film growth on a heated substrate. This technique
was first reported by Matsumura et al. [61-66], and was subsequently studied
extengively by Doyle et al. [67]. We are currently exploring this technique
for two reasons, First, previous results suggest that growth rates higher
than those obtained using the glow discharge technique can be obtained without
a significant reduction in film properties. We would like to quantify and
extend those results. Secondly, we believe that this technique may have par-
ticular advantages in the production of a-Sit:H<~based alloys. Excellent film
properties have already been reported for a-SiGe:H [64], and we plan to make a
similar study for the a-SiC:H alloy system.

The hot wire source consists of a single .020-inch-diameter tungsten wire
attached to a high-current, high-vacuum feedthrough. This is mounted on an
ultra-high vacuum, stainless~steel conflat deposition szgtem that is pumped by
a Balzers Turbo pump and has a base pressure of ~5 x 10 torr. The substrate
is externally heated by a disc-type resistance heater. To provide the a-Si:H
depogition conditions, we combined certain aspects of the work of Matsumura
et al. [61-66] and of Doyle et al. [67] (i.e., T, = 100°-500°C, filament cur-
rent ~ 12 amps, SiHA flow rate of 20 SCCM, and a chamber pressure (7 mT) low
enough to minimize gas collisions before the particles reached the substrate).
In this preliminary study, we fixed the filament current, SiH, flow rate, and
chamber pressure, and examined the a-SitH film quality as a function of sub-
strate temperature. The deposition procedure consisted of heating the fila-
ment to its desired temperature in vacuum, introducing the SiH4 to make the
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film, turning off the SiH,, and finally letting the filament cool down, again
in vacuum. SIMS measurements of the tungsten content on selected samples has
indicated the need of a shutter. To date, approximately 20 a-Si:H films have
been deposited and analyzed.

Figure 3-9 shows the amount of hydrogen in our films plotted versus the sub-
strate temperature. The hydrogen content was obtained from the integrated
intensity of the SiH 630/cm IR mode, using the analysis of Brodsky et al.
[68], with A,=1.6 x 10l9em?. To date, we have succeeded in varying the hydro-
gen content from ~15 at.% to < 1 at.X. Data for glow discharge a-SitH films
made at SERI using substrate temperatures 40°C <T_<250°C are shown for compar-
ison. The substrate temperatures quoted in the figure are the values measured
by an external thermocouple; we estimate that the filament may heat the sub-
strate by as much as 50°C.

In Figures 3-10 and 3-11, we present an analysis of the hydrogen bonding in
our films as a functlon of the total hydrogen content as determined pre-
viously. 1In partxcular, the SiH stretch mode has been deconvoluted into two
Gaussian modes located at ~2000/cm and. 2070/cm, respectively, assuming that
the two peaks have identical half-widths. Also shown are the data for the
previously mentioned series of glow discharge a-Si:H films. As can be seen,
the bonding in our hot wire films is similar to that in the glow discharge
samples, with the possible exception that the higher hydrogen content hot wire
samples may contain more 2000/cm bonded hydrogen. More hot wire samples
deposited at lower substrate temperatures are needed to confirm this trend.

In Figures 3-12 and 3-13, we present phoco-(cL) and dark (cD) conductivity
data on our samples, again as a function of the total hydrogen content., In
Figure 3-12 we present the actual data, and in Figure 3-13 we show the oL, /o

ratio. Several comments can be made concerning the data. First, the hot wire
films have better electronic properties than do the glow discharge films at
higher hydrogen contents (i.e., the values of o; remain high as the hydrogen
content is increased, while the o; values for glow discharge films containing
similar amounts of hydrogen are significantly reduced). Secondly, the values
of o; and op for the hot wire films may be significantly influenced by tung-
sten contamination. In particular, selected films with 0,0l0" 7 exhibit varying
degrees of tungsten contamination, while two films with 0D~10- 1 do not show
this contamination. Excluding the problem of tungsten contamination, a com-~
parison of film properties of device quality glow discharge a-Si:H films with
hot wire a-Si:H films of similar hydrogen content suggests that the two types
of films may be similar. In addition to the IR and conductivity behavior,
measurements of the optlcal %and gap (~1.72 eV), Urbach edge (50 mV), midgap
state density (2-4 x 1015¢em ) by photo-thermal deflection spectroscopy, and
the full width at half maximum of the Raman Si-Si transverse optical mode
(62/cm) on hot wire films containing 7-9 at.Z% hydrogen all suggest high-
quality material.

We conclude this study with some random comments. First, for the conditions
used in this study, one filament lasted 5-6 depositions and needed to be
changed only because the filament became brittle upon heating and broke when
we tried to clean excess a=SitH off the support rod. In addition, we find
that the first film made with a new filament shows more tungsten contamination
than the subsequent films, which is reflected in higher values for o, and
sometimes op. Secqndly,'our deposition rates ranged from 1.9 to 6.7 &/s, and
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we saw no correlation between deposition rate and film properties over this
range. Finally, we suggest that this technique may be ideally suited for
alloy depositions. In particular, a previously reported correlation [69-70]
between IR and SAXS data for glow-discharge-deposited a-SiC:H suggests that
the incorporation of methyl (CH;) groups into the growing film may influence
microvoid formation. Such methyl groups may be caused by the incomplete dis-
sociation of methane in the plasma as compared to the more complete dissocia-
tion of silane. If the hot wire technique can equally dissociate both the
carbon and silicon source gases, then an improvement in a-SiC:H material
quality may be possible.

3.6.4.1 Charged Dangling Bonds: Key to Electronic Transport, Recombination,
and Metastability in Hydrogenated a-Si:H

The g = 2.0055 ESR signal in undoped a-SitH 1is usually attributed to neutral
threefold-coordinated silicon dangling bond (T ©) defects. In a homogenous
film, the presence of T defects would imply that the T, effective corre-
lation energy (u ff) is positive and that there can be no charged dangling
bonds (T.% or T3 ) present. However, recent measurements [71-72] clearly
demonstrate that device quallty, as well as poorer quality a-Si:H, is inhomo-~
geneous. Consequently, there is not necesqar1ly a contradiction between a
positive U ft and the presence of 13 and T3 in undoped a-5iill. In this
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section, we will review some recent evidence for charged dangling bonds,
describe theory which predicts them, and explain their electronic properties.

The IR-LESR experiment [73] has_ been analyzed [74] to determine that T3+ and
T,  are more prevalent than T defects in undoped a-SitH. Excitation with
visible light results in electron-hole pair creation. The large LESR signals
of these charges after they thermalize to the band-tail states normally pre-
vents observation of the smaller LESR signal due to defect absorption. In
contrast, sub-band-gap IR illumination permits observation of the LESR that
results from defect absorptions.

Ristein et al. [73] performed IR-LESR on several a-Si:H samples. All their
data are examined in a separate publication [74]. We discuss here a single,
8-um~-thick undoped glow discharge a-Si:H sample because thlS thick sample 1s
likely dominated by its bulk.

Dark ESR measurement showed there are 1.5 x 1018/cm? T30 defects in the
film. These are characterized by a narrow (g~2.0055, half-width = A~5G) line.
Equal narrow and broad components are easily distinguished in the LESR seen
during illumination with 1.96-eV red light because carriers excited into the
bands quickly thermalize into the bandtails from which they recombine in
pairs. Electrons trapped in states isoenergetic with the conduction band tail
produce the narrow line (g~2.0048, A~4G). Holes in states isoenergetic with
the valence band tail produce the broad line (g~2.0l11, A~18G). In contrast,
the LESR signal for 1,17-eV IR illumination has a 3:1 ratio of narrow to broad
spins, The narrow line is an unres lvabge combination of g = 2.0048 and
g = 2.0055 lines [73]. There are 6 x 10 6/rm spins in the broad 11ne.

The density of states in a~SitH is as sketched in Figure 3-14. Figure 3-14(a)
(adapted from Ref. 73) shows only positively correlated T, defects. Figure
lb shows the charged dangling bonds formed in regions of large potential mag-
nitude [see Sec. 3 -14(3)]. The T, defects have (-/0) transition levels below
Ep, while the T3 defects have %O/+) transition levels above E,. One-step
bulk transition processes are marked by solid arrows in Figure 3-14. Possible
second steps that can occur before de-excitation are marked by dashed arrows.
The inset indicates the number of narrow (n) and broad (b) spins that result
from each transition. As pointed out in Ref. 73, processes indicated in
Figure 3-14(a) cannot account for a larger narrow line than the broad line.
To model LESR spectra having n, >n with bulk processes, Figure 3-14,

schematic %1agrams of the densxty of el ectronic transition levels in a- SI.H
for (a) T;~ defects and (b) T,  and T, defects in regions of large negative
and pOSIEIVQ V, respectively, %3 and 3' must be included.

Figure 3-14(b) shows process 5, in which an electron is excited out of a T,~
defect. This produces two narrow spins (2n). Process 6 is an excitation of a
hole out of a T3 defect (b+n). Charge neutrality suggests that the density
of T3 and Ty are equal. Equal de-excitation rates for processes 5 and 6
will result in production of 3 narrow spins for each broad spin in agreement
with the IR-LESR result [73]. From he size of the broad line, we conclude
that there are at least 6 x 10 6/cm of both T,* and T3 in this undoped
a-Si:H sample, compared to only 1.5 x 106 T, defects.
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Recent SAXS measurements [71] of device quality a=-Si:H show density fluctua-
tions attributed to 3 to 5 x. 10 9/cm3 of 7~A-diameter microvoids. Baum
et al. [72] found by multiple~quantum NMR that there are about 1029/em? of
four— to seven-hydrogen cjiusters. These measurements suggest inhomogeneity of
the a=SitH on a length scale of 20 to 30 &.

In a recent publication [75], we modeled the disorder as potential fluctua-
tions wiap magnitude greater than an invariant andopositive value of U,pe, and
found T, and T3- would likely outnumber the T,- defects. These potential
fluctuations may. be due to disorder-induced 'dipoles, charges on micro-
structural surfaces, or strain fluctuations. In short, a positive (negative)
potential results in a reduced formation energy for T, (T *) defects
locally, The thermodynamic equilibrium density of the charged defects
increases exponentially with the magnitude of this potential, but the density
of T defects.ii unaffected. from our analysis of various experiments [75],
we think that 10 to 1018 ca™3 of charged defects are formed, about .one per
100 fluctuations. '

Although U ff > 0, the position of the electronic transition levels of the T3+
and T Sefects (in different regions of the film) are as shown 1in
Figure 3-14(b). Quantum confinement effects in a 50-& superlattice [76] sug-
gest that the inelastic scattering length of a carrier is greater than 50 A,
Consequently, an extended state carrier does not scatter into the 20-30 A
potential valleys, and the mobility edges are not position dependent. The
defect states, however, are localized and therefore feel the effect of the
local potential. It requires additional energy to ionize a T3' (T.%) defect
formed in a region of high (low) potential to an extended state. The transi-
tion level of a charged defect at position x is deepened by eV(x) [compare
Figures 3-14(a) and 3-14(b)]. The level deepening observed ([77] for charged
Ty in doped a-Si:H is due, in part, to this effect [78].

Many phenomena, including IR and thermal quenching of photoconductivity, safe
hole trapping, double-injection mobility enhancement, and light-induced meta-
stability can be explalned by the presence of T and T, defects in a-8i:H.

Their interpretation in the context of our model is described elsewhere [75].

Here, we explain why T3 and T3 act as carrier traps but T3~ defects are
effective recombination centers..

The T, is a trivalent defect. Consequently, recombination can follow either
of _two pathways. Through the (-/0) trangition, T;* traps an electron to become
T, and this traps a hole to become T,° and complete a recomblnatlon. Using
tae (0/+) transition pathway, the defect alternates between T and T3O.
Trapping and emission of holes can also use either tramsition (-=/0)
(0/+). In hole trapping through (-/0), for example, the T, 0 emits a hole to
become T3 and captures a hole to become T Trapping and emission of elec-
trons can also proceed through either (0/+) or (-/0).

In general, transitions near midgap function as recombination centers; those
near the conduction band edge are electron traps and those near the valence
band edge are hole traps. The exact energies that divide trap levels from
recombination levels are the trap quasi-Fermi levels [79]. These depend on
illumination intensity, temperature, and the ratio of electron-to-hole-capture
rate constants for the defect species and transition involved. For a given

transition (q/q+l), b, is the rate constant for capture of an electron to
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T3q+l and b_ is the rate constant for capture of a hole to T Because
b, /b <<1 for'a (-/0) transition, a (~/0) anywhere in the lower ha?f of the gap
ls lgkely to act as a hole trap. Near and above midgap, a (-~/0) transition
functions as a recombination center. For a small range of energy near the
conduction band edge, (-/0) is an electron trap. Conversely, b_/b_>> 1 for
the (0/+) transition, and those in the upper half of the gap witf usually
function as electron traps while transitions near and helow midgap are recom-
bination centers.

Consider the transitions illustrated in Figure 3-14. The transitions of‘T3O
will be recombination centers under most conditions due to their posxtlons in
the gap. Those of T,% and T,  will more often function as carrier traps.
These differences between the cgarged and neutral T, defects' transition posi-
tions are even greater when equilibrium hybridization is considered [78].

Recent IR#LE%R data [73] are the most direct evidence to date that T3+ and T3_
outnumber T4~ defects in undoped a-Si:H. This consequence 8f material inhomo-
geneity can be modeled with potentxal fluctuations. The T,“ are recombination
centers, and .the T * and T3 defects are electron and %ole traps, respec-
tively. Many a—Si:i phenomena are explained and unified by these concepts.

3.6.4.2 Defect Equilibrium Thermodynamics in Hydrogenated a-Si:H: Conse-
quences for Solar Cells

Recent experimental work [80] demonstrates that thermodynamic equilibrium
statistics are an important factor in determining point-defect concentrations
in hydrogenated a-Si:H.. It is well known that the concentration of charged
defects in a semiconductor depends upon the Ep in equilibrium ([81]. As
pointed out by Smith [82], the position-dependent Ep in the i-layer of an
a-$itH solar cell therefore results in spatially varying concentrations of
dangling bonds. In this section, we will discuss the application of thermody-
namic equilibrium statistics to the i-layer of a-SitH p-i-n solar cells to
compare the space charge contributed by the various charged defects and to
calculate the band-bending in the i-~layer. We found the electric field near
the n-i interface increased considerably by the negative dangling bonds formed
because of the high Ep. Point-defect profiles throughout the i-layer are dis-
cussed. Finally, we consider the importance of these results for solar cell
characteristics and stability,

In a p-i-n solar cell, E, relative to E_ and E, depends upon position x,
Usually, a model of the undoped a-Si:H density of states is assumed and the i-
layer space change is calculated from EF In calculating the band-bending
from the density of states and Poisson's equation, only the band tails are
usually c2831dered [85] because of the low density of neutral dangling bonds,
T4° (< 1077 cm=3), found in device quality a-SitH. In a defect-thermodynamic
model, space charge in the form of charged dangling bonds cannot be neglected.
Ep positions far from midgap can induce formation of large numbers of charged
danglln§ bonds. For example, n-type a-Si:H is known to contain up to about
/em® of equilibrium T4 defects. Similar densities can be expected to
form in the i~layer near the n-i interface, where the position of E, is
comparable to that in the n-layer. In addition to the occupled band-tail
levels, space charge in thermodynamically created T,' and T,  defects must be
considered when solving Poisson's equation for the form of tﬁe band bending.
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Near the n-i interface, Ep lies in the conduction band tail and high densities
. of these states are occupied to form T, * . From transport results [84], we
take a conduction-band-tail density of the form :

N(E) = N,exp[(E-E_)/KT_], | (3-3)
from E, - 0.13 eV to midgap, with Ny = 2 x 1022/cm’ eV and kT, = 27 eV. Inte-
grating from midgap to Ep yields éﬁe total density of T, ’ as a function of
Ep: - |

N(T4')‘= 5 x lozo/cm3exp[(EF-Ec)/27 meV]. (3-4)

These data are plotted as a solid line in Figure 3-15.
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Figure 3-15. Defect densities in a-Si:H as functions of E_E;p. Data points
are from Ref. 6. The dashed line approximates the T, density
from 0.6 to 0.2 eV below E_j this approximation is uBed in the
text to find the band bending near the n-i interface. The solid

line is the TZ'density computed from the results of Ref. 5.
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In this figure, we also plotted the defect densities obtained by Pierz et al.
[85] for lithium- and phosphorus-doped a-Si:H films. The defect density was
extracted from constant-~photocurrent optical-absorption measurements and the
value of E. - E, was found from the T-dependence of dark conductivity ([85].
These T,  defect densities approximate the exponential behavior for E, between
0.2 and” 0.5 eV below E, that is predicted by thermodynamic theory. The den-
sity of T,  was larger than that of T, in the region of interest between 0.2
~and 0.6 eV below E,. We concluded that most of the negative space charge near
the n-i interface 13 in dangling bonds, not band tails. We approximated the
data of Ref. 85 for the density of T3 defects by:

N(T37) = lOzo/cm3exp[(EF - E.)/57 meV]. (3-5)

This corresponds to the dashed line in F1gure 3-16 and fits the data well from
0.2 to 0.6 eV below E_.

We were unaware of comparable data relating T3+ density to Ep in p-type
a-SitH. So, instead we correlated separate reports of the defect-density and
Ep dependences on dopant gas concentrations. This uncertain procedure sug-
gested roughly 3 x 10“7/cm”’ of T3+ defects at Ep = E, + 0.4 eV and an order of
magnitude fewer at E_ + 0.6 eV. Such values are roughly comparable to T4+
densities. It was therefore difficult to determine the dominant species con-
tributing to the space charge near the p-i interface., It was clear, however,
that elevated densities of T3 are found there.

To compute the band bending due to the i-layer space charge, we solved
Poisson's equation together with the expression of Eq. (3-4) or of Eq. (3-5)
for the charged defect density. Closed-form solutions. to this problem for
equal exponential conduction and valence band tails has been obtained [4], and
we adapted the solution to the thermodynam1c description of charged-defect
density.

Figure 3-16(a) illustrates the calculated band bending near the n-i interface
of a 5000-&~thick solar cell. The dashed line is the usual E.(x) profile for
T,  conduction band tail space charge [from Eq. (3-4)], and the solid line is
the band bending for the actual T,  space-charge [from Eq. (3-5)]. 1In both
cases, EF“ = E, - 0.2 eV. For T;” ‘space chargf, a density of 2 x 1018/cm3 T
defects at the interface falls to about 2 x 10°6/cm” within the first 200 A.

The electric fields are shown in Figure 3-16(b). The surface field is nearly
an order of magnitude larger for T, than for T,  space charge. For T space
charge, the electric field falls within 500 A 'from the surface value of 5 «x
107 V-cm * to roughly twice its uniform value at the cell center. In the case
of T4' space charge, the electric field attains its unifor Exvalue within 300 A
of the interface. The uniform fields are about 2.1 x 107 V-cm for the T
space charge and l.4 x 10% V-cm™* for the T space charge. The electric
field in the uniform region of the i-layer is about 50% higher in the case of
T4 space charge due to the smaller potential drop across the n-i interface
layer.

We compute the band bending near the p-i interface using the a-Si:H valence
band tail. As discussed above, it is unclear from the literature whether T,"
or T,* dominates the space charge., In eliher case, with EFp =E, *+ 0.4 eV the
interface field of about 5 x 107 V-cm falls nearly to its uniform value
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Figure 3-16. (a) E_ and (b) electric field near the n-i interface of a
SOOO-X—thick p-i-n cell. Dashed curves are calculated
for the equilibrium T, space-charge density of Eq. 3. Solid
curves are for TA spacie charge only.
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within about 400 & of the interface. The T,' density drops from above
10*7/cm” at the interface to roughly 10°6/cm” in this distance.

These calculations have a number of important consequences for solar cells.
Large space-charge densities due to charged dangling bonds increase the elec-
tric field near the interface. Large interface fields prevent back diffusion
of photogenerated electrons into the p~layer and of photogenerated holes into
the n layer [86]. Once the potential changes by about 0.4 eV from its n-i
interface value, the electric field is roughly constant through most of the
i-layer thickness in the dark.

While there are large densities of T * or T,” defects near each interface,
these high densities are confined to thin layers with high electric fields.
Because of the high field, the defects' effect on recombination may not be
great. However, Adler (88] proposed that the Staebler-Wronski effect [89] is
caused by capture and stabilization of electrons on T * defects and of holes
on T,  defects. Such a neutralization of space charge will cause a reduction
of the near~interface field and a concomitant increase in back diffusion.
Because T, densities are greater than TA" densities, the effect of light
soaking will be much more pronounced at the n-i interface than at the p-i
interface, where the T3* and T,% densities are comparable. If all T, defects
near the interface converted to metastable T,° defects, the interface field
would collapse from the T to the T,  curve o% Figure 3-16(b).

Experimental data are consistent with these predictions. Light soaking of
n-i-p and p-i-n solar cells suggests the main effect is a decrease in electric
field near the n-i interface [11]. Blue-light soaking through the n-layer
harms cell performance much more than comparable soaking through the p-layer
[90,91]. For all light-soaking wavelengths and directions, the greatest
Staebler-Wronski decrease in current collection (30%-40%) is observed when
measurement is made with blue light illumination through the n-layer [91].
For n-side illumination, the dramatic drop in blue response is accompanied by
a small increase in red response [91], which can be attributed to the enhance-
ment of electric field in the uniform region.

We applied recent advances in the thermodynamics of point defects in a-SiiH
and computed the band bending, electric-field profile, and defect densities in
the solar cell i-layer. Future work will focus on more detailed calculation
of the effects on solar cell performance of charged dangling-bond defects and
experimental tests of the theory.

3.6.4.3 Ionization Entropy and Charge-State-Controlled Metastable Defects in
Semiconductors

Charge-state-controlled (CSC) metastable defects are observed in doped crys-
talline semiconductors, 1including silicon ([92], InP ([93], CdTe [94] and
Gal_xAles [95]. Metastable defect configurations can be obtained by cooling
devices under conditions of non-equilibrium carrier density or by rapid cool~-
ing without applied bias. CSC metastable defects may also be important in
doped [96] and undoped [97] hydrogenated a-Si:H.

The stable configuration of a defect at temperature T corresponds to the

minimum of its Gibbs free energy of formation G, given by G = H - TS. Here,
hydrogen is the formation enthalpy and S is the formation entropy. Recently,

57



S=%I ":*’ : | | TP=3675

Hamilton et al. [98] proposed that entropy differences between configurations
of metastable defects can cause spontaneous configuration changes at a crit-
ical temperature. These are driven by inversion of the ordering of the Gibbs
free energies of the different configurations. The authors reported obser-
vation of unusual phenomena in DLTS experiments on n-type silicon (e.g., sud-
den disappearance of a signal during cooling) which they attribute to such an
entropy-driven transition. They did not, however, identify the metastablllty
they observed as a consequence of a CSC defect.

In this work, we extended the theory of Ref. 98 to the entropy differences
among charge states of CSC metastable defects. Typica}ly, there are entropy
differences at 300 K of up to about 5 kp (0.4 meV-K*) per defect between
states dlffetlng by one electron charge. At room temperature, the entropy
differences in G can be 0.1 eV, comparable to or larger than the enthalpy
differences between defect configurations. Therefore, the ionization entropy
must be included in the analysis of experiments on CSC metastable defects. We
also proposed that the entropy-driven metastable defect observed by Hamilton
et al. [98] is an example of this phenomenon---a CSC defect for which the
dominant entropy term is the ionization entropy.

Figure 3-17 shows schematic configuration-coordinate diagrams for a CSC defect
which could be found in an n-type semiconductor. The solid curves are the en-
thalpy (i.e., G at T = 0). Stable and metastable states (local minima in G)
are found at the atomic configurations Q, and Q D is the un-ionized defect
containing the maximum number of maJorlty carrxers it can stabilize. D% is
the singly ionized state formed by releasing an electron into the semicon-
ductor conduction band. In Figure 3-17, the stable equilibrium configurations
at T = 0 depend on charge state. The ground state of the unionized defect is
D(Q;), and the ground state of the ionized defect is D (Q ). D(Qy) and D (Q )
are metastable states., For large enough entropy dlfferences among the conflg-
urations and/or charge states of the defect, finite temperature alters the
shapes and/or relative positiong of these curves.

We proposed that the largest entropy difference is between the ionized and un-
ionized states. This reduces G for DY at finite temperature, as shown by the
dashed curve in tiae schematic Figure 3-17. We consider the consequences after
describing the ionization entropy term. The ionization entropy is a con-
venient way to represent the T-dependence of the electronic ionization energy
which results from the electron-phonon interaction [99]. From the work of
several groups [99-104), we estimated the entropy xncre?se upon ionization of
a defect AS; to be 2.5 kp to 4 kB (0.22 to 0.35 meV-K *) in gilicon at about
250 K. This range reflects experimental uncertainty.

From DLTS data, Lang et al. [100] computed that the electron ionization
entropy at 250 K of the gold-acceptor defect in Si is 3.00 k, and 3.87 kg in
two different samples. For hole ionization from the gold-acceptor, Lang
et al. [100] find AS, = 1l.74 kg, and their analysis of the data of Engstrom
and Grimmeiss [101] yielded AWSI = 2.9 kg. .

Van Vechten and Thurmond [102] argued that the entropy change upoa ionization
of a tightly bound (deep) carrier from a defect approximately equals the
entropy of electron-hole-pair creation AS.,;. The ionization results in one
free carrier and a charge on the defect whose entropy is equivalent to that of
the second free carrier created during electron-hole-pair excitation. They
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Figure 3-17. Schematic configuration-coordinate diagrams at absolute zero
(solid curves) and at finite temperature (dashed curve) for
a CSC metastable defect. D is the un-ionized defect, and
D¥* + e is the singly ionized state with its free conduction
electron.

supported this asgumption by analysis of a variety of experiments on defect
formation and ionization in silicon and germanium [102].

Thurmond [103] showed from band-gap measurements that AS.,, was about 2.7 k, in
silicon at 250 K. These measurements also showed that AS increase rapidly
with T from 0 to about 500 K, and more slowly at higher temperatures [65].
Heine and Van Vechten [99] calculated both the magnitude and T-dependence of
ASoV from the lattice-mode softening caused by the electron-hole pair and
obtain approximate agreement with experiment results. More recently, Jellison
and Modine [104] found ASoy was about 4 kg at 250°C by polarization modulation
ellipsometry of the silicon direct gap.

Table 3-2 exhibits ASCv(T) (adapted from Ref. 103) and the Gibbs free energy
difference of a singly ionized defect state, G(0 K) - G(T) = TASy, between 0
and 350 K in silicon. We assume that AS; = AS,y. Note that G changes by
28 meV between 150 and 250 K. This can significantly alter equilibrium occu-
pation statistics during DLTS for the various charge states of metastable CSC
defects.
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Table 3-2. 'Ion1zacion Entropy and the Resulting Change in Gibbs Free
‘ Energy of Tonized Defects in Si (TAs;) (assumxng

48p = ASgy)
T (K) 0 100 150 200 250 300 350
p8p(kg)” 0 1.3 L9 2.3 2.7 0 3.0 3.2
TASp(meV) O 11 25 40 58 78 97

*Reference 103.

In this research, we focused on defects in silicon but note that AS is
thought to be larger in other semiconductors. In GaAs, Ge, and GaP, AS at
250 K are 5.25 kg, 4.47 kg, and 4.65 kp, respectively [102, 103]. From DL%% of
the EL2 center 1n GaAs, Pons [105] estimated an electron ionization entropy of
2.9 kg and a hole ionization entropy of 6.0 kg at 300- 400 K.

Studies of CSC metastable defects at finite T must include the entropy term in
G. The most dramatic effects will be observed at a critical temperature T
at which the energy ordering of the local minima in G is changed [98]. 1In tﬁe
hypothetical schematic of Figure 3- 17, the dashed curve represents a tempera-
ture sufficient to drive the ionized ground state below that of the un-ionized
state. On heating, D(Q;) reconfigures spontaneously to D (QZ) above T_.

Let's examine a specific CSC metastable defect model that explains in detail
the wunusual DLTS data of Ref. 98 for a metastable defect in electron-
irradiated, n-type silicon. Figure 3-18 is a schematic of our proposed
configuration-coordinate diagrams at three different temperatures. Inac-
cessibly high energy states of the defect are not shown. We choose energies
and temperatures to obtain approximate quantitative agreement with the data of
Ref. 98. The ionization entropies and resulting changes in G with temperature
are taken from Table 3-2. We recognize that our model is not necessarily
unique in explaining the data of Ref. 98, but it exemplifies the principles of
ionization-entropy-driven transitions and suggests further experiments.

Figure 3-18(a) shows G curves at T = 0, with D(Q ) as the defect's ground-

state. At T = T ~150 K, the curve G of D' is reduced by 25 meV relative to
D(RQ;) and G of B+ (the doubly ionized defect) is reduced by 50 meV. Conse-
quently, at T =T, D (Qz) and D(Q,) are iscenergetic [Flgure 3- 18)] At

T~250 K (above T_ ), TAS; is 58 meV for p* and 116 mev for D** 0*(Q,) now
lies below D(Q ) and ig therefore the system ground state (Fxgure 3-18(c).
The enthalpy dl%ferences (AH) that will be measured by DLTS at any temperature
[106] for the defect in configurations Q; and Q, are shown by dashed arrows in
Figure 3-18(a). Activation enthalpies AH(Qq) ™ and 8H(Q,) correspond to the
low-temperature and high-temperature peaks, respect1vely, reported in Ref. 98
(each about 0.2 eV).
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The following predictions of our mode! and thermodynamics are evident from
Figure 3-18 and correspond to the observations in Ref. 98:

e After annealing at T > T defects are in the ground state D (Q ) + e,
Above Tcg DLTS durlng cooi down measures AH(QZ) associated with the tran-
sition D'(Qy) -> D +(Qz) + e

e The DLTS signal associated with AH(Qz) vanishes abruptly during cooling
through T.. For T < T, D(Ql) becomes the ground state and the defects
D (Q ) convert spontaneousLy o D(Ql) Below T, only AH(Q,) associated
thh the transition D(Qy) -> D (Ql) + e is observed.

e For experimental conditions in which the DLTS transltlon AH(Qz) is observed
while cooling through T., each filling pulse enables conversions from D (Q
to D(Q,) and a concommitant loss of the DLTS sxgnal assocxated with AH(Q, %
This decreasing AH(Q,) signal competes with the increasing AH(Q,) 91gnal to
create a n015y DLTS spectrum. The 51gna1 associated with AH(Q 5 rises with
decreasing T for two reasons: an 1ncrea31ng number of defects convert to
Q;» and the peak of the DLTS signal is approached.

o This CSC defect exhibits identical DLTS spectra after cooling with and with-
out applied reverse bias because D(Ql) is the low-temperature ground state.
After reverse-bias cooling, DLTS filling pulses at T < T_ convert the defect
to D(Q;) and the transition AH(Q;) is observed in a brrs spectrum taken
during 'heating. 4

While the thermodynamics of this defect system are evident from Figure 3-18,
reconfiguration kinetics depend upon barrier heights and carrier concentra-
tions. We continue with a discussion of the causes of history-dependent
kinetics. We focus in particular upon the observation (98] of a kinetic bar-
rier to the Q ->Q reconfiguration during heating above T o which contrasts
sharply with the apparencly barrierless Q - Ql reconflguratlon observed
during cooling.

In both cases, the‘DLTS measurement procedure alternated filling and depletion
pulses which determine at any moment those pathways for reconfxguratlon avail~-
able to the defect. On cooling from the high-T ground state D (Q ), the
reconfiguration to the lecw=T ground state D(Ql) occurred dur1ng the fllllng
pulse. The excess electrons drove the transition from D% (Q ) to D(Q ).

During the depletion pulse, the defect did not capture an electron and convert

to Qlo

On hearing from the low~T ground state D(Q ), the defect was unlikely to
ionize and convert to Q2 during the filling pulse. Instead, we expected the
transition to occur during the depletion pulse. However, the ionization and
reconfiguration reaction, D+(Q ) => D++(Q2) + e , was evidently inhibited by a
kinetic barrier. Without a mlcroscopxc model of the defect, we were unable to
describe this barrier. We noted only that the barrierless Qy => Q cooling
transition and the kinetically inhibited Q, -> Qz heating tran91t10n occurred
through different ionization states of the defect. This feature of our model
can explain the observation of history-dependent defect configurations.

To construct accurate T-dependent configuration-coordinate diagrams for thisg
defect, we suggest further experiments. Slow heating and cooling rates and
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carefully controllea filling and depletion pulse lengths permit determination
of defect reconfiguration rates [l07]. Isothermal capacitance transients near
T, after a step change in temperature or illumination should be useful. Elec-
tron spin resonance above and below T, may determine whether the ground states
have different charges, thereby distinguishing between the present model and
that of Ref. 98, '

In summary, we have extended the concept of entropy-driven metastability [98]
to CSC metastable defects. The entropy term in G, TS, increased by nearly
0.1 eV upon ionization of these defects at typical experimental. temperatures.
The relative value of G for he ionized and un-ionized states is therefore
T-dependent. At a critical tewnerature, entropy can alter the ordering of the
.Gibbs free energies of local minima in G, and spontaneous charge-state and
configuration changes may result. We have proposed a specific CSC metastable
defect model that includes entropy~driven transitions to explain all the major
features of the unusual DLTS data of Ref. 98. The DLTS data of Londos [108],
which show features that appear at a temperature independent of the rate
window, also suggested these entropy~driven transitions of CSC defects. Even
when such spontaneous transitions are not observed, the ionization entropy
term must be 1included in the correct analysis of CSC metastable defect
systems.

3.6.4.4 Safe Hole Trap Conversion Properties and Microscopic Models

Previously, we concluded that safe hole traps (i.e., states located 0.4 to
0.5 eV above the valence band edge with long occupancy times for trapped
holes) are the source of metastable dangling bonds induced by light-soaking.
During annealing experiments, the recovery of safe hole traps converted at
163 K wa¢ much faster than the recovery of safe hole traps converted at room
temperature. We conclude that the exact configuration for lattice-relaxed
metastable defects originating from safe hole traps depends on the temperature
at which they were formed. In this section, we will discuss how each of the
three most specifically stated models can explain such results.

Until recently, light-induced degradation in hydrogenated a-SitH was measured
only in terms of defects produced--usually the three-fold coordinated dangling
bond (DB). Many microscopic models use as the source of their metastable DBs
states located in the valence band tail. These models include the weak bond
breaking model with lattice relaxation [109,110), the weak bond breaking/
hydrogen insertion [111-114], and the T3-/T3° conversion model [115,116].

We have developed and applied a new technique to determine safe hole trap dis-
tributions from secondary photocurrent transients that is especially sensitive
to hole traps with long trapping times [117]. We concluded that hole traps
0.4 to 0.5 eV above the valence band with long occupancy times converted with
light soaking t» metastable DBs, and we were able to measure their restoration
with annealing (118].

Safe hole traps have two important properties: they are spatially isolated
from other valence band-tail states and DBs so that tunneling enhanced recom-
bination of trapped holes is unlikely, and the capture-rate constant of elec-
trons to trapped holes in these states is orders of magnitude smaller than the
caprure rate counstant of electrons to D?s5. Safc hele traps manifest them-
selves in the following way [118]:
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captures N conversion
D ———— -
SHT + p# -—T——T‘“ [ SHT + h™ ] DB (3-6)
emission anneal
where
SHT = safe hole traps
h* = holes.

During exposure to light, safe hole traps capture ht ’ formzng the SHT+h* com-
plex. From there the trapped hole is usually emitted to shallower, more
delocalized states, through which it tunnels to a doubly occupied DB com-
pleting the normal recombination process., On rare occasions, however, the
safe hole trap remains occupied long enough so that the reaction in Eq. 3-6
proceeds further to the right, permitting conversion to a metastable DB, The
safe hole traps with the longest occupancy times convert first. The spectrum
of safe hole graps converted by 20 min of light-soaking at 630 nm with a flux
of 7.5 «x photons/cm2 s at 309 K (shown in Figure 3-19) and at 163 K
(shown in Flgure 3-20) is a solid curve.

The difference between B and B* is striking: Four times as many safe hole
traps convert as a result of the 163 K light-soaking, and they anneal much
faster at lower temperature. We must conclude that defects are stabilized
differently for states B and B, The two-level gsystem with a distribution of
activation energies E, used by Jackson and Stutzmann [119] to explain the
effect of temperatures above 25°C on the light-soaking and annealing behavior
of the excess spin density is unable to account for our results below 25°C.
Jackson and Stutzmaan [119] concluded, after annealing studies of sgamples
light-soaked at temperatures of 25° to. 125°C, that the same generation
kinetics are present independent of temperature. But due to back annealing
during soaking at higher temperatures, spins with the smaller values of E_ are
absent, We, on the other hand, find that a 163 K soaking forms few i any
defects with the longer annealing times found for the 309 K soaking.

We define the set of position coordinates (Q:}d for the ith atom in a group of
about one hundred atoms for a localized votume of , the disordered lattice in
the state j = A, B, or B*, In a-3i, many sets [Qi}J will have negrly the same
total, ground-state energy E({Q }J4). Figure 3-21"also shows [Ql}J for each of
these states after hole capture as the excited states A', B', or B*',

During light-soaking at 163 K, smaller potential barriers with heights desig-
nated by E* in Figure 3~21 may be passed over as the lattice proceeds to con-
figurations such as B*; configurations such as B', and therefore B, will not
be created because of the larger potential barrier height E separating it from
A's we inferred that configurations such as B are virtually non-existent
because of their strikingly different anneal kinetics. State B* is frozen in
as long as the defect is held at 163 K in the dark. Upon heating to 303 K for
only 3 min, 75% of the defects in configuration B* converted back to state A
as shown in Figure 3-20, Perhaps only one small barrier had to be surmounted
to return to A, A mild anneal eliminates the remaining defects.

On the other hand, upon light-soaking at 309 K, configurations such as B that

are isolated by higher potential barriers such as E were now thermally acces-
sible. To arrive at configuration B, the lattice may or may not have to pass
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Figure 3-19. Converted safe hole traps versus E - E_ after light-soaking

at 309 K ( ) and with partial recovery after annealing
at 373 K (— — —) and 404 K (~=—-—- ). (From Ref. 10.)

through intermediate configurations such as B*, Many B*s would be passed over
to produce Bs. After light-soaking, many B*s would quickly anneal back to
A} by the time the sample was cooled for the sq.fe hole trap measurment, few
defects would be left in configurations such as B". More and higher potent.lal
barriers isolating state B from state A resulted in defects that are more dif-
ficult to anneal (see Figure 3-21). In other words, the final stabilized
defect configuration depended upon the temperature during soaking.
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In this model, highly strained Si-~Si bonds located deep in the valence tail
were the source of the metastable DB. If they were isolated spatially from
existing DBs, long hole occupancy times resulted and were the safe hole traps.
We suggested that for a safe hole trap with a trapped hole to convert to a
defect configuration with a relaxed lattice surrounding two DBs (i.e., for
Eq. 3-6 to proceed all the way to the right) one or more reconfigurations of
‘the local lattice in the excited state must occur. Stutzmann et al. [112]
argued that when a weak bond traps a hole, the back bonds distort, stabilizing
the hole. We proposed that rehybridization of the back bonds of second and
third nearest neighbors was involved, thus explaining all the intermediate
potential minima. in Figure 3-21. The net result was a relaxation leading to
an increase in the interatomic distance or a distortion of the o-symmetry
[{110]. The deeper states converted first because these bonds were weaker and
because thermgl emission times were longer.

BA-G0387306

Energy ({Q})

Configuration {Q}/

Figure 3-21. Total configurational energy versus configurational
coordinates for the atomic site locations [Qi} for state j.
See the text for a description of amorphous states.
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Proponents argued that a weak Si-Si bond is broken with one of the sites
becoming metastabily occupied by a hydrogen atom that is temporarily liberated
from a Si-H bond [111-114]. In the mobile-hydrogen model prosposed by Street
and Winer [l14], hydrogen is freed from a Si-H bonding site and diffuses ther-
mally through the matrix inserting into weak Si-Si bonds with strengths
varying exponentially. Hydrogen inserted into a weak Si-Si bond can be
detrapped thermally to interstitial sites, where it is mobile until it finds
either another weak bond or an isolated DB. Such a model agrees well with our
observations, since at 163 K most hydrogen atoms will move only one step to
occupy neighboring sites. These are probably shallower, relatively stronger
Si-Si bonds since there are more of them. Such converted safe hole traps will
anneal back quickly. ' :

At room temperature, hydrogen will be freer to move through the shallower Si-
Si bonds until only the weakest and deeper, perhaps more distant but fewer in
number, Si~Si bonds are found. Hydrogen inserted in these deeper, more remote
Si-Si sites will have much longer annealing times [120]. Figure 3-21 applies
if we imagine the potential minima as being the configurational energy of
hydrogen inserted into neighboring weak bond sites.

Branz and Silver [116] have argued that T3' centers (i.e., 52p3—hybridized DBs
" lying below E ), stabilized as a resulL of potential fluctuations, may be the
source of saﬁe hole traps. The T3 is a good trap and a poor recombination
center because of its negative charge. Not many details are known about this
conversion model; if the potential barrier argument were imposed for the
rehybridization/stabilization process of a T3 , then we could equally well
explain our results if the safe hole traps were due to T3- states. The deeper
Ty states will convert first since hole emission times are longer.

Each of the three microscopic models could explain the fact that defects
induced at lower temperature anneal more easily. In each, the shorter anneal
times found for lower temperature light- soaklggs are due to fewer steps and
lower formation barriers between states A and B

3.6.4.5 Hydrogen—-Plasma Reactive Flushing for a-SitH p-i-n Solar Cell
Fabrication ‘ :

Hydrogenated amorphous silicon p-i-n solar cells deposited in a single-
chamber, glow discharge deposition system often have the problem of residual
boron doping at and near the p- and i-layer interface (p/i interface). This
problem increases carrier recombination and reduces the cell's blue-light
- response and overall conversion efficiency [121]. High-vacuum pumping, silane
or argon gas flush, or combinations of the three are normally used after the
p-layer deposition to reduce the residual diborane gas concentration in the
reactor. However, these methods are not very effective in removing the
diborane molecules and adsorbed boron atoms adhering to the electrodes and
walls of the reactor. These diborane molecules and boron atoms are released
(gettered) at the beginning of the i-layer deposition by the SiH, plasma,
which results in an undesirably high level of boron in the i-layer near the
p/i interface. Recently, Collins [122] suggested that a layer of high-boron-
content, CVD a-Si:H:B film resulting from thermal decomposition of B HgiSiH,
gas may deposit atop the p-layer and on electrodes and chamber walls imme-
diately after the p-layer deposition. Such a layer cannot be removed by vacuum
pumping or gas flushing and may degrade the properties of the p/i interface.
Multiple-chamber deposition systems [121,123] have been used to reduce the
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boron cross~contamination problem. However, because of their mechanical sim-
plicity and low cost, single-chamber deposition systems are still being widely
used. Catalano and Wood [124] reported that a reactive‘NF3 gas flush can be
used to scavenge diborane after the p-layer deposition and can improve the
short-wavelength response in the solar cells.

In this section, we describe a simpler, 30-second or shorter, H-plasma flush °
that has similar effects. Improvements in the properties of a-Si:H p-i-n solar
cells, both with. and without an undoped, graded~band-gap buffer layer between
the p~ and. i- layers [125], are observed when the H-plasma flush is used in the
deposition process instead of the conventional silane gas flush and high-
vacuum pumping.

All cells were fabricated in an RF glow discharge deposition system with a
single-chamber deposition reactor and a load-lock vacuum chamber for intro-
ducing and removing substrates into and out of the system. The reactor walls
and RF electrodes were made of stainless steel. A base vacuum of less than
1l x 107° torr in the reactor was achieved by cryogenic pumping before
deposition. The reactor leak rate is less than 3 x 107/ torr‘liter/s. The
transparent conducting oxide (TCO)-coated glass substrates, supplied by Asahi
. Glass Co., Ltd., have a fluorine-doped tin oxide layer with a sheet resis-
tivity of 10 ohms/square, a 10% haze, and a maximum optical transmission of
about 85%.

Our baseline p~i-n cell structure was TCO/a-8i;-xC tH(p)/a=-Si:H(i)/
a=-Si:H(n)/Ag. The 15-nm-thick p-layer was deposited at 180%C for 50 seconds
using a gas mixture of 0.15% 82H6, 27% SiHa, and 73% CHQ; a total gas flow
rate of 80 sccmy} and a reactor pressure of 0.7 torr. After the p-layer deposi-
tion, the RF power was turned off and the reactor was flushed by leaving a
lO“SCC% SlH flow on for about 5 min. Then the reactor chamber was pumped down
to 10 torr vacuum for an hour or more. The 540-nm i-layer and the 30-nm
n-layer were deposited at 250°C at a deposition rate of 0.18 nm/s. A SlHa flow
rate of 70 sccm and a pressure of 0.7 torr were used for i~ and n-layer
depositions. The PH -to-SiHa gas ratio was 1% for the n-layer deposition. A
typical i-layer deposited in our system had an optical band gap E, of 1.76 eV,
a dark-conduct1v12y activation energy E, of 0.76 eV, an AM] photoconductiv1gy
value of 1 x 10 S/em, and a photo-to-dark conductivity ratio of 3 x 10
The p-layer had an E, of 2.02 eV, an E, of 0.32 eV, and a conductivity of 9 x
1078 s/cm. The n-lager had an E  of 1.72 eV, an E, of 0.24 eV, and a con-
ductivity of 6 x 107“ S/cm.

A 6-nm-thick, undoped, graded- band-gap a-Si,-xC iH buffer layer (b~layer)
[125] between the p- and i- layers was sometimes added to our baseline p-i-n
cell structure (denoted p-b-i-n). This layer was deposited in 30 seconds by
linearly decreasing the CH, flow rate from 45 sccm to zero while keeping the
SLH, flow (11 scem) and the chamber pressure (0.7 torr) constant. The deposi=-
tlon was interrupted again after the b-layer deposition and the reactor
chamber pumped down to high vacuum before reintroducing SiH, for i-layer
deposition. The addition of the b-layer improved the open-circuit voltage \Y

but not the fill factor (FF) of our p-i-n cells. In this study, we lnvestl—
gated the effects of using a sghort, RF H-plasma flushing step after the
p-layer deposition instead of the standard chamber-cleaning procedure of SiH
gas flush and high vacuum pumping. This H-plasma flushing step was used for
both the p-i-n structure (denoted pg-i-n) and the p-b-i-a structure (denoted
pgb-i-n). The plasma for the reactive flush was maintained with a hydrogen
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flow rate of 30 sccm, a rei ctor chamber hydrogen pressure of 4 torr, and an RF
power densxty of 0.07 W/cm“. The or1g1nal obJectlve of this RF H-plasma study
was to investigate the possibility of increasing the optical band gap and
conductivity of the p-layer, similar to what has been observed in studies of
ion-beam hydrogenation of a-Si [126,127]. However, we found that the RF
hydrogen plasma was ineffective in these aspects, even though cell properties
were improved by the H-plasma flush. Although the hydrogen plasma etches
undoped a-Si:H at the rate of 1.8 nm/min, no detectable etching was found for
p-type a-SisH after up to one hour of H-plasma etching. There were also no
significant changes in optical band gap and conductivity of the p—layer after
RF hydrogenation.

Solar cells fabricated in this study were tested as deposited, with no post-
deposition treatments such as reverse-bias annealing, which sometimes improves
device performance. The TCO-coated glass substrate, the vacuum-evaporated Ag
back contact, and the baseline p~i-n structure used were similar for all
cells, so that the effects of the buffer layer and hydrogen plasma could be
studied. - Cell efficiency measurements were performed under AM1.5, global
illumination conditions. Cell parameters reported in this paper were averaged
~values of at least six identically but separately prepared cells ‘to reduce
effects due to slight process variations in the cell fabrications. The
photoluminescence (PL) measurements were performed at a sample temperature of
78 K using an argon-ion laser at 488-nm wavelength for excitation. A PbS
photoconductive detector cooled to dry-ice temperature was used for photon
detection, ‘

The RF H-plasma reactive flush between the p~ and i~layer depositions improved
vVoc and the short-circuit current density J in the p—~i-n and p—b—é-n cells
{as shown in Table 3-3). The area of each cell was about 0.050 cm Eleven
p~i-n cells, eleven pf-i-n cells, six p-b-~i-n cells, and seven pf-b—'-n cells
were used for averaging cell parameters in Table 3-3. In addition, many cells
were fabricated using various methods of high-vacuum pumping or combinations
of SxH4, Hy» CH4 and Ar gas flushes, or both, between the p- and i-layer
depositionsg. No significant improvements over our baseline cells were observed
after these nonreactive methods were used. Sputter-cleaning the electrodes
with an argon plasma between the p- and i-layer depositions also did not
result in any significant improvements in device properties. Using a XeF,
vapor, which spontaneousiy etches Si and a=-Si:H without plasma assistance
[128), to etch a-Si off the reactor walls and electrodes after p-layer deposi-
tion did improve the Vyer but it reduced the FF of the p-i-n device.

The beneficial effect of the H-plasma flush on the Voc can be seen for as
short a flush time as 13 seconds. We have not observed any of the cell
improvements to depend on the duration of the H-plasma flush. We typically
used a 30-second flush. Interestingly, similar degrees of improvement in V

and J were observed, regardless of whether the deposited p-layer came 1n
contact with the hydrogen plasma during the H-plasma flush. In many cases, we
deliberately isolated the p-layer in the load~lock vacuum chamber away from
the hydrogen gas and plasma during the H-plasma flush and observed the same
device performance improvements as those that resulted from our usual H-plasma
flush with the sample left in the reactor. This indicated that the effect ‘was
mainly due to reactive flushing by the hydrogen plasma (i.e., the ions and
radicals of the hydrogen plasma removing diborane molecules and boron atoms
adsorbed to the reactor chamber walls and electrodes). The possibilities that
the RF plasma was hydrogenating the p-layer and that dangling bonds were
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passivated at the p/i interface by the hydrogen plasma were obviously not
important factors in the device improvements caused by the H-plasma flush. The
beneficial effects of the H-plasma flush were also not due to the hydrogen
plasma etch removal of the CVD a-Si:H:B films discussed by Collins [122], for
three reasons: the device improvements resulting from the H-plasma flush were
observed even when the p-layer had no contact with the hydrogen plasma; our
p-layers were deposited at a relatively low substrate temperature, 180°C,
which should reduce the CVD of a-Si:H:B in the reactorj; and it is difficult
for a hydrogen plasma to etch a-SitH:B, as we mentioned earlier. Since we also
interrupted the silane plasma after b-layer deposition, we tried adding a
H-plasma flush between fthe b= and i-layer depositions in p=b~i-n cells. We
observed no improvements in device performance with this addition.

Table 3-3 shows that the most obvious improveirent in the p-i-n device param-
eters resulting from the H-plasma flush ocrurred in the V__. The average
improvement in Voe from the p~i-n cells to the pg-i-n cells was 0.039 V, and
the average improvement in V. . from the p-b-i-n cells to the pg~b-i-n cells
was 0.013 volts. This improvement was probably due to the decrease in the
effective recombination velocity of carriers at the p/i interface [129]. The
reduced p/i interface carrier recombination by the H-plasma flush was most
likely due to reduced boron contamination at the p/i interface region. Short-~
circuit currents (I_.), taken at 400-nm and 600-nm wavelengths, showed that
the shorter wavelength I_. improved more than the longer wavelength I
(Table 3-3) with the application of the H-plasma flush step for both p-i-n an
p~b-i-n cells. The relative I values in Table 3-3 were obtained by dividing .
the average I values of eacﬁ type of cell obtained at a 400-nm or 600-nm
wavelength by the average I values of the p=~i-n cells at the same
wavelength., The significantly iiigher improvements in I;c at the shorter
wavelengths indicated again that the cell improvement occurred near the p/i
interface. :

Table 3-3. Average Cell Parameters for Four Cell Structures
The structures, pc—i-n and p.~b~i-n, represent cells
" with an H-plasma glush after the p~layer deposition in
the cunventional p-i-n and p-b-i-n structures,

respectively,
celr | vo | 9, | m | efficiency | I,.,400 am | 1,.,600 nm
Structure 5 | (majcn?) (%) (%) (relative) (relative)
pmion | 0769 | 15.2 | es | 1.8 | 1 | 1
pgmi-n | 0.808 | 16.2 67 8.6 1,59 1.19
p~b~i-n 0.849 15.6 66 8.7 1.59 | 1.22
pf-b-i—n 0.862 17.7 63 9.6 . 1.82 1.24

We also studied the light-biased, spectral response curves of a pg-i-n cell
with and without a one-volt reverse bias and found that the two curves were
almost identical. This result is similar to the spectral response properties
of cells treated with NF, reactive flushing observed by Catalano and Wood
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[124) and indicates a reduced recombination loss at the p/i interface. It is
interesting to note that the average pf-i-n cell efficiency we obtained was
similar to the average efficiency of our conventional p-b-i-n cells. The
H-plasma flush process is, however, much simpler to implement in a single-
chamber, glow-discharge deposition system than the deposition of a graded-
band-gap buffer layer.

We studied the photoluminescence spectra of the p/i interface region by using
samples with a 12-nm=-thick p-layer followed by a 50-nm-thick i-layer deposited
on Corning 7059 glass substrates. The samples were prepared with and without
the H-plasma flush between the p- and i-layers. The excitation laser beam
illuminated the samples through the i-layer. We found that the PL signal
strength from the 1.2-eV main band of the samples with the H-plasma flush was
about 50% larger than those of the samples without the flush. Since this’
luminescence peak was identified as resulting from a radiative tunneling
transition between band tail states [130], the stronger PL signals observed in
the H-plasma-flushed samples indicated, once more, that the densities of p/i
interface states and/or defect states in the i-layer near the p/i interface
were reduced by the H-plasma flush. The PL signals detected from the 0.60-eV
defect band were about 200 times smaller than that of the l1.2-eV main band. We
did not see any significant difference between the two types of samples in the
defect band PL signal. The main PL band signals from a p-i sample with no
H-plasma flush (p-i) and a p~i sample with the H-plasma flush (pg-i) are shown
in Figure 3-22. Also shown is the PL main band signals from a 50-nm~thick
i-layer. This represents the PL signal strength of our i-layer material
without its having been reduced by p/i interface and residual, boron contami-
nations. PL measurements also detected no difference between pf-i samples that
were left in the reactor in contact with the H-plasma during the reactive
flush and a sample that was moved to the load-lock chamber not in contact with
the hydrogen plasma during the reactive flush. Secondary ion mass spec-
troscopy (SIMS) depth-profiling measurements using an oxygen beam for sput-
tering to optimize the boron sensitivity were made on p-i samples with and
without the H-plasma flush. Similar to the report by Catalano and Wood [124],
we did not find any significant differences between the two boron depth
profiles. This indicates that the excessive residual boron contamination,
removed by the H-plasma flush, was probably localized at the metallurgical p/i
interface and was hard to identify by the depth-resolution of SIMS.

We demonstrated that the application of a simple, 30-second or shorter,
H-plasma flush after the deposition of the p-layer of an a-SitH p-i-n golar
cell was effective in scavenging residual diborane molecules and adsorbed
boron atoms in a single-chamber, glow discharge deposition reactor and can
significantly improve the efficiency of the solar cell. Spectral response, PL
and V__ measurements showed that the cell efficiency improvement was due to a
reduction in the recombination of charge carriers at the p/i interface.

3.6.4.6 Direct Measurement of ihe Mobility~Lifetime Product of Holes and
Electrons in a p-i-n Solar Cell

Considerable effort has been devoted to measuring transport properties of
electrons and holes using time of flight techniques [131]. This method mea-
sures electron and hole drift mobilities and drift lengths [132] on a time

scale of 10 s or lesgs., We have explored a simpler method to determine these
parameters from quasi-direct-current (dc) measurements on p~i-n solar cells.
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Figure 3-22. Photoluminescence spectra of a sample (i) with a 50-nm—thick,
intrinsic a-Si:H layer deposited on glass, a sample (p-i) with
a 12-nm-thick p~layer followed by a 50-nm-thick i-layer
deposited on glass, and a sample (pg-i) with a hydrogen-plasma
reactive flush applied between p- and i-layer depositions. An
Ar-ion laser at 488-nm wavelength was used for the excitation.

There have been many attempts to model the current-voltage curve of an a-SitH
p~i-n solar cell. Computer simulations offer the advantage of accurate calcu-
lations without approximations. Unfortunately, the final result is only as
good as the input parameters, which are many and not accurately known. Simple
expressions, based on approximate solutions of the transport equations, are
much easier to use and have few unknown parameters. However, the approxima-
tions are not always justified. One of the earliest approximations was a
modification of the Hecht expression,

Jo = 3, (14/L) [1-e(-L/1] , (3-7)
where I is the saturated current when all the carriers are trangported across
the i-layer, L is the sample thickness, and ly is the drift length. This

expression is only valid for single carrier transport when the electric field
is uniform. The drift length is

ly=w v E, (3-8)
where u is the photocarrier mobility, T is its trapping time, and E the elec-

tric field. At low fields, the current is linear with field, At high fields,
it saturates at the value Jge
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However, Eq. 3-7 is not valid for two carrier currents because it violates
current continuity [133]). Nevertheless, this expression is still used to
analyze two carrier photocurrents with the further assumption that u and t are
for the hole. The justification is that because the hole has the smaller &7
product it will limit the current. This is an intuitive argument that is not
always true. In fact, if space charge due to the photogenerated carriers can
be neglected, then the hole will not Llimit the current because electrons and
holes each make equal contributions to the current [135]. A carrier's
contribution is, at low fields, equal to 1,/L because the carrier drifts a
distance equal to its drift length before being trapped. During this transit,
it induces a charge e 1,/L in the external circuit. Now both electrons and °
holes do this so that the total induced charge is proportional to the sum of
the drift lengths of electrons and holes. From this argument, we clearly see
that the carrier with the larger mobility-lifetime product will induce the
most charge and thus carry the bulk of the current., In fact, a closed form
solution to the two carrier transport equations can be obtained when the field
is assumed to be uniform [133]. In this so-called uniform field approxima-
tion, the current is given by an expression identical to Eq. 3-7, with the
drift length written as 14 = (utly + ut|,)E.

This simple physical picture breaks down when space charge distorts the elec-
tric field [134]. The carrier with the shorter drift length contributes most
to the space charge because a larger number of these carriers is required to
carry the current when it is the majority carrier. Near the p-i interface,
the electron is the minority carrier so that the bulk of the current ig
carried by the holes. The opposite situation prevails at the n-i interface.
The relative space charge contribution is given by the inverse of the ratio of
the drift lengths. Experimentally, it does not appear that photogenerated
space charge can produce significant field distortion in the usual a-Si:H
p-i-n cell at room temperature [135]. However, at low temperature or for
thick cel's, a photogenerated space charge will distort the electric field and
the simple uniform field model cannot be used.

In this section, we have described methods for measuring current-voltage on
thick p=i-n solar cells that can be illuminated with strongly absorbed light
through either side. In this case, there is only a single type of carrier in
the bulk of the i-layer, where there is little light absorption. Therefore,
recombination cannot take place. A carrier is either transported across the
i~layer or trapped in a deep trap. It is a good approximation to view the
region of light absorption as a contact that supplies just enough charge that
can be transported by the bulk. The general description of bulk transport is
quite complex and cannot be described by elementary expressions., Fortunately,
there are two limiting regimes describable in elementary terms: (1) At lower
light intensity or high voltage, insufficient space charge is produced in the
i-layer to distort the electric field. Therefore, the current is given by
Equation 3-7. (2) For large light intensity or low voltage, space charge dis-
torts the field and the current is a pure gingle carrier space charge limited
current, given by [136]

Jge = eudsz'B, | (3-9)
where ¢ is the static dielectric constant, Mg is the drift mobility and V is
the voltage across the i-layer.
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The current is carried by the smaller of J _ or J . At sufficiently low vol-
tage or high light intensity, the current is always ngen by Eq. 3-9 and at
high enough voltage by Eq. 3-7. The transition region cannot be described
adequately by these approximations. What is observed in an actual cell
depends on %?per1mental conditions; for example, we take Hg = 1. Oc? /Vs
L=0,5x 10""cmy and V =1V, Then J  ~ 10 Alcm?. Typical J < 10 A/cm
so that gpace charge effects could only be observed at voltages below about
0.01 V. However, for these low voltages, diffusion must be included [133] and
the approximations made are not valid. However, for larger L or lower u
space charge tranSport can be observed as we w111 demonstrate in the next
section.,

The solar cell is a standard p=-i-n device with a 10~uym i-layer and a semi-~
transparent titanium metal contact to the n-layer. We measured ac photocur-
rents at room temperature using a chopping frequency of 23 Hz and light of
either 400-nm or 750-nm wavelength. The strongly absorbed, 400-nm light
supplied electrons or holes to the i-layer when illumination was through the
p- or n-layers, respectively, The 750-nm light is nearly uniformly absorbed,
producing both electrons and holes.

Figure 3-23 shows photocurrent data. One curve representsg illumination
through the p-layer, one through the n layer using 400-nm wavelength light,
and one using 750-nm light. The data clearly show a large difference for the
two illumination directions using strongly absorbed light. Analysis of the
data using Equation 3-7 gives:

ur | h=2:2x 1078¢m? /v and | e = 3.0 x 1077 em? /v .

Thus, the hole drift length is about one-tenth that of the electron. These
values agree well with those determined by time of flight [131]. However, the
_ current-voltage curve under uniformly absorbed light is nearly that for elec-
tron transport alone. This result clearly demonstrates that the carrier with
the shorter drift length does not determine the current-voltage curve., As
predicted by the two-carrier uniform-field model ([131], the carrier with
longer drift length determines the photovoltaic behavior.

For low voltage, the curve for hole transport A in Figure 3-23 does not show
the linear dependence on voltage predicted by Eq. 3-7 because the current in
this regime is carried by a space charge limited current flow, Eq. 3-9., At
higher voltage, there is no space charge limitation and the current is trap-
limited, obeying Eq. 3-7. The data were analyzed for the collection length in
this high-voltage region. The slope of the linear portion of the current-
voltage curve between 25 and 50 volts was used to find 1,. If there were no
space charge effects, then the curve would be displaced to lower voltage and
the linear region would extrapolate to the origin. Low light intensities were
used to avoid more dramatic space charge effects. At the highest light inten-—
sity, space-charge-limited current flow is observed to nearly 90 volts. 1In
this case, the current obeys Eq. 3-9, with uy = 2.9 « 107 %em“/V/s. This value
is much less than that determined from time of flight measurements [131]. How-
ever, on the time scale of these measurements, the demarcation level has moved
toward the center of the gap so that the drift mobility should decrease
accordingly. ‘
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Figure 3-23. Currenc~voitage curves. (o) 400-nm light thfough the p-layer,

I, = 8.3nA/cm; (A) 400-nm light through the n layer,
J, = 8nA/cm; (O) 750-nm light through the p-layer,
Jg = 10nA/cm.

For electron transport, we observed no clear space-charge limited~current flow
region. This is expected because of the much higher electron drift mobility.
If the i-layer were only 0.5 um thick, as in a typical solar cell device, it
would be virtually impossible to observe space-charge-limited transport.
Similarly, if the i-layer were thicker than 10 um, space-charge transport for
electrons could be observed. Experimental data show that for two-carrier
transport in a-Si:H, the carrier with the longer drift length determines the
photocurrent. This confirms the result of the uniform field approximation.

3.6.4.7 Explanation of the Anomalously Large Defect=-Optical-Absorption
Energies in Doped a-Si:H

In this work, we propose a two-part solution to the long-standing contro-
versy [137,138] over defect-optical-absorption energies in doped hydrogenated
a-SitH: recognition that optical transitions are vertical and potential fluc-
tuations. Subgap optical absorption energies of about 1.1 and 1.3 eV have
been observed in n-type and p-type a-Si:H, respectively [139A, These are
widely thought to correspond to T, -> T.%2 ¢+ e~ and T,° -> T + h* transi-
tions of ‘the threefold-coordinated silicon dangling bond, T,. With an a-Si:H
optical band gap of Eg~l.7 eV, this result seems to imply t%at the T, -> T3°
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transition lies well below the T,° -> T,* transition, meaning the effective
correlation encrgy (U ff) of the dangling bond is negative by more than
0.5 ev [137]. Howevor, most workers [140] favor a positive U_ff for the
dangling bond, primarily because an equilibrium ESR signal attributed to the
neutral dangling bond is observed for a range of Eg positions near midgap.

There is significant electron-phonon coupling affecting the measured dangling-
bond energy levels. As suggested by Balagurov et al. {l41], the controversy
over the optical absorption experiments is largely resolved by recognizing
that optical transitions are vertical (i.e., no atomic relaxation occurs
during the absorp..on). The observed absorption energies in n-type and p~type
a=-Si:H are then consistent with the band gap, without the need to assume
either large negative correlation energy (137] or large electronic-level
deepening by dopant-defect pairing [138]. However, the analysis indicaces a
smaller, disorder-induced, :lectronic-level deepening of about 0.2 eV, which
may be understood in an electrostatic pctential fluctuation model.

There is no unique position of a-Si:H electronic transition levels that can be
applied to the analysis of all experiments, The large electron-phonon
coupling at the defect precludes this. Large lattice relaxations mean that a
theory of electronic-transition levels must distinguish among the various non-
equiiihrium and the thermodynamic equilibrium szperiments. In this section,

'we wl'l examine how much optical transition energies can be expected to differ

from equilibrium transition energies.

The effective correlation energy of the T defect is estimated by probing with
ESR the dependence of thermodynamic¢ equilibrium T densities upon Fermi energy
position [142]. U ff is positive and approxima%ely 0.2 eV. This indicates
that the eleutronlc level associated with the transition from a relaxed T° to
a relaxed T, is at a higher electron energy level than the transition frdm a
relaxed " go a relaxad TO. If the optical transitions corresponded to these
thermcdynamic transitions, we would expect

n P = - ‘ ' -
E" + E E, - UfE. | (3-10)

Here, E" (see Figure 3-24) and the analogous EP are the transition energies
for charged dangling-bond ionization (between fully relaxed defects) in n-type
and p-type materials, respectively. However, there is no relaxation of a
defect's final state in an optical absorption experiment [143]. To describe
why the experimentally determined sum of optical transitions is about 2.4 eV,
much larger than the 1.5 eV p adicted by for fully relaxed transitions, we
must first consider the nature of relaxed and unrelaxed dangling bonds in
a-SitH.

‘Let QY represent the fully relaxed conflguratlon of T.9. In this notswion,

the fully relaxed defects are rdenoted by T, (Q*3), T So(Q ). As suggested by
Adler f{1l44), T, TO, and T, are Lsoelectronlc w1th column III, IV, and V
atoms, respectiVely., When relaxed, each adopts the hybridization that its
isvelectronic analog has in threefold-coordinated gas molecules. To a good
approximation, Q° is an arrangement of the three neighboring atoms at the
corners of a tetrahedron. This .onfiguration arises from the sp” hybridiza-
ticn ¢f eclectronic ctates that minimizes the rotal energy of T.%. Q% ig an
approximately planar, sp“-hybridized, configuration with 120° bond angles that
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Figure 3-24. Defect formation energy of the T, and T defects in n-type
a-Si:H. Relaxation energies are from Reéf. 145. Transition
energies are indicated by arrows.

minim'z%s the energy of T3+. In Q°, the bond angles are about 90°, reflecting
the s“p’ unhybridized bonding. Total energy calculations {145] confirm that
distinct energy-minimizing configurations Q' , Q°, and Q do form in the solid
but suggest that the hybridization is not quite as complete as in the
idealized configurations described earlier,

In general, T (Q%) denotes a dangling bond of charge r, in the configuration
. s - .

appropriate to the T, relaxed %tate) A T, defect which loses an electron
without relaxing is dénoted by T, (Q /. Sevéral first-principles calculations
of the relaxation energies of charged and neutral dangling bonds in a-Si:H
have been undertaken ([145,146]. These calculations show that misconfiguration
raises the defect formation energy between 0.2 and 0.3 eV. Relaxation
energies from Ref. 145 were u.,ed to draw each curve of Figure 3-24.

Optical absorption in n-type material by excitation of an electron ogut of a
relaxed 'I‘3 by a photon ofoenergy hv is represented by hv + T, (Q°/ -> T30
(Q7) + e . If the T, then relaxes to Q°, the photolumihescence upon
reabsorption of the electron is represented by ep .. + T3° (Q°) => T37 (Q°) +
hv - EnFC)’ where EnFC is the Franck-Condon shift energy in n-Lype a=-Si:H and
n is the same energy in each equation. Figure 3-24 is a schematic of the ver-
tical optical and luminescence transitions in n-type a-SitH, assuming relaxa-~
tion energies taken from Ref. 145 and complete relaxation of all initial
states. Typical values of experimentally observed energies in both n-type and
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p-type a-SitH follow. Experimentally, a 0.3 eV Franck-Condon shift between
the n~type optical and luminescence energies is seen, indicating

' : n n n :

Experiment E opt. E Lum E FC Epopt Eplum EPFC

Energy (eV) 1.1 0.8 0.3 1.3 0.9 0.4

strong electron-phonon coupling at the dangling-bond defect. Tajima

. et al. [147] showed directly that EnFC > 0.2 eV by observing the excitation-
energy dependence of the defect photoluminescence band. Theory [145] would
predict a slightly larger Franck-Condon shift of about 0.45 eV, indicating
that complete relaxation of the luminescence initial state is not obtained.

- This does not affect predictions of optical absorption energies because the
process begins with an equilibrium state.

The absorption energy that would be observed for complete relaxation of both
initial and final states E" is indicated in Figure 3-24. This corresponds to
the transition between thermodynamic equilibrium defect states. As described
earlier, it is measurement of these thermodynamic transition positions that
yields the positive value of U_ff. From Figure 3-24, the vertical optical
transition in n-type material is larger: :

n - g0
E Opt E + 0.2 eV.

From similar argum@mﬁs, the optical transition in p-type material is
Epopt = EP + 0.3 ev,

where 0.3 eV 1is the relaxation energy from Q* to Q° of the T,° final
i state [145]., Substituting these two expressions in Equation 3-10 yields

Enopt + EP%t = Eg - U ff + 0.5 ev. (3-11)

A sum of optical transition energies Enopt + Enopt greater than E_ is, there-
fore, expected because the incident photon must supply sufficieé@ energy to
leave the defect in an unrelaxed final state. The remaining 0.4-eV dis-
crepancy between Equation 3-11 and the experimental results is explained in
Section 3.6.4.8,

Disorder in a-Si:H has often been modelled by electrostatic potential fluctua-
tions. Some of the applications of this model are listed in Ref. 148. Fig-
ure 3-25 includes a schematic of these fluctuations and of the resulting elec~
: tronic transition energies in n-type a-Si:H. The conduction- and valence~band
mobility edges Ec and E, like Ep, do not depend on the electrostatic
potential V(x) at the position x. The mobility edges are not position
dependent in the potential fluctuations [149]; they separate electronic states
? extended through the entire solid from localized states [150]. However, the
energy required to ionize a defect to the band edge does depend on V(x)
because the carrier is localized in the initial state but not in the final
state. Due to the electrostatic attraction of the electron to the region, more
energy 1s needed to ionize a T3 to T2 in regions of positive V(x) than in
regions c¢f negative or zero V(X). %his results in the transition energy
positions skeiched in Figure 3-25{(a). However, as we chall see, the regions
of highest absorption energy actually dominate the observed absorption

i
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Figure 3-25. Schematics of electrostatic potential fluctuations.
(a) Dependence of electronic transition levels of the T
defect in a-SitH on potential fluctuations. The dominant
observed transition T,  => T,° is indicated. (b) The
position-dependent potential, eV(x), with the region of
maximum defect density indicated.

energies due to spatially nonuniform defect concentrations. This gives rise
to the observed electronic transition-level deepening. It should also be
noted that U_ff is independent of V(x), and the 9 + h" transition energy is
greatest in regions of low electrostatic potential.

Recent work [151) shows that dangling bond densities in device quality a-Si:H
are largely determined by thermodynamic equilibrium statistics [152]. The
concentration*of the dangling bond is determined by a structural freeze-in
temperature T and is given by

n(T39) = ngiexp(-F[T48)/kT") , (3-12)

where F[T3q] is the formation energy of the dangling bond species, T3q, which
is consistent with the position of Ep.

The formation energies of charged defects depend upon V(x), but those of

neutral defects do not. Thus, F[T3°] is independent of V(x) and the formation
energies of the charged dangling bonds are
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F[T3*, v(x)] = FO[T3*] + eV(x) (3-13) -
FT3™ v(0)] = F(137] - evix)

where e is the électronié'charge and Fy is the formation energy of a defect at
V =0, the mean value of V(x).

When thermodynamic equilibrium is established in a doped film, the charged
defects will form preferentially in certain regions according to Eqs. 3-12 and
3-13. In n=~type material, the T, defects are found in exponentially greater
numbers in vegions of greatest “positive V(x). As described above, these

~defects have the largest ionization energy. Due to their great numbers, they

will dominate the observed experimental energies gnd this effect will deepen
the observed electronic-transition levels, T, » T,, in n-type a-SitH. Simi-
larly, T3+ defects formed in regions of negative V(x) will dominate the
experimental observations and have transition levels further from E_ than the
minority of T,* defects formed in other regions. Since E" pt and EP pt are
each increased by roughly the root-mean-square potential fluctuation half-
width eV ms, Eq. 3-11 becomes

n n = L -
E',pt + E" pt Eg ‘ Ueff + 0.5 eV + 2 eV FMms.
Thus, the experimental data suggest that eV ms ~ 0.2 eV. It should be noted
that the thermodynamic equilibrium theory of defect densities suggests that
when eV exceeds Ueff/Z,‘ copious charged dangling bonds form [148] in
undoped a-Si:tH.

The long-standing controversy over an anomaly of about 0.9 eV in the sum of

optical absorption energies in doped a-Si:H is largely resolved by recognizing

that optical transitions are to unrelaxed final states of the defect. This
resolution uses a positive value of U_ff and significant (0.2 to 0.3 eV)
relaxation energies of dangling bond defects. The anomaly of about 0.4 eV
that remains can be explained by electronic~level deepening due to potential
fluctuations of 0.2 eV half~width. A more complete treatment in the
thermodynamic-equilibrium~model framework of this anomaly and other experi-
mental results in doped a-SitH are given in Ref. 139.

3.6.4.8 Correction for Multiple Reflections in Infrared Spectra of Amorphous
Silicon

In IR spectroscopy of a-Si:H, multiple internal reflections of the IR beam
give an apparent absorbance which is greater than the actual absorbance. In
the seminal paper by Brodsky, Cardona, and Cuomo [153], the interference-free
transmittance is approximated by

Teipg = (1-R)%e™8,1d / (1-R%0d) (3-14)

where R is an empirically determined interface multiple reflection loss, o is
the absorption coefficient, and d is the film thickness. This expression is
for a freely supported film but, except for substrate absorptions, it is the
same, for a film on a subsirate since in either case there are two air inter-
faces. In terms of the absorption-free transmission of the substrate T,» this

becomes

[SA 8081445
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This expression accounts for reflections at the film-air and substrate-air
interfaces. Based on R = 30% far the c-Si refractive index of 3.42, approxi-
mately 8% of the transmittnﬁ\?@am undergoes two internal reflections before
joining the primary trangmitted beam, and 1% undergoes four internal reflec-
tions. Most researchers ejthif cite this work or choose techniques that elim-
inate interference fringes from the spectrum. This can be done through sub-
strate choice, wedged or roughened c¢-Si, or measurement conditions such as
~using a resolution lower than the fringe period.

To confirm the accuracy.of the technique used in our laboratory, we deposited
device quality, glow discharge a-Si:H simultaneously on double-polished,
single-polished (rough side), single-polished (polished side), roughened, and
wedged c-Si substrates and compared the IR spectra. In an unexpected result,
‘the spectrum of the Si-H wag at 630/cm did not change with surface roughness,
except for the noise level. We present here an assessment of substrate choice
and analysis method for quantitative analysis of IR spectra.

Films were deposited in a standard RF glow discharge deposition system under
conditions that produce device quality films: 500 mtorr SiHa, 250°C substrate
temperature, and 1l.4 &/min deposition rate. The plasma diameter was 13 cm,
and a uniform film could be deposited on up to six substrates. The uniformity
was confirmed by placing matched, double-polished substrates in different
deposition positions. For the IR comparison, the following c=-Si substrates
were used: double~polished (Monsanto, p-type), single-polished (Monsanto,
n-type and Siltec, p-type), roughened, and wedged. To prepare the roughened
samples, the polished side of Siltec c¢-Si was lapped with size 600 abrasive
grit. To make the 2° wedged samples, Siltec c-Si was attached to a wedged
holder and the unpolished side was ground with 5 um Al,0, and polished with
1 ym Al,0,. The thickness was measured on Corning 7059 éaass substrates using
an Alpha-5Step profiler. IR transmission spectra were measured with either a
Nicolet 7199 FTIR at 2/cm resolution or a Perkin-Elmer 580B at either 1.4/cm

~or 6.8/cm resolution. The total reflectance and the diffuse reflectance were
measured in the near IR using an ACTA reflectance sphere on a Beckman UV-5240
spectrometer,

Before proceeding further, we must address a practical difficulty in inte-
grating the 630/cm peak which arises from the substrate c-Si phonon mode at
615/cm. Unless the substrate and reference c-Si are perfectly matched, this
peak will interfere with the a-Si:H peak. This is demonstrat%ﬂ in Figure 3-26.
Spectrum (a) is the single-polished c=-Si substrate showing the peak at 615/cm.
Spectrum (c) is 9700 A of a-Si:H deposited on this substrate ind measured
versus a matched reference c-Si piece. In spectrum (b), the reference c~Si is
thicker than the substrate, so there is an indentation in the 630/cm peak due
to the 615/cm peak; in spectrum (d), the reference is thinner and the sub-
strate absorpiion forms a clear shoulder. We have found that a single 10-cm-
diameter c¢c-Si wafer has enough thickness variation from the center to the
edges to produce this degree of reference mismatch. Often the shoulder is not
as pronounced and may not be recognized as a contribution from the substrate

82



S=9! ‘@' . TP=3675

absorption. The slope and offset from 100% of the baselines are due to dif-
ferences in the relative scattering of the substrate and reference c-Si.

Because of the interference of the c~S5i absorption at 615/cm, we find more
reliable integrations of the 630/cm peak from integrating just the high-
frequency side of the peak from 640/cm to 740/cm and multiplying by a scaling

factor of 1.91 * 0.05. This factor is the ratio of the integrated absorbance

of the entire peak to that of the high-frequency side measured for samples
with well-matched references. An additional source of uncertainty in the
integration comes in drawing the baseline. Because of the curvature in the
spectra, a linear baseline is inappropriate and, with a poorly matched refer-
ence, the appearance of. ¢-Si peaks compounds the difficulty in establishing
the baseline. As shown in Figure 3-26, this gives a 10% uncertainty in the
integration for well-matched substrates and a greater uncertainty for poorly
matched substrates.

To confirm that Eq. 3-15 succeeded in extracting the actual absorbance from.a
spectrum with multiple reflections, we simultaneously deposited 6700 & of
a~Si:H on wedged and double-polished substrates. Spectra of the substrates
[Figure 3-27(a) and (b)] taken at a nominal l.4/cm resolution demonstrated
that the interference fringes evident in the double-polished ¢-Si are elimi-
nated by the 2° wedge. The fringe period was ~2.8/ecm at 1000/cm, corres-

-ponding to the substrate thickness of 0.05 cm. The variations in the ampli-

tude of the fringes were due to changes in instrument resolution with
wavelength, The abrupt change in fringe amplitude, for example at 2000/cm,
occurred at filter changes with corresponding changes in slit width. The sub-
strates have major peaks at 615/cm and 1110/cm, with smaller peaks in between.

Spectra of a-Si:H on these substrates are shown in Figure 3-27(c) and (d).
For clarity, the resolution was reduced to 6.8 em™! so that the fringes were
not visible. We have verified that the spectrum at low resolution is simply
the average of the fringes seen at higher resolution. We have also compared
the spectra from the Perkin-Elmer 580B to the Nicolet 7199 FTIR and found that’
they are the same. In the case of the FTIR, the spectra were measured at 2/cm
resolution but the interference fringes could be eliminated by removing the
second burst in the interferogram before transforming. The spectra have the
characteristic Si-H stretch at 2000/cm and the wag at 630/cm. As is typical
for high-quality films, the SiH, peaks at 2100/cm, 840/cm, and 890/cm were not
apparent. As expected, the size of the peaks was greater on the double-
polished substrate than on the wedged substrate because of the approximately
10% of the beam, which has 3 or 5 passes through the film.

To quantitatively compare these spectra, the absorbances of the 630/cm and
2000/cm peaks were integrated using Brodsky's technique. The measured trans-
mission T_was read from the spectrum at 10/cm intervals and normalized to an
absorption-free background by dividing by the baseline transmissicn. For a
spectrum referenced to c-Si, T = Teilm /To. Eq. 3-15 could then be solved for
a,

-1+ [zmri - Ti(l-To)z(MTo)Z]l/z
e-ad = — , (3-16)
Tm (1-T")
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Figure 3-26. Spectra of a c-Si substrate referenced to air (a), and of
9700 & of a-Si:H on this substrate referenced to c-S5i of
different thicknesses. The reference is thicker than the
substrate in (b), well matched in (c), and thinner in (d).
In spectrum (b), we show the region which we integrate, and
spectra (c) and (d) illustrate the baseline uncertainty.
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Spectra of (a) a double-polished c-Si substrate and (b) a wedged substrate measured with
1.4/cm resolution. The same substrates after deposition of 6700 X of a-Si:H, where (c) is
double-polished and (d) is wedged shown at a resolution of 6.8/cm.
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from which the integrated absorption is obtained:
I=[a(wl/e do. ‘ (3-17)

Table 3-4 illustrates the integration procedure using the spectrum in Fig-
ure 3-26(b). Table 3-5 shows the integrated absorbances calculated using
Eq. 3-16, with T, = 0.54 compared to the absorbances calculated without inter-
nal reflections via

e—ad = Tm . , (3-18)

The integrated absorbance of films on double-poligshed substrates calculated
using Eq. 3-16 equal those on wedged substrates calculated using Eq. 3-18. 1In
other words, this confirms that the method used by Brodsky accurately accounts
for the effect of multiple internal reflections of the IR transmission spec-
trum of a-SitH. This method represents approximately a 20 correction to the
integrated absorbance. A refinement on this technique would include reflec-
tions at the film-substrate interface [154]. Because the index of refraction
of a-Si:H ig similar to that of c-Si, this represents less than a 1% change in
the integrated absorbance. When measuring spectra of alloys such as a-SiGe:H
or a=SiCtH, reflections at this interface become more noticeable. :

Brodsky applied the expression for multiple reflections, Eq. 3-15, to films on
double-polished c-Si for which T_ = 0.54 both theoretically and experimen-
tally. Commonly, single-polished substrates are used, which scatter light and
reduce the measured transmission. The scattering increases with frequency,
and, thus, T, decreases with frequency. By measuring the transmission and the
diffuse and specular reflectance of different substrates at 2500/cm, we con-
firmed that the decrease in transmission corresponds to an increase ir. diffuse
scattering and a decrease in gpecular scattering (Figure 3-28). We thus antic-
ipated that the measured specular reflectance should be used in Eq. 3-14, and
that it would depend on substrate roughness and frequency. With the decrease
in specular reflectance, the number of multiple passes through the sample was
expected to decrease, producing a decrease in the amplitude of the measured IR
peaks (as for the wedged substrate in Figure 3-27.

To investigate this possibility, substrates with varying degrees of specular
reflectance were prepared. Figure 3-29 shows spectra of the c-Si substrates
referenced to air. The dou' 'e-polished substrate has approx’mately 54% trans-
mission throughout this re- on. The single~polished and roughened substrates
have lower transmission, which decreases with increasing frequency. For each
substrate, a matched reference piece was chosen such that a double-beam spec~
trum of the substrate before.deposition versus the reference is flat and fea-
tureless with 100% transmission.

a-Si:H was deposited on these substrates gimultaneously. IR gpectra were mea-
sured versus the matched references. The striking result in Figure 3-30 is
the similarity of all the spectra. The 630/cm peak magnitude is unchanged
with substrate, and the 2000/cm peak is different only on the roughened sub-
strate, where is it slightly larger. This is in contrast with the prediction
that the peak size would decrease with increasingly scattering substrates.
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Table 3—4. Calculation of Integrated
Absorbance? of Si-H Wag in Fig. 3-26(b)
Spectrum using Brodsky's Correction with

TO = 0.54
wlem™1) . Tm(Z)b a(em™1)
740 99.5 ‘ 45
730 99.0 ‘ 90
720 98.0 177
710 96.9 275
700 95.3 417
690 93.8 562
680 92.2 709
670 90.1 912
660 88.6 1058
650 87.6 1163
640 87.0 1226
a 740 740
I'=] «w/wdw=1.9[ a(w/wde=1.9
540 640
740 "
z a(w)/w dw = 189 cm .
640

PNormalized by dividing by the baseline.

Table 3-5. Integrated AbsoEYances (in em™l) of Si~H Peaks at
2000 and 630 cm ~ Calculated from Spectra in
Fig. 3-26 with and without Brodsky's Correction
for Multiple Internal Reflections

Substrate Brodsky Correction No Multiple Internal
(Tg = 0.54) Reflactions
1(2000) 1(630) 1(2000) I1(630)
Double-polished 1 374 2128 45 250
Double-polished 2 394 2162 46 354
Wedged 33 178 394 2118

8Numerals identify the analysis method which is expected to be
correct for each substrate type.
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' We analyzed these spectra using Brodsky's method. The question in applying
Eq. 3~16 to a sample which is not deposited on double-polished c-8i is what
value to use for T, . Instead of using the double-poligshed value of 54%, one
might measure the substrate transmission directly from Figure 3-29., Alterna-
tively, recognizing that T, is introduced in Eg. 3-15 to describe R, one can
measure the specular scattering directly (Figure 3-28) and return to Eq. 3-1l4
to get a. Since the same film was deposited on all the substrates in
Figure 3-30, the correct analysis is that which gives. the same integrated
absorption for all the samples.
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Fig. 3—-28. The decrease in specular reflectance with a decrease in
transmission for c-Si substrates with varying degrees of
surface roughness
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9700 & of a-Si:H deposited simultaneously onto the substrates
in Fig. 3-29. The peak heights are unchanged for all sub-
strates except for the increase in the 2000 cm”

peak on
the roughened substrate.
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In Table 3-6, the various treatments of the multiple reflections are compared.
The primary result is that for the 630/cm peak, in spite of the varying
degrees of substrate roughness, a consistent integrated absorbance is obtained
when all the samples are treated Llike the double-polished sample with
T, = 0.54. When multiple reflections are not considered, the apparent inte-
grated absorbances are 207 too large. If the measured transmigsion of the
substrate is used for T_, the calculated absorbances can be grossly incorrect.
A scattering substrate has a low transmission which, in Eq. 3-15, implies a
high reflectance, therefore, Brodsky's correction gives a large reduction to
the measured absorbance. In the case of the roughened substrate, the cal-
culated absorbance at 2000/cm is reduced by an order of magnitude. If the
specular reflectance is meagsured directly and used in the correction, then for
the double-polighed substrates it is equivalent to using T, = 0.54 and in the
limit of very scattering sgsubstrates it is equivalent to omitting the cor-
rection for multiple reflections. At 630/cm, the most consistent results are
obtained by using T, = 0.54 for all non-wedged substrates.

The fact that roughened substrates have the game contribution from multiple
internal reflections as polished substrates may be coincidental. For a
roughened substrate, the IR beam is not normal to the substrate surface and
therefore refraction results in an angular distribution in the primary trans-
mitted beam. The angular distribution after internal .reflections is greater,
which would suggest that a sgsmaller percentage of the light reaching the
detector has undergone multiple internal reflections than for a polished sur-
face. However, the efficiency of internal reflection increases as the angle
of incidence decreases, which would tend to increase the contribution from
multiple reflected light for rough substrates. Apparently, these two effects
cancel out for the 630/cm mode. At 2000/cm, where the decrease in substrate
transmigsion is evidence of greater scattering, the effect of increased
reflectance due to oblique incidence dominates, and the size of the peak
actually increases on the roughened substrate. Since in the region of the
630/cm peak the single~polished substrates do not scatter significantly, these
competing effects are not of concern in the calculation of hydrogen content
from the IR spectra.

Because of the effect of a roughened surface on the absorption at 2000/cm, we
looked for differences in spectra of films deposited on the polished versus’
the rough side of Siltec single-polished c¢-Si and of substrates that were
further roughened with size 600 grit. This comparison is particularly impor-
tant as films are often deposited on the unpolished side of sgingle-polished
substrates to improve the adhesion. . For the single-polished substrate, the
spectrum was unchanged for deposition on either surface and was identical to
that on a double-polished substrate. For the roughened substrate, the 630/cm
peak was the same as on the double- jolished substrate for depositicn on either

surface. The 2000/cm peak was 40%Z larger for the film deposited on the
polished side and 80% larger for the film deposited on the rough sid2.

For these films, accounting for multiple internal reflections in the IR spec-
tra of a-Si:H constitutes a 20% correction to the integrated absorbance. This
correction is greater for thinner films or films with a lower hydrogen con-
tent, With the use of a wedgec substrate, which removes the reflected beams
from the primary beam, we have confirmed that the technique of Brodsky,
Cardona, and Cuomo [153] ‘ccurately accounts for the multiple reflections.
Since it is much simpler to apply their correction than to fabricate wedged
substrates, we recommend this approach.
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Table 3-6. Integrated Absorbances (in cm 1) of Si-H Peaks at 2000 and 630 cm ! with Various

Corrections for Multiple Internal Reflections

Brodsky Correction Brodsky Correction

Substrate Brodsky Correction No Multiple Internal TO = Measured Measured Substrate

(Ty = 0.54) Reflection Substrate Transmission  Specular Reflectance

1(2000) 1(630) 1(2000) 1(630) 1(2000) 1(630) 1(2000) 1(630)
Double-polished 3 43 203 52 239 44 ' 203 43 206
Double-polished 4 37 187 44 220 37 180 37 - 189
Single-polished 12 35 204 41 239 22 181 40 216
Single-polished 2P 41 197 48 232 18 150 47 218
Roughened 95 182 112 216 10 96 110 208

4gupplied by Siltec.
Supplied by Monsanto.
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There are a number of ways to remove the interference fringes from the IR
spectrum. Typical approaches are to roughen the substrates or to reduce the
resolution of the spectrometer. With FTIR, removing the second burst from the
interferogram eliminates the fringes. We have found that whether the sub-
strate is double-polished, single-polished, or deliberately roughened, for the
630/cm mode Brodsky's correction should be applied using the same -eflectance
as in the double-polished case. In other words, removing the interference
fringes from the IR spectrum does not eliminate multiple internal reflections
in the sample. These results indicate that it is unnecessary to buy the more
expensive double-polished substrates and counterproductive to roughen sub-
strates since this increases the noise in the spectrum without eliminating the
multiple reflections.

For substrates that were roughened with size 600 grit, the mode at 2000/cm is
actually increased compared to that on a double-polished substrate. This is
attributed to the increase in the diffuse scattering, even though from the
decrease in the specular reflectance the multiple passes through the film
might have been expected to decrease. This is a further caveat against the
use of roughened substrates. On the other hand, we find for single-polished
substrates that the spectrum is unchanged with deposition on the rough or
polished side so the rough side may be used to increase adhesion.,

3.6.4.9 Limitations of the Integrated Sub-Band-Gap Absorption for Determining
the Density of Defects in a-Si:H

A commonly used method for determining the density of defects (N,) in a-Si:H
is to integrate the excess sub-band-gap absorption (ISA) in the region of
energies lower than about 1.5 eV. The relation is

Ng = 7.9 x 1019 x [aa(hv)d(hy) , (3-19)

where the value of the prefactor is determined by comparing values of N, with
the electron spin densities and is also compared with theory [155]. The
excess optical absorption coefficient Aa(hv) is the difference befween the
experimentally measured value and a exp(hv/Eo); a, and E; are the ficting
parameters of the exponential band-tail absorption.
Equation (3-19) is a modification of a more general sum rule procedure, in
which the density of defects in a material is equated, through various con-
stants (index of refraction, etc.), to the integral of the absorption coef-
ficient versus the energy, extended over the entire defect absorption band
[156]., For the case of a-Si:H, the integral should be extended to all the
energies related to electron transitions from the defect states (in the gap)
to all the conduction-band final states. As a practical matter, however, this
cannot be done for the a-Si:H excess absorption spectra because of the expo-
nentially increasing number of transitions between occupied valence band-tail
states and empty conduction band states at energies higher than 1.5 eV, which
overwhelm the contribution to the absorption from midgap defects.

We will proceed by calculating the absorption coefficient as a function of
photon energy [a(hv)] for well-defined densities of states that will include
specialized midgap distributions, N,(E), and then compare the integrated
value of Nd(E) with the result obtainef from Eq. 3-19. By definition, a(hv) is
the integral of the product of the density of occupied initial states N(E) and
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the unoccupied final states G(E') of every electron transition characterized
by an energy difference of hv:

a(hv)= [const/hv) x [N(E) G(E') §(E-E'-hv) dE dE'] . (3-20)

The o function ensures that the final state energy E' is hv higher chan the
initial state energy E. The matrix elements for transitions between extended
states and from localized to extended states are assumed constant with energy,
an assumption introduced by Davis and Mott {157]. However, the basic conclu-
sion of this work would be unaffected if we were to introduce a functional
dependence for the matrix elements. Integration of Eq. 3-20 with respect to E'
yields

a(hv) = (const/av) x [N(E) G(E+hv) dE . (3-21)

The constant was found to be 4.34 x 10738 evZcm? by Vanecek [158] by comparing
the measured .value of a(2.5 eV) to the value calculated using Eq. 3-21 with
only the extended states included in the integral. Figure 3-31 shows the den-
sity of states assumed in our study. The cgnductio? band density is taken to
be the free electron distribution,.6.7 x 10 l(E-E )*/2 [159]. The zero energy
is set at the conduction band mobility edge Ec with decreasing energies
toward thz valence band mobility edge Ev‘ A similar dependence is assumed for
the valence band. :

In our first example to test the ISA method of determining subgap defect
densities, we added delta function distribution for N,(E) at each of three
energies, E; = -C.9, -l.1, and -1.3 eV, in addition to t%e usual exponentially
varying conduction and valence band tails, assumed to have characteristic
energies of 30 an? 50 meV, respectively. The total density of states is fixed
at a value 2 x 10%6/cm and is defined by the following distribution:

N,H(E) = 2 x 10168(E-E;)/cmev . (3-22)

Squation 3-Z1 is now used to.calculate the absorption coefficient as a func-
tion of the energy for each Nd (E), the results of which are plotted in
Figure 3-32.

As expected, the absorption coefficient goes to zero for photon energies less
than E;-E_, while following a (E- E;) /2 energy dependence at higher energies.
We can see from Figure 3-32 that the ISA density of defects calculated from
Eq. 3-19. over the range of energy between 0 and 1.5 eV (i.e., to where the
exponential contribution becomes dominant) varies by almost an order of
magnitude.

In the absence of the exponential tail state absorption, we would have been
able to see more of the contribution to the ISA from Aa(hv) at higher
energies. Had the total number of transitions to the conduction band been con-
sidered from each N,'(E), the ISA for the three curves of Aa(hv) would have
given the same result. This clearly demonstrates the flaw in the ISA method.

Practically speaking, subgap defects in a-SitH are not expected to take on
this o-function, form. In Figure 3-33, we show four Gaussian energy depen-
dencies for N,'{E), with full-widths-at-half-maximum (FWHM) from 0 (delta-
function case) wup to 0.32 eV. In each case, the total density of states is
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Figure 3-31. Assumed density of states for each of three o-function dis-
tributions peaked at three positions. The total number of
states is fixed at E. = -0.9, -1.1, and ~-1.3 eV for each case.
The valence and conduction exponential band tails have charac-
teristic energies of 30 and 50 meV, respectively. A square root
density of states for the valence and conduction bands is
assumed.

kept constant at 2 x 10le states/cm3, with the peak fixed at 1.0 eV below the
conduction band. Figure 3-34 shows the excess subgap absorption calculated
using Eq. 3-21 for each of the four distributions, along with the ISA densi-
ties. These values of ISA density vary less dramatically with increasing FWHM
than for the previous case, where the position of the density of subgap states
is altered.

‘Moreover, if neither the width nor the position of the subgap defect is
altered, a 1!l correlation will exist between ISA values and real defect den-
sity, and a constant of proportionality may be determined experimentally.
However, the equality between the measured spin density and the ISA density
should not be expected as implied in Ref. 155 for a couple of reasons: as
explained above, all of the initial-state subgap defect transitions are not
included for hv < 1.5 eV; as the position of the defect density approaches the
valence band tail, it contributes less and legs to the ISA defect density;
finally, the ISA method should be used with caution when applied to all types
of a-Si:H films since all subgap defects may not have spin. Using the same
prefactor in Equation 3-19 for films with spinless defects (e.g., charged
defects), . is presumptuous unless transition matrix elements for each type of
defect are the same.

94



=Rl W

Figure 3-32,

N (E) (cm eV-1)

Figure 3-33.

| TP-3675
100 s
E, (eV) ISA defect density (10'5 cm-3) §
0.9 11.50 3
-1.1 5.82 -
-1.3 1.93
10
=
L
2
8
1 o=
0.1 | ! , 1 | ! ! ! |
08 09 10 1112 13 14 15 16 1.7 1.8

hv (eV)

Calculated values of the excess absorption corresponding to the
three distributions in Fig. 3-31 as a function of the photon
energy. Also shown is a typical exponential absorption edge
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corresponding ISA densities from Eq. 3-19 are listed in t.
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Assumed density of four Gaussian densities of states in the gap
peaked at the same position, each having a different FWHM
ranging from 0 (o-function case) to 0.32 eV.
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Figure 3-34. Calculated values of the excess absorption corresponding to the
distributions in Figure 3-33 as a function of the photon
energy. Also shown is a typical exponential absorption edge

characterized by a characteristic energy E_ = 50 meV. The
corresponding ISA densities from the equation are listed in the
figure. : :

We have clearly shown the limitations of applying the ISA method to the excess
subgap absorption in a-SitH. Depending on the position of the density of
states in the gap, a factor of 10 error may result from using the ISA method.
The error in the evaluation is intrinsic to the technique and cannot be
avoided due to the exponential tail state absorption. Finally, only if the
defect to be studied is restricted in some sense to one type (e.g., neutral
dangling bonds in undoped films) can a single constant of proportionality be
expected to equate the subgap defect density to the ISA.

3.6.4.10 Doping and Hydrogenation by Ion Implahtation of a-Si:H

The feasibility of using ion implantation for doping atSi films has been

demonstrated [160-163]. However, further improvements of the properties of
ion-implantation-doped a=SitH and a better understanding of the doping process
are needed. In this section, we discuss our analysis of boron doping of
a-SitH using ion implantation. To discriminate between the effects of doping
and the effects of bombardment damage introduced by the implantation process,
we have compared the properties of our boron-doped samples with silicon-
implanted samples. It is known that samples doped by ion implantation at con-
centrations less than 1020 at./cm® exhibit doping efficiencies lower than
those of samples doped in the gas phase during film growth. We will show
experimental results that indicate two possible mechanisms that could lead to
poor electrical activity; that 1is, the implantation-induced disorder may
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introduce compensating centers for the p-type dopants or a high electrically
inactive fraction of the dopants, K due to either interstitial positioning or
threefold coordination. ‘ |

The experiments were performed by using high-quality, intrinsic a-SitH films
deposited by RF glow discharge of SiH, in a load-locked, single-chamber
system. Corning 7059 glass and single~crystal silicon were used as substrates
to allow electrical, optical, and IR characterizations of the films., The
films were ion—-implanted i% room tﬁﬂferature with boron and silicon ions at
concentrations between 10 and 10 at. /cm . Homogeneous implantation pro-
files throughout the 0.3-um film thickness were obtained by varying the energy
of the implanted ions. The optimum implantation conditions and the concentra-
tion profiles were calculated using a computer code that makes use of the
%gegler-Biersack-Littmark (ZBL) theory [164]. Special care was taken during
Si implantation to avoid the simultaneous implantation of N, contaminants.

After ion implantation, the samples were annealed in a furnace, under vacuum
(~10-2 torr) at 260°C for 1l hour. This temperature is about the same as the
film deposition temperature, and it was reported {161,165] to prov1de the best
annealing conditions, The samples were further implanted with H* %g for -
either 40 minutes or 80 minutes at 640 eV ion-beam energy and 0.5 mA/cm® ion-
beam current density using a Kaufmann type ion source [166]. During hydrogen
implantation, the samples were kept at a temperature of 200°C on a rotaclng
stage for better H%;lantatlon homogeneity. The samples containing 4 x 10!
B*/cm® and 8 x 10 si*/cm? were exposed to the hydrogen beam for 3 hours.
Longer exposures, up to 6 hours, did not produce further significant changes
in the room temperature dark conductivities (o,T). At 640 eV, hydrogen ions
only penetrate about 10 nm into the film. After implantation, the hydrogen
atoms diffuse through the remainder of the film [166]. An estimate of the
dlffzs1on coefficient D observed in our samples at 200°C gives a value of D =
(cm /s), which is four orders of magnitude higher than previously
reported [167]. A more detailed study of these results is in progress.

Conductivity measurements on the intrinsic films used in this study were car-
ried out using a planfr silver contact geometry. The ogT values were in the
range of 1 - 3 x 101! S/cm, and photoconductivity values (o;) under global
AM1.5 illumination were between 10°° and 107" S/cm. The dark conductivity
activation energies E, were measured between 17° and 200°C and were found to
be between 0.75 and 0.85 eV. The optical band gaps E  evaluated by the Tauc
method [168] were between 1.75 and 1.80 eV. Hydrogen tontents, determined by
IR spectroscopy, were about 9%-10%.

Electrical characteristics of post—annealed and post-hydrogenatgd a-Sl.

samples implanted with boron, phosphorus, or silicon at a dose of 10 at. /cm

are reported in Ref. 163. The present study extends our analysis to different
atomic concentrations of boron and silicon. Figure 3-35 shows o,T vs. dopant
concentration of our boron-doped samples compared with results published by
Kalbitzer et al. [160]. The dash-dotted curve, also from Ref. 160, describes
samples doped by gas phase during film deposition. Our boron-doped samples
have oyT values two to three orders of magnitude higher than those obtained by
.Kalbitzer et al. [160] using implantation, except for the higher doses where
all three curves converge. Our samples are about 0.3 um thick, whereas the
samples of Ref. l are only about 0.1 um thick. The thickness dependence of
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Figure 3-35. Room temperature dark conductivity o,T vs. implanted boron
concentration, compared with previously published data

conductivity [169] can account for one order of magnitude increase in conduc-
tivity. Although we implanted the samples at room temperature and annealed
afterward, and Kalbitzer et al. [160] implanted on heated samples, we do not
believe this contributed to the conductivity differences. Therefore, the
larger conductivities measured in our samples may have to be explained by
other factors to be discussed later. Figure 3-36 shows opT values of boron-
and silicon-implanted samples, after annealing for 1 hour at 260°C (dashed
curves) and after hydrogenation (dash-dotted curves). The o,T values of,
boron-implanted samples after hydrogenation are considerably lower than those
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Figure 3-36. Experimental values of opT vs. implanted concentration: P boron
annealed; @ boron annea1e§ and hydrogenated; @ silicon annealed;
@ ,Csilicon annealed and hydrogenated for 40 and 80 minutes,
respectively

implantations and annealings, and - they reach values comparable to those
reported in Ref. 160. In the case of silicon implantation, a better passi-
vation (lower dark conductivity) seems to be obtained after 40 minutes of
hydrogen irradiation., We believe this might be due to the already observed
effects of hydrogen-related introduction of acceptor-like defect centers
[170]. Figure 3-37 shows the E_ values versus the implanted concentrations.
The boron-doped samples have steadily decreasing EZa values down to 0.27 eV
before hydrogenation and considerably higher values, at higher boron concen-
trations, after hydrogenation. In the case of silicon-implanted samples,
before hydrogenation, the activation energy is constant at about 0.75 eV and
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80 minutes

then abruptlY decreases to about 0.3 eV. for the highest implanted concen-
tration (102! at./cm?). After hydrogenation, E_ becomes constant (0.80-0.85
eV) for the lower doses and increases to 0.94 eV for the higher doses. The
band gap E_ 1is constant at 1.83 eV. Figure 3-38 shows the dark conductivity
pre-exponen gtxal factor o, versus implanted concentration. Whereas in the case
of boron-implanted sampze there is only a moderate decrease in 9y with
increasing dose, 5111con-Lm92lanted 2ample show a large d%crea e, at the
highest concentration of 104* at./cm“. The values of 10 S/cm are
typical of corid/uctxon in the variable range hopping regime [165]. A plot of
n o vs. o T between 200° and -150°C shows a well-defined straight line.
Dark conductivities of boron-doped samples between 200°C and room temperature
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Figure 3-38. Dark conductivity preexponential factor o, vs. implanted
concentration: ® boron annealed and hydrogenated; ® silicon
annealed ‘

show instead the 771 dependence characteristic of the extended state con-
duction. For better understanding of the role of hyifogen on the electrical
characteristicus, the sample doped with boron at 4 x 10 ‘, which was post-
hydrogenated te a high hydrogen concentration of ~lbz (only Si-H bonds
detectable by IR absorption), was then annealed at increasing temperatures
between 150° and 350°C and the oyT was measured. It was observed that o
increased with temperature up to 3%0 °C and then started decreasing again.. ﬁe
think that this behavior qualitatively supports Pankove's model [171] of boron
de-activation by hydrogen. The model, in fact, hypothesizes a transition from
four=- to threefold coordination with the formation of a weaker Si-H bond due
to the perturbation introduced by the presence of the nearby boron.  Sub-
sequent annealing should, as in fact it does, release the hydrogen and restore
the Si-B four fold coordination. We believe that the lower electrical
activity measured by Kalbitzer et al. [160) might be due to a similar effect
of dopant de-activation by hydrogen., This may explain why their samples have
lower conductivities than ours, as we mentioned earlier. From these reported
experimental results, we can draw the following conclusions:
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The damage introduced by the implantation of silicon atoms can be removed
almost coopletely low-temperature annealing (260°C) for implanted doses
up to 102 at./cm °. For the highest doses, however, at which some irre-
versible structural change seems to take place, good electrical and optical
characteristics can be restored by post-hydrogenation.

Boron implantation at room temperatures, followed by annealing at 260°C,
gives good electrical activity and the implantation damage is annealed out,
even at the highest doses. At this regard, however, we should remember that
the damage introduced by the implantation of boron atoms in silicon is very
limited because the mass of boron is small compared to the mass of the
silicon target atoms. ‘

Post-hydrogenation of boron-implanted films gives rise to de-activation of
the dopant. Electrical activity can, however, be restored by hydrogen evo-
lution; qualitatively, tihe data seem to confirm the validity of Pankove's
model [171]. ‘ < ‘ .
Low-energy hydrogen implaatation seems to generate the conditions for highly
enhanced hydrogen diffusion (diffusion coefficient at 200°C ~10~ A more
detailed study of this effect is under way.
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‘4.0 'POLYCRYSTALLINE THIN FILMS

Investigators:
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"J. Tuttle, Staff Scientist

J. Dolan, Master Technician

J. Carapella, Master Technician (as of September, 1989)

6.1. Introduction

The task objectives are to fabricate and investigate promising thin film solar
cell material and devices to contribute to the goals of achieving 15%
efficiency. .The primary goals are (1) to increase the understanding of mate-
rials processes; (2) to increase the understanding of materials and their
‘roperties that are critical to device performance; (3) to investigate a low-
cost, large—area fabrication process, such as electrodeposition} and (4) to
help te solve fundamental problems that will help the CulnSe, technology
become viable.

The task entails the fabrication and characterization of thin films and pho-
tovoltaic devices of ternary and quaternary semiconductor materials. The
approach is to study the fundamental properties of the material and relate
these properties to photovoltaic applications. The material of emphasis is
CulnSe, polycrystalline thin films. Other materials such as CuGaSe, are
studiei for use in conjunction with CulnSe,. We identify and study those fun-
damental material properties crucial to the performance of the device, such as
stoichiometry and defect chemistry of the films; effect of composition and
annealing treatment on the fundamental properties; modification of the phys-
ical and chemical properties of the films to achieve better device performance
parameters, especially open circuit voltage (Voc); feasibility to bring the
electrodeposition of CulnSe, as a low-cost, large-area process to state of the
art.

The expected results are a comprehensive data base and a better understanding
of the properties of CulnSe, and CuGaSe, polycrystalline thin films that are
critical to the device pertformance; the use of the above studies to effect
improved device parameters, especially V, .(0.5-0.6 V); the demonstration of
CulnSe, electrodeposition as a low-cost, farge—area process to produce state-
of-the-art CdS/CulnSe, devices; and the demonstration that the program total
‘results have contributed to the advancement of the CuInSe2 technology.

*4.2 Comprehensive Study of the Optical Properties of Thin Film CulnSe, as a
Function of Composition and Substrate Temperature

4.2.1 Introduction

CulnSe, polycrystalline materials belong to a larger family of I-III-VI

ternary semiconductor compounds, many of which have been studied extensively
because of their potential electro-optical applications [1,2]. Specifically,
CuInSe, is of interest to the photovoltaics technology because of its
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desirable gﬁnd gap (E_ = 1.0 eV) and relatively high absorption coefficient
(a = 10%-107/cm). Pfotovoltaic devices consisting of a polycrystalline
CulnSe,-based absorber are quickly proving to be the most economically viable,
high-e%ficiency thin film soler cell technology, with efficiencies approaching
147 [37. ‘ ’ ’

The electro-optical, structural, and morphological properties of CulnSe,, and
the corresponding .device performance, are highly dependent on film
composition, defect chemistry, and growth parameters such ai sgbscrate
temperature, For example, the bulk resistivity increases from 107 *-10° ohm-cm
with a change in copper content from 26-21 at. % (4].. Additionally, the
cubic/tetragonal phase stability in a related ternary compound, CuGaSe,, has
been shown by both x-ray diffraction [5] and optical techniques (6] to be
dependent on composition. To date, other investigators have reported on the
compositional dependence of various electro-opiical properties of thin film
CuInSe2 (7], such as photoconductivity (8], charge transport [9], thermally
stimulated current [10], and electrical conductivity [1ll].

In this report, the index of refraction n and the absorption coefficient a are
presented, with significant emphasis on the latter. The absorption data are
presented for a wide range of compositions and are related to deposition
parameters and post~deposition treatments. The absorption coefficient and
band gap are of special interest in modeling the observed quantum efficiency
of CdS/CulnSe, devices. Spectral response data indicate poor current genéer-
‘ation in the near-infrared (NIR) region, while electron beam induced current
(EBIC) measurements [12] suggest response deep into the bulk of the CulnSe,.
This behavior, however, is inconsistent with a sharp heterojunction model and
‘the high absorption coefficients previously reported [13,14]. A junction
model that is consistent with the absorption data reported here and spectral
response simulations that agree with actual device measurements will be
presented.

Values for the direct valence to conduction band transition energies, and cor-
responding values for the spin-orbit interaction energy, are extracted from
the absorption data and are related to compositional variations. The exis-
tence of secondary impurity phases in near stoichiometric and copper-rich
material (at. % Cu > 24) is presented and related to observed band-gap
narrowings. As measurement and calculation errors have a profound effect upon
calculations of optical constants, a general error analysis, including the
effects of scattered transmittance, diffuse reflectance, and data analysis
techniques, is discussed in detail.

4,2.2 Experihental Procedures

4,2.2.,1 Film Preparation

CulnSe, thin films were prepared by vacuum thermal evaporaticn of the constit-
uent elements [15] onto heated 1 in. x 2 in. substrates of polycrystalline
Al,04 and 7059 glass. Actual substrate surface temperatures (Ts) of 350° and
458°C were verified by calibration. Two film thicknesses of the same composi-
tion were obtained from a single run by shielding one~half of the gubstrate
assembly during a portion of the deposition. Copper arrival rates were
varied, while indium and selenium arrival rates were held approximately con-
stant in order to obtain compositions ranging from 16 to 26 at. % Cu. This
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composition range roughly represents .the at. Z Cu below and above that of
isolated layers in a multilayer CuInSe2 photovoltaic device [15]. Our results
will, therefore, allow us to characterize any homogenous or discrete mixture
of the initial layer stoichiometries.

Our sample preparation technique [7] effectively produced four compositionally
equivalent samples per run, allowing for multiple analytical techniques. The
quality of films deposited on glass was quite good, with specular appearance
and good thickness uniformity (%5.0%) as measured by a Tencor profilometer.
Thickness determination was also made optically by an iterative technique (see
Section 4.2.2.2). Compositional determination was accomplished by a Cameca
MBX Electron Probe for Micro-Analysis (EPMA) on film portions of thickness
t > 1.0 ym to within #0.5 at. %X. To assure a goocd compositional correlation
between films of different thicknesses, several very thin films
(t = 150-300 nm) were analyzed by quar.. itative Rutherford backscattering (RBS)
to within *0.2 at. %.

. Hereafter, the notation Cu/In/Se utilized in the text and the figures will
represent. the composition of the film in atomic percent of the constituent
elements. In cases where appropriate, the composition will be followed by the
thickness of the film in Angstroms (A) and the substrate temperature during
deposition in degrees centigrade (°C).

4.2,2.2 O@cical Analysis

Optical measurements were performed with a 5240 Beckman spectrophotometer in
the NIR and visible (VIS) wavelength (i) range, 500-2000 nm, with an integrat-
ing sphere to -measure diffuse and total reflectance (Rd “and R,
respectively) and scattered and total transmission (T f ¢y respec-
tively). The lower-wavelength/high-energy limit is SLgnxflcant 1n that it
represents the cutoff of photon penetration to the CulnSe, absorber in a
CdS/CulnSe, device structure. Data were acquired and stored at intervals of
1 om in the VIS up to 800 nm, and 4 nm in the NIR above 800 nm. Reflectance
measurements were normalized to the absolute reflectance of a BaSO, plate used
in the reference beam. To obtain measurable transmittance data well above the
band edge, film thicknesses in the range of 150-400 nm were utilized for
analysis. For better accuracy below the band edge, where Teot s 100%
for very thin films, several films of thickness t > 1.5 um were anaEy ed down
to 800 nm.

To calculate the optical constants from the acquired data requires formulas
that relate measured values of Reoes T;ot’ and t to the real and imaginary
components of the index of refraction (f = n - ik) for an absorbing film on a
transparent substrate. The extinction coefficient k is related to a by the
expresgsion a = 4nk/A. We will primarily speak in terms of the latter when
presenting data. Several authors have discussed methods for the determination
of optical constants and thicknesses of thin films in this manner [16-18].
The common approach is to consider the reflection and transmission of light at
the three interfaces of the air/film/substrate/air multilayer system and
express the results in terms of Fresnel coefficients. For transmission at
normal incidence and reflection at near-normal incidence, the multiply
reflected amplitudes can be summed to infinity without significant error.
(The equations, expressed in the form f,(n,k)= (1+R)/T and f,(n,k)=(1-R)/T, are
given in Section 4.2.5 for reference.)
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An unfortunate complication associated with these relations is the existence
of multiple solutions .for singular values of R ot ? Ttot’ and t. We may
readily solve F,(n,k) = f,(n,k) - (1-R)/T = 0, Einding singular values of
k for a fixed value of n. However, the functional nature of F,(n,k) = f,(n,k)
- (1+R)/T, with k fixed, is oscillatory about F, = 0. The result is muiciple
solutions for n with a given k. In rare instances, we can extract from the
results a continuous dispersion curve, n vs. A. In most ¢ases, however, we
must delve deeper :into the problem. For example, a measurement error in
thickness of as little as lX can produce a bifurcation of the dispersion curve
in the neighborhvod of the band edge. Denton et al, [17] described a method
to eliminate discontinuities of this origin by varying the value of t about
the measured value until an acceptable dispersion curve results. The resul-
tant value of t therefore corresponds to the exact thickness of the film,

This technique was utilized with some success for CulnSe, thin films in this
study that were predominantly single phase, and the results for one such film
will be presented. The situation, however, is further complicated if the sam-
ple contains a significant amount of a seconfary phase or exhibits excessive
sub-bandgap absorption or both. In the dis¢ussion, we will show that near-
'stoichiometric and copper-rich films appear to contain a Cu,_.Se secondary
pha.e. By a significant amount, we mean matirial sufficient to dominate the
bilk conductivity, In such a case, the iterative technique described here

fails as well.

To maintain continuity among results in our) study, we will not utilize the
iterative technique beyond the cursory examination that will be presented.
Instead, the issue will be addressed in a lseparate publication. We feel
confident in doing so because comparative calculations indicate there is
little error incurred in determining k with a fixed value of n over the wave-
length region of interest. The values for 'the absorption coefficient pre-
sented heve will therefore be singular solutions to the relation F,(n,k) =0
with n = 2,9. This value of n represents, approximately, the median of index
values presented in the literature [19,20].

There has been some discussion in the literature concerning the applicability
of Denton's formulas to ''non-ideal" thin films {(i.e., films with non-zero
surface roughness) [18,21-23)., The formulas are based upon coherent radiation
normally incident on a perfectly smooth surface and account for multiple
interface Fresnel reflections. The general argument is that artificial
enhancement of the extinction coefficient can occur due to destructive inter-
ference between the specular and coherent noh-specular components of reflec-
tion. There are modifications to these formulas which account for these phe-
nomena, but they are limited by their neglect of non-normal components of
scattered radiation and the condition that the root-mean-square surface
roughness divided by the wavelength o/A is << 1, The latter condition is not
satisfied for moderately rough films in the visible range. These shortcomings
are addressed in this study by the measurement of diffuse and scattered com-
ponents of reflected and transmitted radiation. Data will be presented
characterizing the significance of Tocatt and Ry:ec  for different
compositions, as well as an analysis of the potential errors incurred by
ignoring these components. (For a more comprehensive discussion of scattering
phenomena, the reader is referred to Haas and Thun [24].)
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4.2.3 Results ahd Discussion

4.2.3.1 Total Transﬁittance‘and Reflectance

T, (A) and R_ (1) spectra for two compositions of thin film CulnSe, are
sﬁown in Figure 4-1. The data presented here have been normalized according
to the procedures described earlier. Included in the figure is the scattered
(diffuse) component of transmission (reflection) for the copper-rich film.
The behavior of this data is representative of the two regimes of composition
that will be discussed throughout the paper. ‘

Two observations can be made about their relative differences. First, near
stoichiometric/copper-rich films exhibit an onset of absorption at higher pho-
ton wavelengths than do copper-poor films, which manifests as a lower "effec-
tive" band gap. Second, diffuse reflectivity and scattered transmittance are
observed in the measurements, the most significant of which occurs for copper-
rich film compositions. This is easily understocd if we inspect the film
surface morphology by scanning electron microscopy (SEM) of samples from each
regime (Figure 4~2). The copper-poor film is smooth and specular in nature,
while the copper-rich film is rough and appears dull to the naked eye,
According to Bennett and Porteus [25], the chFtering amplitude will increase

{
with ¢ according to the relation 1 - e (4ma/2)%,

A simple means of quantifying the scattering phenomena is to plot the ratio of
scattered to total transmittance above, at, and below the band edge (Fig-
ure 4~3). For wavelengths greater than 1300 nm, a baseline scatter level of
2%-5% is observed for all compositions. At 800 nm, the trend is significantly

different, with copper-rich films exhibiting up to 172 scatter. The ultimate
effect of the scattering is to increase the effective radiation pathlength in
the macerial  and thus alter the film thickness appropriate for the
calculations. This will not, however, produce significant error in our calcu-
lated absorption coefficients.

Of special interest to photovoltaic device performance is the scatter observed
in a CdS/CuInSe2 multilayer system. Data for such a system, consisting of a
3.0-um window layer of CdS deposited on a very thin film of CulnSe,, are
included in Figure 4-3. Throughout the transparent region of CdS, the
scattered component of transmission for the multilayer system is significantly
greater than that of an isolated CulnSe, thin film, ranging from 8% at 1800 nm
to 28% at 800 nm. If this phenomenon carries over into actual CdS/CuInSe2
devices, the impact is to effectively decrease the depth of photon penetration
and subsequent carrier generation. At present, this effect is not quantifiable
since we do not know the angular dependence of the scattering.

4,2.3.2 1Index of Refraction i = n - ik

Calculated values of the absorption coefficient a for a range of film compo-
sitions deposited at T_ = 350°C are plotted in Figure 4-4. Although measure-
ments were made down to 500 nm on most samples, little variaticn among dif-
ferent compositions is observed below 800 nm. We, therefore, will concentrate
our analysis in the NIR (800-2000 nm). Near the band edge (0.9~1.4 eV), for
the data gathered in this study, there is a decrease in a with copper concen-
tration for copper-poor compositions. For near stoichiometric and copper-rich
material which exhibit degenerate, free-carrier-like electrical properties,
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Figure 4-1. Transmission/reflection spectra for two compositions of thin film
CulnSe, (at. Z Cu/In/Se, thickness, T_). (a) 22.2/25.4/52.4,
1780 & 450°C; (b) 25.7/23.9/50.4, 3550 &, 350°c.
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Figure 4-2. SEM micrographs of copper—poor and copper-rich thin film CulnSe
on 7059 glass substrates. (a) 22.2/25.4/52.4, 1780 &, 450°C; (b%
26.0/24.0/50.0, 2960 &, 350°cC.
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'Figure 4~3. Ratio of T c t:rer/Tt: ¢ V8. wavelength for four compositions of
thin film uinSe:Z and a Cds/CulnSe, multi-layer structure.
(a) 22.2/25.4/5254, 1780 &, 450°C; (b) 24.2/25.0/50.8, 1850 &,
350°C; (c¢) 25.7/23.9/50.4, 3550 &, 350°C; (d) 25.0/24.6/50.4,

3560 &, 350°C; (e) 21.9/26.5/51.7, 1700 &, with 3.0 um CdS.

significant sub-band-gap absorption 1is observed. For copper-rich material
only, the absorption curve exhibits unusually flat behavior at about 1.0 eV,
or slightly above the "effective" band gap of the material.

At a substrate temperature of 450°C, a similar trend in a with composition is
observed. However, a narrow region of composition appears to exhibit a marked
difference. For material with 24 < at., % copper < 25, films grown at 350°C
exhibit significant sub-band-gap absorption whereas films deposited at 450°C
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Figure 4-4. Absorption coefficient a vs. incident photon energy for four
compositions of thin film CulnSe, .deposited at 350°C

do not (Figure 4-5), The phenomenon of sub-band-gap absorption in thin film
CuInSeé, is believed to be related t» the presence of the secondary phase,
Cu,_,Se, at grain boundaries and free surfaces. The variation seen among
di%ferent substrate temperatures suggests a detailed balance between incident
copper fluxes, T_, and the consequent formation of this secondary phase.
These effects wilf be discussed again later.

The decrease in a with copper concentration observed in the moderately absorb-

ing region just above the band edge is not completely understood at this time.
A variation in n sufficient to produce these differences is unlikely, though
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Figure 4-5. Absorption coefficient of similar compositions of tbin film
CulnSe, deposited at different substrate temperatures.
(a) 24.8/25.1/50.1, 350°C; (b) 24.1/25.1/50.8, 450°C.

it has not been ruled out. In Figure 4-4, the absorption data for all composi-
tions converge at the energy extrema, implying similar band gaps and densities
of states away from the gamma (I') point. A more likely candidate, therefore,
is a perturbation of the band structure near the [-point. This perturbation
is related to the quantity and nature of the defects, which include vacancies
(Vo,? and anti-sites (Incu) [26] in heavily compensated copper-poor material.
A structural versus compcosition study under way is expected to lend additional
insight into the dependence,
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For comparison purposes, absorption data from two additional sources are shown
in Figure 4-4, The data by Meakin [13] are compiled from various sources on
both single-crystal and polycrystalline thin film material. The most signifi-
cant differences observed from the data reported here are near the band
edge. This will have a dramatic effect on spectral response simulations, as
will be discussed in detail below. The second data set originates from
scanning ellipsometry measurements made at AT&T Laboratories [20] on single-.
crystal material fabricated elsewhere. In this case, there is good agreement
with the absorption data presented here for thin film material.

An alternative means of corroborating the absorption data reported here was to
investigate the effect of thickness on the optical properties of polycrystal-
line CulnSe,. As we described earlier, the film preparation technique used
produced compositionally equivalent films of different thicknesses (e.g.,
0.20 um and 1.20 um). Two such films were measured, and a comparison of the
resultant absorption spectra indicated no differences.

For selected films, the real and imaginary parts of the index of refraction
can be determined simultaneously. There exist multiple branches to the solu-
tion curves for n, as previously discussed. The branches converge, producing
a nearly continuous n versus ) dispersion curve, when an appropriate value for
the film thickness is utilized in the calculations. This convergence phenom-
enon is exhibited in Figure 4-6, where data are presented for a copper-poor
film deposited at 450°C. One branch, shown as the broken line, represents. a
disallowed solution and is discarded. The allowed solution for n shows only
mild fluctuations in this wavelength range. This would suggest that the
decision to fix n at 2.90 for the calculations was quite reasonable. Included
in the figure are single-crystal data as determined by ellipsometry [20].

4.2.3.3 Transition Energies

Values for the direct wvalence tn conduction band transitira energies, and the
corregsponding valence band splitting due to the spin-orbit interaction, can be
extracted from the gptical data. The fundamental transition E_ is derived by
extrapolating (ahv)“ versus hv to the photon energy axis intgtcept. This 1is
illustrated in Figure 4-7, with obvious differences noted between copper-rich
and copper~poor samples. The range of calculated direct-band-gap values 1is
0.95 eV to 1.01 eV (Figure 4-8), With only a few exceptions, all samples
fabricated at 350°C have transition energies less than 0.99 eV, while films
fabricated at 450°C exhibit transition energies above 0.99 eV. The exceptions
are for copper-rich material (x > 0.5) fabricated at 450°C (E_ = 0.96 eV) and
for very copper-poor material (x < 0.45) fabricated at 350°C (Eg ~ 1.9 eV).

The lower values of the fundamental transition energies and the unusual flat-
tening of the (ahv)“ versus hv curve above and below the primary cransition
appear only in the analysis of near stoichiometric and copper-rich material.
The origin of these features is suspected to be the Cu -gSe secondary phase,
though the exact causal relationship has not been determined. It ig known that
sufficient amounts of Cup_s8e will dominate the conductivity of polycrys-
talline CulnSe, since the phase is degenerate p-type. The consequence is
tailing in the valence band, band gap narrowing, and possibly free-carrier-
like absorption. ‘
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The presence/absence of Cu,_,Se in our films can be rationalized as follows: -
At a' T_ of 450°C, the formation of Cuy_gsSe is not favorable until there is an
excess of the copper species at the substrate surface, above that which is
necessary to create stoichiometric material; at a T_ of 350°C, the formation
of Cu,y_,Se is more favorable and proceeds until the local surface concen-
tration of copper is severely depleted. The demarcation line for this phe-
nomenon is at at. ¥ copper = 23 (0.45 < x < 0.48). We have confirmed the
presence of this phase by applying selective chemical treatments, such as
cyanide, to remove it and subsequently observing a drop' in sub-band-gap
absorption and an increase in extrapolatea transition energy values
(Figure 4-9). The increase seen for this copper=~rich sample is 0.02 eV.

For copper-rich material, the data above and below the primary transition in
Figures 4=7 and 4-9 are characterized by variable regions of constant slope in
the (ahv)¢ versus hv curve. In some cases, the intermediate linear region is
characteristic of a direct allowed transition of 0.88 eV, but we are unable to
identify its source. Cu,Se, the logical secondary phase, has a band gap
greater than 1.0 eV. When this transition is extrapolated above 1.0 eV, the
fundamental edge of the CuIlnSe, shifts, in this case, from 0.97 to 0.99 eV.
In other films, however, the absorption data in this region cannot be fit to
any transition model. It is reasoned, therefore, that these regions actually
represent a single band-band transition where the parabolic model is only
valid at- the onset of absorption and deviates in k-space away from the zone

center, ‘

By assuming an additive absorption model and through extrapolation of the pri-
mary transitio- in copper-poor material to higher energies, a second transi-
tion is obser ed in the range 1.17-1.22 eV, indicating a spin-orbit valence
band 'splittiny (4,,) of 0.21-0.24 eV [Figure 4~10(a)]. In Figures 4-10(a) and
4~10(b), a' represents the difference between the calculated values of the
absorption coefficient @.a1c and the extrapolated value Srom the primary tran-
sition, Ooytrap® L0 the other compositional regime, it is the intermediate
rather than 34 primary transition that is extrapolated in order to calculate
a' [Figure 4-10(b)]. For these films, the linear behavior of the (a'hv)< and
the accurate values for A__ extracted support the conjecture made earlier con-
cerning the nature of the intermediate transition,

The values for the spin-orbit splitting calculated here are in good agreement
with single-crystal values reported elsewhere [l]. There is only a mild
dependence of the splitting on stoichiometry, the higher values representing
near stoichiometric and copper-rich material. Since the built-in compressive/
dilative distortion of this compound along the c-axis is negligible, crystal
field splitting is not observed.

4.2.3.4 Device Modeling

In order to substantiate the optical absorption data presented here, we need
to explore its ramifications on the performance of an actual CulnSe,-based
solar cell. In the context of this report, it is not appropriate to approach
the modeling of this device in great detail. The reader is referred to works
'by Béer [27] and Rothwarf [28] for in-depth analyses of CdS/CuInSe2 hetero-
junction devices. Instead, we will present a simple heterojunction model that
will predict the internal quantum efficiency of this device and compare the
resulting spectra with actual data obtained by spectral response measurements.
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In order for this discussion to be complete, some details of the device fabri-
cation procedure will be presented. "'For a complete diseuasion of the proce-
dures, the reader is referred to Mickelson and Chen [4{%]. The most common
CdS/cCulnSe, thin film device structure is shown in Figure 4-11 in the form of
a cross~gectional SEM micrograph. The CulnSe, absorber layer is fabricated in
a "bi-layer" structure. The first layer of CulnSe, (2.5 um) is evaporated at
Ty = 350°C and is copper-rich, typically 25.4/24.9/49.7, in order to establish
good electrical contact to the molybdenum back electrode. The second layer
. (0.8 um) 1is evaporated at T, = 450°C and is copper-popr, typically
19.5/28.5/52.0. The copper~poor layer is very resistive (= 107 Q=-cm) and is
necessary to establish a good interface with the CdS window Llayer. The
resultant composite structure has a composition of 23.5/26.0/50.5 and can be
considered quasi-homogenous throughout the bulk, with a graded copper-poor
layer at the interface. The variation in composition that is geen in the bi-
layer structure is the primary driving force for determining the electro-
optical properties of CuInSe, as a function of stoichiometry.

Superimposed on the micrograph is a junction electron-beam-induced current
(JEBIC) linescan representing the charge collection efficiency profile of the
heterostructure., (The JEBIC measurement technique is described in detail else~-
where [12,30].) The peak in the charge collection efficiency is considered
the device junction and, in this case, resides in the CulnSe, absorber. It is
generally accented that the device is a one-sided heterojunction, with one
edge of the space charge region (SCR) coincident with the heteroface. There
is some disagreement, however, as to the spatial extent of the SCR, W, and the
value of the diffusion coefficient of minority carriers L, in the CulnSe,.
From the JEBIC linescan presented here for a typical CdS/CulnSe, device, one
can extract a W value of 0.4-0.6 um and a Ld of 0.5-1.0 um [3l]. As we will
show, the resultant spectral response simulations will depend upon the values
of W and Ld chosen together rather than separately.

Figure 4-11. Cross sectional SEM micrograph of CdS/CulnSe, device.
Superimposed is a JEBIC linescan of the device.

129



TP-3675

S=RI ¥

A few additional assumptions are made concerning the charge collection effi-
ciency of the device structure. Within the SCR, the collection efficiency is
considered to be unity and recombination within the SCR is neglected. Outside
the SCR, the collectisp efficiency drops off with x (the point of e-h pair
generation) as e~ (x=x;)/ where x; is the location of the edges of the SCR
within the CulnSe,. In this model, x) = 0 and x, = W. A charge collection
profile with L, = 1.0 um is presented in Figure 4-12 as the dashed line.
Given the junction profile and the absorption spectra a«(A), we can calculate
the spectral response by convoluting the normalized EBIC signal J(x)/J, with
the optical generation function G(x) = a(r)e “®*%*/, A plot of G(x)/a for
different values of a is shown in Figure 4-12, The resulting equation for the
spectral response QE(A) for light entering through the CdS, to an absorber of
thickness d, for a one-sided heterojunction, is given by

d |
QE()‘) = j' j(x) G(X)e-a(k)‘xdx
o "o
| Y ) 4 _ooox ~W/Ly
=a(d) | [ M ®4x + [ 79 Mx dx
o W
) a(Aw (w/Ld = a(r)d - d/Ld)
=1 - ETTTE;_:—T e + u(A)Lde

With this relationship, and the a()) data files at 4-nm intervals, we can
generate QE(A) spectra for different values of L, and W. In the calculations
that follow, the value of absorber thickness d utilized is 3.5 um and the a(A)
spectra is from a sample of composition 23.7/25.2/51.0. In Figure 4-13, a
QE(A) simulation is performed, with L, = 0.7 um and W = 0.5 um, exhibiting
good agreement with a CdS/CuInSe2 device fabricated at Boeing. Similar agree-
~ment is achieved for a continuum of L, and W values, as exhibited in Curve A
of Figure 4-14, The substantial data base of devices measured by EBIC
suggests a tlarrow region of allowable values, indicated by the shaded region.

If we consider L, and W values within the shaded region and utilize a(})
spectra presented by Meakin (Figure 4-4), the resultant QE(A) spectra is 900-
1300 nm, a responge that is far too high in the NIR (Figure 4-13). By perform-
ing a similar series of QE(A) calculations with this a(A) data as described
before, one obtains a second continuum of L, and W values (Curve B, Fig--
ure 4-14) that produce consistent QE(A) spectra. There does not appear to be,
however, any combination of Ly and W that is observed in the device analyses.

The absorption data presented here are consistent with the charge collection
configuration and the measured spectral response observed in actual high effi-
ciency CdS/CulnSe, devices. Although the heterojunction model utilized in
this analysis neglects some observed device phenomena, such as SCR recombi-
nation, we are confident that the consistency of the calculated QE(A) and the
measured internal QE(A) is justifiable proof of the argument presented.
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Figure 4-12. Plot of the normalized optical generation function (solid line)
and EBIC junction profile vs. distance from heteroface (dashed
line) in a CdS/CulnSe, device structure
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Figure 4-13. Internal quantum efficiency of a CdS/CulnSe., device (a);
comparative simulations, QE(A), utilizing a%sorption data
presented here (b) and from Ref. 13 (c).

4,2.3.5 Error Analysis

Absorption coefficients for thin film CulnSe, presented here are significantly
lower than previously published data. It would seem appropriate, therefore,
to examine potential scurces of error in our experimental procedures. The
three obvious choices are errors in measurement, errors in calculation, and
errors in interpretation. As we have attempted to be objective in our presen-
tation of the data, so the latter choice will be left up to the reader. As
for the former two, they are in many ways intimately related. We will
separate them in the context of measured and non-measured quantities.
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Figure 4-14. Cross—sectional SEM micrograph of a CdS/CuInSez device.
Superimposed is a JEBIC linescan of the device.

Measurement error has several originsg. There is systematic and random mea-
surement error which can be introduced by either the instrumentation or the
operator. Probable sources of systematic error in our system include 0% and
100% baseline, reference beam reflectance, and losses associated with non-
absorbed light. We will briefly consider the first and second sources and
follow with an analysis of the third. Other sources of systematic and random
error include non-linearity of the detector, random noise, and the process of
signal conversion/transfer. In this analysis, the magnitudes of these sources
can be considered negligible.
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As part of the experimental procedure, we correct the first and second pos-
sible sources prior to data analysis so they can safely be disregarded. This
correction is accomplished by normalization to a measured 0% and 100% T,
.reference line and a National Bureau of Standards BaSO, reflectance standard,
respectively. Consequently, only losses associated with non-absorbed llght
need be considered as a source of systematic error in our measurements. The
minimization of 1losses related to non-absorbed radiation 1involved the

. positioning of the sample relative to the beam such that the reflected and
transmitted intensities were a maximum. In this analysis, we have considered
losses that account for up to 5% of the measured R, p and T, . spectra. An
example of such a loss would be uncollected scattered Cransm1CCance and
diffuge reflectance.

Figure 4-15 illustrates the effect on the calculated values of a of several
measurement error types Jor representative copper-rich and copper-poor films.
Included in the figure is the result of a *10% error in the measurement of
thickness. This calculation is based upon a fixed value of n and does wnot
address the n versus A dispersion issue discussed earlier. Aa(A) is simply
calculated as the difference la(i) = a'(A)l, where a'()) is calculated with
modified values of the dependent variables. One can conclude that the domi-
nant source of error is uncollected transmittance, such as scatter, that
occurs at energies at or below the fundamental edge. In this region, however,
a is small so the absolute error is also small. For copper-poor films, fail-
ure to measure scattered transmittance manifests itself in artificially high
absorption below the band edge (Figure 4-16). For copper-rich films, measure-
ment of scattered and diffuse radiation components reduces, but does not
remove, the subgap absorption artifacts that are observed. For all composi-
tions, the effect of errors for photon energies above the band edge becomes
negligible.

Calculation error has several origins in this study. The effects of scatter
on the calculations were discussed earlier. The primary source is the index
of refraction value that is fixed at 2.9 in these calculations. Near the band
edge and in the ultraviolet (UV), we can expect the index of refraction to
deviate from its value in the transparent region. This was observed in Fig-
ure 4~-6 for a copper-poor film that is predominantly single phase. Prelim-
inary calculations for near stoichiometric and copper-rich material suggest a
slightly larger deviation within the absorbing region. For the purpose of
discussion, a deviation in n of * 1.0 is investigated in Figure 4-17, with
some variation in a oObserved. The upper and lower curves in the figure,
representing solutions to Fz(n,k) = 0 with n = 1.9 and 3.9, can be considered
an envelope within which a must lie. A variation in n, therefore, can be con-
sidered a probable cause for the unidentified kinks observed in the a versus
hv curves for copper—rich material. The effect, however, 1is difficult to
verify due to the discontinuous nature of the n versus A dispersion curve for
multiphase material.

When considering the error mechanisms discussed and the magnitudes of a in the
different wavelength regions used for analysis, gross errors probably do not
exist. We can therefore conclude that the experimental and data analysis
techniques utilized in this study to calculate the absorption coefficient of
thin film CuInSe2 are quite acceptable.
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Figure 4-15. Relative error in calculated a induced by measurement error for
a copper-rich (dashed line) and a copper-poor (solid line)
film. (a) 1% and (b) 5% error in T ., (c) 10% error in
thickness.

4.2.4 Conclusion

The values for a presented here represent upper limits on the absorption coef-
ficient for thin film CulnSe,. Although minor variations are observed among
different compositions and growth parameters, the optical properties of the
material are dominated by the degree and manner of polycrystallinity, such as
rough surfaces and secondary phases at grain boundaries. The values for the
band gap and spin-orbit interaction energies can be accurately extracted from
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the optical data. The determination of optical constants of thin films from
transmission and reflection measurements without significant error requires
attention to diffuse and scattered components.
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When correlated with observed junction profiles, the optical data agree well
with measured CdS/CulnSe, device spectral response. The data also provide
useful insight into the effects on device performance of a multicompositional
profile within the absorber layer and of photon scattering within polycrystal~-
line materials.
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4.2.5 Appendix A

For a gingle absorbing film on a transparent substrate, the formulas relating
the measured values (at normal incidence) of Rioe? Teor» and film thickness ¢t

to the real and 1maglnary components of the index of refraction for the
absorbing film are given by:

fl(nl,kl) =
4R . 1 [(n +n) +k ){(nz+n2+k2)dosh20 +2(n,n,)sinh2a }
T 2,,.2 17271 1 172 1
4n_n,(n7+k])
021
o, |
+ (n0 n ){(n +k )cos Zyl f 2n2klsxn 2y1}]
fz(nl,kl) = ) ‘ |
1-R _ - 1 2.2, .
T 2, 2 [nl{(n1+n2*k1)slnh2al+2nln2cosh2al}
2n (n )
+ k {(n2 §+k )sanYl + 2n2k1c03271}]

where Yl = (2mvy7,8%), a; = 2m< v AN with the absorption coefficient
o = alltl, ny - ik, is the complex refractive index of the film being mea-
sured, A is the wavelength at which R and T are measured, n, - ik, is the
complex refractive index of the substrate (k2 = 0), and ng is the refractive
index of air (i.e., ng = 1.

4.3 Characterization of Thin Film CuInSe2 and CuGaSez. The Existence and
Identification of Secondary Phases

4.3.1 Introduction

Photovoltaic devices consisting of a polycrystalline Culn <041 ~baged
absorber are quickly proving to be the most economically v1ab1e, high-
efficiency, thin film solar cell technology. 2Zn0/CdS/CulnSe, solar cell
devices presently exhibit efficiencies exceeding 14% [32]. The electro-
optical, structural, and morphological properties of CulnSe, and CuGaSez, and

- the corresponding device performance, are highly dependent on film compogi-
tion, defect chemistry, and growth parameters (such as substrate temperature)
and are dominated by the degree and manner of polycrystallinity (such as rough
surfaces and secondary phases at free surfaces and grain boundaries). The
abgsorption coefficient o and band gap are of special interest in modeling
the observed quantum ef fficiency of CdS/d%InSe devices. (A complete treatise
on this subject is presented elsewhere [33-35%, including details on material
fabrication, data acquisition and analysis, and device modeling.) In this
report, the relationship between observed sub-band=~gap absorption in copper-
rich CulnSe, and CuGaSe, films, hereafter referred to as Cu(In,Ga)Se,, and the
presence of a Cu,_sSe secondary phase are discussed. By analyzlng isolated
Cu,_gSe thin films, it is possible to speculate on the concurrent growth
mechanism of the two materials and estimate the volume percent constituency of
the secondary phase.
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The presence of Cu ¢Se is not, however, limited to copper-rich compositions
of Cu(In, Ga)Se . %ts presence is observed optically and by chemical treat-
ments in CApper-poor material, though there appears to be a substrate tempera-
ture dependence {34]. This would suggest a detailed balance between incident
copper and selenium fluxes, substrate temperature, and the subsequent forma-
tion of the secondary phase, either intragranular or at grain boundaries and
free surfaces. The general argument concerning the formation of the phase is
based on valence stoichiometry and the formation of anti-site defects, in this
case Cu,_ [36). When there is a concentration of copper in the solid solution
above tﬁat which is required to form stoichiometric Cu(In, Ga)Se,, the excess
can be accommodated either by copper interstitials (Cul) secondary phase pre-
cipitates, or Cu n anti-site defects. The latter condition is not allowed, as
it would force tﬁe average number of electrons per atomic site to be different
than four, a condition that cannot be balanced by cation vacancies (V ) as is
observed in the corollary situation with an excess of In. Although tge ther-
modynamics of the gas and solid phase reactions .is beyond the scope of this
report, it is reasonable to conclude that the reaction will favor the forma-
tion of a Cu,_,Se precxpltate 0ver Cu due to the abundance of the selenium
species in the local environment. il investigation of this issue, as well
as that of phase identification‘and characterlzatlon, will be the subject of a
future publication. In this communication, the problem will be addressed
first by examining evidence for the presence of Cu -gSe, followed by a brief
structural and optical characterization of a mixed phase Cu,_.Se thin film and
a discussion of chemical treatments targeting its removal, ang then finally by
proposing a basic microstructural model that may aid in explaining the
observed optical phenomena.

4,3.2 Results and Discussion

In Figure 4~18, the absorption coefficients for thin films of CulnSe, and
CuGaSe, of various compositions and Cu,_.Se(§ = 0.15), deposited omn trans-
parent substrates at temperatures ranging from 350° to 500°C, are presented.
Significant sub-band-gap absorption is evident in near stoichiometric and
copper-rich films, indicative of valence band tailing, the presence of a sec-
ondary phase, or both conditions. Very copper-poor films, on the other hand,
exhibit sharp optical transitions indicative of nearly single-phase material.

To understand the 0ptical‘and phase behavior of thin film Cu,_sSe, the mate-
rial (s 1.0 um) was deposited in vacuum by coevaporation of the constituent
elements onto heated (400°C) 7059 glass and Mo/Al 03 substrates. The resul-

tant films were analyzed by EPMA and were found to have a § = 0.15. The films-

appgared gilver-blue and exhibited bulk resistivity (p) on the order of

Q~cm. The films were subsequently characterized by spectrophotometry in
the NIR and by powder x-ray diffractometry (XRD) from 26 = 10-110. The
optical results in the form of absorption coefficients are presented in Fig-
ure 4-18 and suggest semimetallic behavior.

The results of the XRD measurements are given in Figure 4-19 for a portion of
the diffraction spectrum. The films deposited on glass exhibited preferred
orientation, while the films simultaneously deposited on Mo/Al 04 substrates
appeared to be of a mixed amorphous/microcrystalline nature. hree distinct
families of phases have been identified (in order of maximum peak intensi-
ties): cubic Cu2 Se, orthorhombic Cu,Se, and cubic CuSe,. Within the cubic
Cu2 sSe family, three compounds are reported by the Joint Council on Powder
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Diffraction Studies (JCPDS): & = 0.0, 0.15, and 0.25, the latter being
reported as Cu,Se, with lattice parameters approximately twice that of the
others. An exact identification of the phases present has not been achieved
and may prove to be very difficult due to scarcity of cumprehensive data. With
the similarity of lattice parameters, ao = 5.782 & and 5.739 4 for CulnSe, and
Cuy gsSe, respectively, it seems logical to conclude that the cubic phases of
Cuy. ge are the most likely candidates for nucleation and growth on the grain
bounaaries of Cu(In,Ga)Se,. The very nearly identical values of ay in Cuy_sSe
and CulnSe,, however, make XRD detection in thin films of the mixture very
difficult due to the overlap of diffraction peaks. In very copper-rich mate-
rial, though, a peak is observed at 26 =z 30.93, which corresponds to either
the (002) line for CuZ_GSe, or 'the (200):(004) doublet in CulnSe,. The peak
does not appear in material with at. % Cu < 27, guggesting the secondary phase
as the likely origin. ‘

In the CuGaSe,:Cu,_gs5e system, the situation is a bit more promising. The
lattice parameter for CuGaSe, (a, = 5.612 &) is sufficiently different to
allow for resolution of related tetragonal and cubic peaks. A recent publiéa-
tion [37] on the composition/structure relationship in thin film CuGaSe, has
identified two peaks associated with the Cu;S¢, phase mentioned above.

To verify the presence of a Cu,_,Se phase, NaCN-based chemical treatments
selective to its removal have been applied to copper-rich material and the
resulting film characterized for electrical, optical, and compositional
changes [34]. The results are presented in Figure 4-20 and indicate, for
treated material, a substantial drop in sub-band-gap absorption with a corre-
sponding rise in the extrapolated band gap [34], a 10-1000 times increase in
bulk resistivity, and a change in composition of copper and selenium in the
ratio of about 2:1, suggesting a loss of Cu,_sSe. Similar effects are
observed in CuGaSe2 films as well [35,37].

With this analysis in mind, we formulated a microstructural model on the
growth and coexistence of a Cu,_gsSe secondary phase in thin film Cu(In,Ga)Se2
as a function of measured copper content (Figure 4-21). However, for near
stoichiometric and copper-rich films, this value is not representative of the
copper stoichiometry of the CulnSe, phase. For very copper-poor material
(at. Z Cu < 22) with high bulk p, the microstructure is characterized by small
single~phase grains and with a conduction mechanism exclusively across grain
boundaries. For intermediate bulk values of p and compositions 22 < at. % Cu
< 25, the microstructure appears as predominantly single phase with larger
grain sizes and with an increasing amount of Cuy_4Se at grain boundaries. The
relative amounts of each phase will be a strong function of both the elemental
fluxes and- the substrate temperature during film growth. The conduction
mechanism is still predominant across Cu(In,Ga)Se, grain boundaries, although
for near stoichiometric compositions percolation within the Cu,_,Se matrix is
possible. The Cuy_sSe may or may not contribute to the absorption of light.

For copper-rich compositions, the microstructure may take on a profoundly dif-
ferent character. The near stoichiometric grains are now bathed in a matrix
of Cu,_,Se sufficient to dominate the conductivity. This becomes clear din
material with at. Z Cu > 27 following NaCN treatments in that the films appear
to disintegrate, leaving undissolved CulnSe, particles in golution, Signifi-
cant photon absorption by the Cupy_sSe is now expected and is observed for
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copper-rich compositions in Figure 4~18.

When we consider the material in a

device configuration, it is important to note that the absorption is of a free
carrier nature in the semimetallic Cu,y,_sSe and therefore will not produce

photogenerated carriers.

To quantify the Cuy_4Se content of the films, we refer back to the optical
measurements presente
which the sub-band-gap absorption could be fit to a volume percent of Cuy_sSe,

in Figure 4-18.
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as the phase will be the only contributing factor to absorption below the band
edge. By adjusting the film thickness value used in the calculation of a of
the secondary phase, the resulting absorption spectra can be fit with that
measured in the mixture. For the near stoichiometric and copper-rich films of
Figure 4~18, the volume percent can be estimated to be in the 5%-15% range.

Although these preliminary experiments are not comprehensive in nature, they
do present a picture suggesting that Cuyl sSe plays an important role in the
electro-optical and structural behavior of thin film CulnSe, and CuGaSe2
deposited by vacuum evaporation.

4.4 Composition and Substrate Effects on the Structure of Thin Film CuGaSe,

4.4.1 Introduction

Ternary semiconducting compounds of composition AlBIIICYT and of chalcopyrite
structure have received a great deal of interest because of their potential
electro-optical applications. Thin film solar cells based on polycrystalline
CulnSe = 1.0 eV) have demonstrated efficiencies exceedlng 14% [38). How=-
ever, éuGage with a band gap of 1.67 eV has shown less promise in stand-alone
devices. A candem arrangement of both ternary compounds could increase effi-
ciencies considerably, with theoretical calculations, at AM 1.5 and global
reference spectrum (ASTM E 892) at 1000 W/mz, vielding efficiencies above
33% [39].

Studies on the opto-electronic properties of CuGaSe, thin films of various
compositions have been published [40-42]. Albin et al. [43] have studied the
XRD pattern of CuGaSe, thin films evaporated onto Al,0; and Corning 7059
glass. They note in their study that the (112) peak undergoes an increase in
the 26 position with increasing molecularity X defined as

Cu (at. %)
Cu (at. %) + Ga (at. %) °

4.,4.2 Results and Discussion

X =

In this paper, we show that this structural trend, as a function of composi-
tion for CuGaSe, thin films, is not consistent for all types of substrates
(e.g., AL,04, %9 glass, Mo/A1203, and Mo/7059 glass). Also, we show how the
presence/absence of impurity phases modifies the molecularlty of the CuGaSe

and how such modification influences the variation in the (112) 28 pea&
position. ‘

CuGaSe polycrystalllne thin films were deposited by three-source evaporation
from t%e elements in vacuum (2 x 107° torr). Deposition rate control for the
copper and gallium sources was obtained using an électron impact emission
spectroscopy monitor (EIES). A 5-MHz quartz crystal oscillator was used to
monitor the selenium rate. Elemental rates for the copper, gallium, and
selenium fluxer ranged between 0.5-1.5 &/s, 2.8-6.0 &/s, and 10-14 &/s,
respectively. The resulting film growth rates varied from 4.5 to 15 &/s. The
film cthicknesses were 1.0-2.0 um. Compositional control was obtained by
varying the Cu/Ga ratioc delivered to the substrate.
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Four different types of substrates were used: polycrystallin~ alumina (Al 03),
polycrystalline alumina with a magnetron-sputtered molybdenum ayer
(Mo/A1203), Corning 7059 glass, and 7059 glass with a magnetron sputtered
molybdenum layer (Mo/glass). The thicknesses of the molybdenum layers varied
between 1.0 and 2.7 um. The substrate temperature during deposition of 450°C
was obtained by using a graphite cloth heater. Film compositions were
measured by wavelength dispersive x-ray fluorescence spectroscopy (WDS) with
+0.5 at. X accuracy.

XRD measurements were made using a Rigaku Dmax vertical goniometer and- con-
troller system with a rotating copper anode x-ray generator. A graphite mono-
chromator (2a = 26.57°) was used in the diffracted beam to remove CuK, as well
as fluorescent and incoherent radiation. Operating conditions of fb kV and
60 mA were typical. Scanning step widths of 0.01° and counting times of one
second per step were used throughout the measurements. A beam divergence slit
of 1/2°, combined with sample dimensions not less than 2xl1 cm“, eliminated
angular intensity variations due to irradiated area size.

As the penetration depth of the x-ray beam is greater than twice the thick-
nesses of the CuGaSe, films, Mo and Al,0, characteristic diffraction lines
were observed in the %iffraction pattern. These patterns were used as inter-
nal standards to eliminate sample plane displacement errors. This error
represents the major source of diffractometer-measured error [44]. The thick-
nesses of the CuGaSe, and Mo films, which were measured using a Tencor
profilometer to within - an accuracy of * 2%, were incorporated in this
correction. '

The XRD pattern for the CuGaSe, samples that was evaporated onto Mo/Al 05 and
Mo/glass agrees well with published work on single crystals [45,46] with
regard to the tetragonal-type structure of the compound and its peak
positions; however, the sample compositions were not reported in those works.,
In this study, XRD patterns exhibited preferred orientation in the close-
packed (112) plane, thus enhancing the intensity of the (112) peak at the
expense of the rest of the pattern. In copper-poor samples evaporated on
03 and glass, the (ll11) becomes the dominant peak due to the formation of a
%Lc phase, tentatively identified as sphalerite,

Figure 4-22 shows (112) peak positions as a function of molecularity for
CuGaSe, samples evaporated at 450°C onto different substrates, The observed
(112) peak positions indicate a variation in the unit cell structure. The 28
variation on Al,04 and glass substrates 1is attributed to the cubic-to-
.tetragonal phase change (i.e., the change from the copper-poor to the copper-
rich phase). The change in the 28 value was calculated using the Bragg
formula and the equilibrium interplanar spacings as 0.167°. The corresponding
20 values for the (111) cubic and (112) tetragonal indices using lattice
parameter values from Jaffe and Zunger (47] are 27.519° and 27.686°,
respectively. Figure 4-23 demonstrates such a shift between the tetragonal
and cubic phases. Patterng with a diffraction peak lying somewhere between the
ideal (112) tetragonal and the (1ll11) cubic peak positions are broader and are
composed of two convoluted peaks, indicating possible phase mixing. However,
for the molybdenum—-coated substrates of Al,0, and glass, an opposite effect is
observed. 29 increases with decreasing film molecularity from the near-
stoichiometric/copper-rich region into the copper-poor region. This signifies
a decrease in d-spacing resulting from strain induced by increasing vacancy
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Figure 4-22. 2-0 variation of the (112) peak with molecularity for CuGaSe,
films deposited on different substrate surfaces
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concentration. The leveling off in the 26 position in the copper-rich region
implies secondary phase formation rather than the formatlan of copper-rlch
CuGaSe,. :

The molecularity X determined from the film composition could not, hence, be
considered to represent the "actual"” composition of CuGaSe,, but rather of
CuGaSe, plus any impurity phases present. To eliminate such impurity phases,
a chemical treatment was used in which the film was dipped for 5 minutes in a
1-M solution of NaCN. NaCN readily dissolves copper, selenium, and Cu,_,Se
complexes while being inert to the ternary CuGaSez.

The WDS results for the NaCN-treated samples showed considerable drops in film
molecularity. For the copper-rich samples, this drop was attributed to the
removed impurity phases. Figure 4=24(a) shows a typical XRD pattern for such
samples. The two strong peaks [(222) and (440)] for Cu,Se;, are clearly
visible, indicating the presence of this impurity phase. After the same
sample has been treated with NaCN, the CuGaSe, peaks do not shift or hardly
vary in intensity [Figure 4-24(b)], but the Cu e, peaks completely disappear.
WDS data for composition changes due to chem1ca treatment corroborate this
observation. The molecularity of -the treated films, regardless of how copper-
rich was the original sample, never exceeded 0.5. Such results are in agree~
ment with published work [11,12] on the Cu-Ga-Se phase diagram, limiting the
chalcopyrite CuGaSe, phase to 0.4 < X < 0.5, Figure 4-25 shows the variation
of the (112) peak position with molecularity for CuGaSe, evaporated onto a
Mo/Al 04 substrate before and after the NaCN treatment. The molecularity of
untreated films shifts to lower X values after treatment (primed numbers).

We conclude that the d-spacing (28) variation with the molecularity of CuGaSe

polycrystalline thin films is dependent on the nature of the substrate.
Therefore, it is important to specify the substrate and the molecularity in
structural studies. In addition, one has to be careful to specify the "actual'
molecularities after correcting for the composition of other phases.

4.5 Film Microstructure, Morphology, and Electrical Behavior of CuGaSe,

The nucleation and growth of thin films is a complex process involving three
separate steps: the mechanism of adsorption (including both the mass transfer
of reactant species and chemical kinetics of presubstrate reactions); the
mechanism of surface reaction (including surface diffusion and chemical
kinetics of surface reactions); and desorption (including mass transfer and
readsorption mechanisms). In the most general sense, the resultant combi-
nation of these factors for a compound film is reflected in how the compo-
sition of the film differs from the incident flux composition. If we assume
that all incident atoms directed from the three separate sources stick (i.e.,
unity sticking coefficient), the required elemental fluxes R for the growth of
stoichiometric CuGaSe, at a film growth rate of 1 A/s is given by:

1
R =
(&/s) alc A

148



6%

' v 0 V CuGaSe2
2571 1 | 1 QO Cu7Ses
i O Al203
O Mo

201

)

c

-

g 15¢

s

=

@

c

£ 107

5| I3
Ll L]

36 44 52
29

Figure 4-24. XRD patterns for copper-rich CuGaSe,. (a) as-deposited showing the (222) and (440) peaks of
the impurity phase Cu,Se,, (b) after treatment with NaCN, showing the absence of Cu,Se,.

#* _RES

6L9¢-dlL



TP-3675

SERAM

27 750 BA-G0426203
| 43.213
27.732 -
43.215
27.714 4 g
& | 43.217 &
27.696 6 - &
: *—U3.219
27.678 -
-3.221
27.660 | L | [ | ‘
' 0.450 0.500 0.550 0.600
Molecularity

Figure 4-25. Effect of NaCN treatment on 2-6 variation with molecularity.
Solid lines indicate as—-deposited films; dashed lines are NaCN
treated. The substrate is Mo/Al,04. °

where N is equal-to 4 for both copper and gallium, and equal to 8 for
selenium; MW is the elemental molecular weight; p is the elemental densityj; A
is Avogadro's number; and a and c are the unit cell parameters. For 1 A/s
film growth, the corresponding copper, gallium, and selenium rates required
are 0.135, 0.225, and 0.628 &/s, respectively, in the ideal ratios of
1:1.7:4.7. This relationship is shown in Figure 4-26 by the solid lines.
However, due to the mechanisms discussed previously, the actual required rates
for stoichiometric growth deviate from these lines shown by a representative
griup of elemental fluxes necessary for a measured film growth rate of about
8 Als.

We can define a sticking or elemental incorporation coefficient S for each
element, where

- actual rate
rate for S=1 '

which can be taken directly from Figure 4-26. For the case shown, the corre-
sponding incorporation coefficients for copper, gallium, and selenium are
0.95, 0.37, and 0.45, respectively, and indicate the general characteristic of.
Cu-ternary growth (that is, the overall film growth rate) is almost entirely
dependent upon the copper flux. Comparison of a series of stoichiometric
films grown at different temperatures and rates shows the same approximate
behavior, and overpressures of copper, gallium, and selenium were on average
1.09, 2.5, and 3.3, respectively, times what was to be expected assuming unity
sticking., With this understanding, the necessary elemental fluxes required for
a pre-determined film growth rate of stoichiometric material could be calcu-
lated. For instance, a film growth rate of 3 A/s would require elemental
fluxes of

—
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(3)(0.135)(1.09) = 0.442 &/s Cu
(3)€0.225)(2.50) = 1.69 A/s Ga
= 6.22 /s Se .

(3)(0.628)(3.30)

In actuality, although the copper and gallium fluxes can be approximately
determined a priori by this technique, the selenium rate appears to be rela-
tively independent of the elemental rate and for film growth rates < 10 &/s
can be fixed constant at about 11-12 A/s. Rates lower than this result in
impurity phase formation and poor CuGaSe, formation.

A detailed analysis of these general characteristics could not be attempted
due to problems with drifting rate calibrations attributed to the window coat-
ing by selenium. This is unfortunate since comparison of rates with film com-
position and phase behavior outside the process window of good CuGaSe, forma-
tion can lead to better insight regarding the growth mechanism. A comparison
of film compositions as related to substrate was possible, however, and is
shown in Figure 4-27 for the glass and molybdenum/alumina examples.

All these compositions were generated solely by variation of the copper rate
while maintaining gallium and selenium nearly constant. This variation allowed
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Figure 4-26. CuGaSe? growth rate diagram
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the film composition, for a given substrate and Ty, to ad just in a direction
parallel to the Cu,Se~Ga,Se, tie line. Variation of gallium or selenium
alone, while maintaining the other two constant, was impractical since neither
of these species appear to affect film composition as much and will generally
result in impurity phase formation. By adjustment of copper, however, we fol-
low the pseudobinary path, which according to the phase diagram of CuGaSe,
should allow us to lie close to the single-phase field of CuGaSe,. Another
observation from Figure 4-27 ig that filmg deposited on glass substrates are
higher in selenium than are films deposited on molybdenum/alumina, while films
deposited on alumina (not shown 1in Figure 4-27 for <clarity) exhibit
compositions between the two. In fact, it was impossible to obtain composi-
tions with AZ < 0. Only on molybdenum/alumina were films with AZ < 0
possible, largely in the case that films were also copper~rich (i.e.,
AX > 0). This fact greatly hindered any defect chemistry studies on these
films since compensation effects due to a transition from AZ > 0 to AZ < O
were not possible for films grown on insulating glass and alumina, while films
grown on molybdenum/alumina could not be analyzed by conventional 4-point and
Hall techniques due to the conducting molybdenum layer.

Corning 7059 &
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¢ 500°C
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Figure 4-27. CuGaSe, film composition vs. substrate and T,

152



i

] "
S=A %
— K, 2

TP-3675

To explain why films deposited on molybdenum-coated surfaces exhibit lower
selenium content, a quick thermodynamic treatment of the problem is helpful.
Surfaces characterized by metallic-conducting behavior can undergo bond relax-
ation and reconstruction at the surface better than more rigid, covalently
bonded materials (like ceramic glass and alumina). Consequently, this relax-
ation reduces the surface energy of molybdenum more than the latter case such
that the surface-vapor energy term Yav is smaller. The heterogeneous
nucleation of a condensate phase c onto a “substrate phase s in a vapor phase v
is dependent upon the wettxng characterlstlcs of the system, where, from
Young's equation,
Ysv T Ysc T Yyc €088

where Ygy? Ygo» and y,. are the interfacial surface energies between the
substrate—vapor, substrate condensate, and vapor-condensate, respectively, and
9 is the contact angle through the condensate. As 0 decreases, wetting
increases and the nucleation rate will increase [50). If we consider our two
cases, that of a high ¥ v for the glass substrate and a lower ¥y for the
molybdenum/alumina, it is probable that the system described by the nucleation
of phase ¢ (selenium) on the glass substrate exhibits better wetting due to
elimination of the high-energy glass surface. Consequently, from this simple
argument it becomes clear why films deposited on both alumina and glass should
be higher in selenium. (Note: Coating by selenium is favored over gallium
due to the much higher surface tension of the latter; i.e., at 240°C, the sur-
face tensions of gallium and selenium are 697 and 88, respectively [51,52].)

The effect of substrate temperature T, was also noticeable. In general, an
increase in T_ causes a general shift of film composition toward the binary
line regardless of substrate type. This may be. related to the constituent
vapor pressure of selenium and not necessarily some equilibrium condition gov-
erned by the pseudobinary as compositions on molybdenum/alumina substrates
actually become selenium~deficient with increasing T_. Unfortunately, this
effect could not be used to create selenium-deficient films on glass or
alumina due to a deleterious surface reaction for these films at increasingly
high temperatures, as will be shown later.

Detailed analysis of the impurity phase content of films deposited on both
glass and molybdenum/alumina substrates at T_ = 400°, 450°, and 500°C showed
that a variety of phases could possibly exist in conjunction with the majority
CuGaSe, phase. The detection of these phases required extremely careful XRD
work due to low impurity content (I/IQ typically < 1.0). Identification of
these phases was restricted to certaln ranges in d-spacing, which may be
indicative of some mechanism by which the phase grows simultaneously with
CuGaSe,. Figures 4-28, 4-29, and 4-30 illustrate representative ranges in 28
where these impurities were found. These impurities are referred to as the
(112) hump, 50° hump, and 79° hump, respectively. The designation of the
(112) hump lies in its proximity to the (112) CuGaSe, reflection and covers a
range in d-spacing from 3.32 to 3.40 A from film to film. Similarly, the 50°
and 79° humps correspond to reflections from impurity d = 1.824 and 1.212 &,
respectively,

In order to assign probable impurity phases to these reflections (which are

not related to possible CuGaSe, preferably oriented peaks), the initial
necessary condition was that the phase have at least one (hkl) spacing given
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Figure 4-28. (112) hump impurity phases
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by the above designations. With this minimal requirement, a variety of possi-
ble phases attributable to these peaks were grouped as presented in Table 4~1,
Included in this table are the JCPDS card number, as well as d~gpacing of the
nearest match and the relative random orientation I/IO. Due to preferred
-orientation effects, the values of I/Io only serve as a qualitative means for
identification. Careful analysis of each grouping, including reported acqui-
sition accuracy as well as composition, lead to the assignments that the (112)
and 50° humps were likely due to copper selenide while the 79° hump was prob-
ably Ga,Se, and possibly copper selenide. Oxide modifications were not
thought probable for several reasons. First, all processing is done at high
vacuum using ultra-pure elements. Second, those phases which typically con-
tained some indication of an oxide phase were typically copper-poor, while
EPMA results showed the small possibility of oxygen incorporation (typically
< 1.0 at. %) only in copper-rich films. Last, oxygen plasma treatments did
not appear to affect these phagses. The selenium phase shown in the 50° hump
group was reported as a high-presgure form and was also eliminated. By
systematically relating the presence or absence of these three impurity
groupings (to a series of 31 variable composition films deposited on glass and
molybdenum/alumina substrates), process phase diagrams were constructed in the
vicinity of stoichiometric CuGaSe, at three temperatures (as shown in
Figures 4-31, 4-32, and 4-33). dentification of chalcopyrite (CH) or
sphalerite (ZB) CuGaSe, in these figures was accomplished by techniques
described later, From these diagrams, it is generally observed that film
compositions closer to the pseudobinary contain less impurity phases. , For
films deposited on glass, an increase in temperature appears to promote the
formation of these phases, while the opposite trend is observed for copper-
poor films deposited on molybdenum/alumina.

The occurrence of CuSe, in copper-rich compositions on glass and alumina is
believed to be the major factor for explaining the observed electrical
behavior of copper-ternary films as a function of copper content ([53,54]. 1If
we plot the film bulk resistivity, as determined by 4-point probe, as a func~-
tion of AX for these films, we see a strong trend between composition and
resistivity (as shown in Figure 4-34).

Copper-poor compositions are characterized by highly resistive material
(p ~ 107 @-cm), while copper-rich compositions show almost degenerate behavior
(p < 1.0 @-cm). Initially, this effect has been attributed to the degenerate,
p-like behavior of CuSe,; however, from our detailed phase analysis, copper-
poor compositions also contain CuSe,. One possible explanation for the high-
registive nature of this CuSe,-containing material may be related to the film
morphology.

Besides the disjunct behavior in electrical resistivity shown in Figure 4-34,
there is a similar demarcation in the film morphology at AX = 0. Representa-
tive examples of this behavior are shown in Figures 4-35 through 4-44 on the
following pages for various compositions deposited on glass, alumina, and
molybdenum/alumina at temperatures of 400°, 450°, and 500°C. Films deposited
on insulating substrates required a 200-4 gold layer deposited by evaporation
for good imaging. Films on molybdenum/alumina required no additional
processing.
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Table 4-1. CuGaSe, Impurity Phases

Copper Selenide: d = 3,32 -‘3.4 A (112 Hump)
Impurity Phase I/1, d (R) JCPDS
§Cuse 100 3.206 27-186
aCu,Se 80 3.38 4-0839
BCuSe 65 3.369 27-183
CuSe 80 3.37 26-556
CuSe 60 3.35 6~0427
Cu,Se 60 3.36 19-401
CuSe 40 3.35 20-1020
Cu(1.85)se 90 3.33 6-0680
aCUZSe 50 3.365 27-1130
88205 100 3.37 20-1047
Se03 100 3.33 20-1046
Se0, 100 3.30 15-640
Cu,Se, 100 3.29 26-557
Copper Selenide: d = 1.824 8 (50° Hump)

Impurity Phase 1/1, d () - JCPDS.
BCuSe 40 1,823 27-184
8CuSe 20 1.831 27-185
CuSe, 25 | 1.834 18-453
CuSe 60 | 1.819 6-0427
CusSe, 80 j 1.831 19-402
CuSe 70 | 1.820 20-1020
CugSey, 30 1.817 21-1016
CUSez 60 } 1.827 25-309
Se 30 1.187 27-601
SeOz 14 ; 1.829 22-1314
Gay04 35 1.814 6-0503
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Table 4-1. CuGaSe, Impurity Phases (Concluded)

Gallium Selenide and Copper Selenide:
d = 1,212 & (79° Hump) ‘

Impurity Phase I/I; d(R) JCPDS
CuSe, 4 1,212 19-400
CugSey 20 1.205 21-1016
BGa,05 20 1.210 11-370
aGa,04 4 1.209 - 6-0503
Se0, 6 1.2105 22-1314
Ga,Sej 10 1.211 5-0724

2
p
49
[4 [ 4 7 [4 4 7 7 I 4 7
23 24 25 26 27 28 29 30 31

Ga——>

Figure 4-31. CuGaSe, process phase diagram (T, = 400°C)
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Figure 4-32. CuGaSe, process phase diagram (T2 = 450°C)

The most noticeable feature of the film morphology is the formation of larger
grained CuGaSe, as copper content is increased. This behavior is clearly vis-
ible on glass while less evident on alumina and molybdenum/alumina substrates
due to the increased roughness of these substrates. This behavior has
recently been proposed by Dimmler et al. as a consequence of the anisotropy of
the close-packed selenium and cation planes in chalcopyrite [55]. For copper-
rich films, isometric crystals of tetragonal bipyramid structure are favored
while decreasing copper causes the (112) planes of selenium to grow,
preferably resulting in a tetrahedral bisphenoid hemihedron as shown 1in
Figure 4-45,

This grcwth behavior appears to indicate that the large-grained crystals
existing in conjunction with the finer-grained structures near the structural
transition point (Cu/Ga = 1.0) may be copper-rich compared to the matrix. A
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qualitative analysis of this possibility (using a spot scan EDXA on a JEOL 35C
electron microscope) appears to substantiate this possibility. A quantitative
compositional measurement was not possible due to lack of processing software
on this instrument (the JEOL was mainly used for imaging purposes); however,
normalized integrated intensities indicated that the large—-grained structures
contain slightly more copper and gallium (metal/Se ratio = 0.667 versus 0.663)
in support of Dimmler's theory.

160



< ‘ ‘ TP-3675
S=RI#¥ | |

7 ] T T g
| 2
| 5
[w] N D%D | %
EEG o Ul
[m] B oo |
I - | R
I P
E | . L
© Cu-poor =—+— Cu-rich
0 |
G |
gl |
E’ 3 - o ] —d
> ot
-
R I
E
g E
—
1 | o .
q ®c®
u: ”S
: o Ogg a
| B o Og
-1 il | | g

0.24 -012 000 012 0.24
Molecularity, A X

Figure 4—-34. CuGaSe, bulk film resistivity vs. composition
(7059-41,04 substrates)

Another more consequential observation related to device fabrication is seen
in the behavior of copper-poor films deposited on glass as temperature in-
creases. Copper—poor compositions at 400° and 450°C appear to be fine grained

and well defined with no unusual characteristics. However, at T_ = 450° and
500°C, the surface is drastically altered with the appearance of surface pits
and mottling. This behavior is also vigible to a lesser degree on a

22.14/25.68/52.18 at, % composition deposited on alumina at T, = 450°C. This
behavior is extremely important since high-efficiency CulnSe, devices usually
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Figure 4-35. SEM morphology (Corning 7059 substrate, T, = 350°C,
t = 1-2 um)

require a bilayer structure where, near the end of the run, the substrate tem-
perature is increased from 350° to 450°C while simultaneously reducing the
copper flux [56]. If the same two-step process is applied in the case of
CuGaSe, bilayer devices, the observed mottling behavior could be present
direct%y at the interface of a heterojunction device. To date, the efficiency
of CdS/CuGaSe, devices has exhibited reasonably good Voe behavior but appears
to suffer in short circuit current (I__) output. Interface recombination,
perhaps introduced by a damaged surface like those shown for this case, might
lead to such a decrease in Tgee The behavior does not seem to be visible for
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Figure 4-36. SEM morphology (Corning 7059 substrate, T, = 400°C,
t = 1-2 um)

films deposited on molybdenum/alumina, although the increased roughness of
this substrate/coating system might hinder such identification,
Interestingly, ohmic contact problems to GaAs have been attributed to phase
separation of gallium and arsenic on the surface due to the high surface
energy of gallium [57,58]. The same behavior may be occuring in cooper-poor
CuGaSe,.
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Figure 4-37. SEM morphology (Cerning 7059 substrate, T

= 450°C,
t = 1-2 um)

Due to the.limited spatial extent of the pits (2-3 um wide, 200-300 A deep),
spot scan EDXA was unable to detect any phase sgeparationj however, high-
resolution Auger probe analysis (shown in Figure 4-46) appears to indicate
some compositional differences between the pits and film surface. The par-
ticular scan shown was obtained after a 5-second sputtering. The oxygen and
carbon decrease with sputtering at 20 seconds.
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Figure 4-38. SEM morphology (Corning 7059 substrate, T, = 3s50°c,
t = 1-2 um)

4.6 X-ray Diffraction Characterization

Preferred orientational .growth of CuGaSe, on glass substrates was studied as

a function of composition and substrate temperature to determine if film
anisotropy might affect subsequent optical measurements. Orientation studies
were not performed on alumina and molybdenum/alumina substrates due to
interference effects by substrate peaks, although in general all films studied
exhibited high (112) orientation. This condition also occurred with films
deposited on glass, with the exception of films grown at T, < 400°C, in which
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Figure 4-39. SEM morphology (bare alumina Substrate,yTs = 350°C,
t = 1-2 ym)

a strong (220) orientation occurs. A Lotgering plot of orientation was pre-
pared using net intensities normalized to a random pattern (shown 1in
Figure 4-47), As shown, a strong difference in orientation exists for copper-
poor films deposited at temperatures above and below approximately 425°C.
Actual x-ray spectra for films as a function of composition at a substrate
temperature of 400°C are shown in Figure 4-46, where the behavior is clearly
shown. Also evident in this figure is the enhanced splitting or doublet
formation characteristic of the tetragonal chalcopyrite phase for stoi-
chiometric and copper-rich films. This is a clear indication of order-
disorder effects as a function of composition, which will be described in
later detail.
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Figure 4-40. SEM morphology (bare alumina substrate, T, = 400°c,
t = 1-2 um)

Theoretical structure factors thkll required for subsequent XRD-integrated
intensity calculations can be represented in trigonometric form as:

N
2
thkll = [(iz1 ficos21r(hui thv, + 1wi))

N

+ (.Z

"F.sin2n(hu. + kv. + lw‘))Z]I/Z ’
i=) ! ' ' '
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Figure 4~41. SEM morphology (bare alumina substrate, T, = 450°C,
t = 1-2 um)

where £, are the appropriate atomic scattering factors located at u:, v., and
wiy and N is summed over all atoms of the unit cell. This calculation, how-
ever, assumes a perfectly ordered lattice and does not consider the possi-
bility of randomized defect concentrations (i.e., vacancies, antisites, inter-
stitials) believed to be prevalent in chalcopyrite materials. Phase diagram
studies validate a large defect solubility by reporting relatively wide
single-phase chalcopyrite fields, sometimes extending beyond 10 mol ¥%.
Although wvacancy ordering at very high concentrations (50% copper sites
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Figure 4-42. SEM morphology (bare alumina substrate, T, = 500°C,
t = 1-2 um)

vacant) may result in a structural change from chalcopyrite to thiogallite,
the work of Mikkelsen would seem to indicate the lack of such vacancy
ordering. Mikkelsen does indicate, however, that such a possibility might
exist and would require highly detailed peak intensity analysis. The various
attitudes regarding defect ordering, defect complex formation, and extended
defects are discussed in a recent summary text by Mrowec [59]. According to
Anderson's view [60], statistically distributed point defects should only
occur at at. % concentrations < 0,10%; however, as pointed out by Mrowec, some
discrepancies exist. ‘
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Figure 4-43. SEM morphology (bare alumina substrate, T, = 400°C,
t = 1-2 um)
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Figure 4-44. SEM morphology (bare alumina Qubstrate, T, = 500°C,
t = 1-2 ym)



TP-3675

S=y ¥

Decreasing Cu content ——=—&>

Figure 4-45. Grain morphology change predicted for compositional change (note
the disappearance of [112] Se, Ref. 41)
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Figure 4-46. Auger scan of gsurface pit phenomena
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Figure 4-47. Lotgering plot of (112) orientation vs. film composition

For example, in Fe;_ 0, cation vacancies of up to 12 at. %Z exist in a non-
interacting fashion 4as determined by defect chemistry results. In any case,
the question . as to whether films grown at high temperature aiid quickly cooled
to room temperature represent equilibrium remains to be answered. Oxides in
which defect ordering did occur when vacancy concentrations exceeded
Anderson's value underwent disordering at elevated temperatures.

At this point, we decided to investigate whether the large existence field of
chalcopyrite CuGaSe, could be better quantified by constructing a structural
model, consistent with ovserved electrical (p-type) behavior, for copper-poor
compositions. Calculations involving the effect of randomly distributed point
defects require modification of the atomic scattering factor f;. The effec-
tive scattering term is an at. % average of the constituent atoms occupying
that site:

£ e = L (at. 2i)f, /100,

where a vacancy is represented by setting f; = 0. In this fashion, vacancies
and antisites are easily incorporated within theoretical estimates of inten-
sity. A short program was written in BASIC to handle intensity calculation.
including structure, temperature, and anomalous dispersion effects. Atomic
scattering factors were based upon the Thomas Fermi-Dirac statistical model
results for neutral atoms with data fitted to an 8th-degree polynomial with
anomalous dispersion terms Af.' and iAf;'' for CuK  radiation taken from
Cromer's compilation. Debye-Wailer temperature factors were obtained from the
single-crystal refinement of Abrahams and Bernstein [6l], in which the isotro-
pic terms were used. All calculations were for CuK_,_ , radiation.
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XRD structure factors are based upon the atomic positions, where u, the group
VI atom displacement parameter, was set to 0.25. Allowed reciprocal lattice
vectors fall into one of three categories [62]. Group (i) vectors correspond
to sphalerite vectors and have tetragonal Miller indices given by (h,k,Ll/2)
unmixed. Group (ii) vectors are dependent only upon the anion scattering
factor and have indices given by (h,k) even (1/2) odd, or vice versa. Group
(iii) vectors involve both an anion term (which vanishes for u = 0.25) as well
as a cation ionicity term based upon the difference in cation scattering fac-
tors and are often referred to as superlattice peaks. The indices of this
grouping are given by (h) even (k,l) odd, or (k) even (h,l) odd. From these
relationships, various requirements were established for checking computer
calculations involving I-III-VI, structures: (1) if u = 0.25 and £

then only group (i) reflections exist (i.e., the material is zxncblené %
(2) if £ = then Fhil is gymmetrical around u = 0.25; (3) if u = 0.25,
then group (11} reflections become extinct; and (4) group (ii) reflections are
indeperrdent of changes in fI’tIII scattering.

According to the model of Groenink and Janse, the defect chemistry of the
chalcopyrites can be described by stoichiometric deviations in molecularity
and valency. To provide a systematic approach to our calculations of defect-
dependent structure factors, we therefore consider first the case of copper-
poor AX variations at AZ = 0, in which compositions are generated along the
binary tie line (Cu,Se), - (bazse )i.p  with the molecularity,
A=[Cu]/([Cu]+[CGa]). With a further restrlctxon that the anions form a perfect
lattice (i.e., no vacancy/interstitial combinations), we can normalize the
atomic fractions to that of a defect adamantine structure. In this case, we
have chosen the more energetically favorable gallium antisite model rather
than the interstitial model. Calculations for the latter have not been made
as yet. XRD intensities are now calculated by modification of the atomic
scattering terms:

_ 2 Al - 2 -
fo, = M=) £, + (200 - 8) (25 - 1] £,
where
= L : 1]
foy = fpy * BEL, * ML, and
= f ' : '
fGa Lca + AfGa + lAfGa .

The variation in |F (electrons/unit cell), including temperature and anom-
alous dispersion ef?ects for various group (iii) reflections as a function cf
composition, are shown in Figure 4-49., Although variations in F for any
(hkl) can be observed, the magnitude change is small, generally less than 10-
20 electrons/unit cell for the compositional range studied, and appears to be
independent of theta. Consequently, the effect should be more dramatic in the
lower-intensity group (iii) reflections. '

Since XRD intensities predicted in this fashion are relative, it is necessary
to establish a baseline intensity profile before investigating composition-XRD
intensity relationships. This profile provides a reference from which changes
in peak intensity can be correlated with composition in support of a given
structural model such as the one previously presented. To demonstrate the
merit of this approach, we used the (10l) peak as a reference for setting
empirical detection limits for other low—intensity peaks. This choice was not
altogether arbitrary in that the (101) reflection is reportedly the lowest
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intensity [63] and one of the lowest intensity [64] peaks observed in powder
diffraction of CuGaSe, crystals grown from stoichiometric and copper-rich
melts. If we assume these crystals themselves to be stoichiometric (final
compositions were not reported), we can reference the (101l) detection limit at
A = 0.5 as shown in Figure 4~49. By normalization of both theta-dependent
Lorentz~polarization and planar-multiplicity factors, detection limits for
remaining peaks can be determined. As shown in Figure 4-49, the only group
(iii) peak observed at perfect stoichiometry was assigned to the (101) peak.
With decreasing molecularity (increasing V and Ga defects), structure
factors for the remaining peaks all increase such that at a composition of
A . 0.45, both the (211) and (103) peaks should become visible. The (213)
peak becomes visible at a comp051t10n of A ~ 0 412, with the (105) reflection
remaining hidden for 0.4 < A = 0.5.

To test the validity of Figure 4-49, we obtained and analyzed a sample of
copper-poor single crystal with an EPMA-determined composition of 22.1 at. %
copper, 27.75 at. % gallium, and 50.05 at. % sellenium (crystal courtesy of
T. Cizek) [65]. The appropriate location on the molecularity tie line is
shown in Figure 4-49. As shown in Figure 4-50, the (102) and (211) peaks were
indeed present while the (105) and (213) reflections were absent, as predicted
by the results given in Figure 4-49. (The peak at 43.75° 28 was identified as
probably Cu,Se - JCPDS #27-1131 or #4-839 and not as the (213) peak. Peak
locations were calculated using a,c parameters obtained from the (200), (004)
reflections of the same crystal.) Finally, it is worth mentioning that the
(103) reflection has not been previously reported, either in powder [63,64] or
single-crystal work [61].
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Figure 4-50. Single-crystal verification of a defect adamantine model
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Diffraction patterns of evaporated copper-poor CuGaSe, thin films do not, how-
ever, exhibit these group (iii) reflections. If orientation effects are
momentarily ignored, we are faced with two subtle possibilities: we have
oversimplified the defect structure, or copper-poor CuGaSez‘thih films are no
longer chalcopyrite [i.e., all group (iii) reflections are extinct]. In con-
sideration of the first of these, it is highly probable that additional
defects other than the VCGJ‘-‘ Cq. pair exist in copper-poor material.
Formation energy calculations. &f° ﬁntr1n51c defects in CulnSe, indicate the
probabilistic nature of the &w wn/@acancyo However, due to the inability of

CuGaSe, to type convert and | h@¢ef0we always exhibit p-type behavior, the
formation of Vg (donor) must involve a subsequent compensation mechanism, in
this case the §2 (acceptor) or a reduction in Ga,., K antisites (donor). The
large formation energy of the anion interstitial warrants the latter mecha-
nism. The effect of this donor-balanCLng mechanism involving V and Pac

defects on the (103) reflections is shown in Figure 4-51.

%V, occupied by Gag,, antisites
0 10 20 30 40 50 60 70 80 90 100

N
o

| | | | 8
o | |8
= 18
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= Increasing 43
% 12k B ~ Vee — =
o | l i
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3 8
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s r Ga
N2 Cu
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o i
A B ‘ g -
| 1 | L ;| | | L I\
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% Selenium vacancy

Figure 4-51. Effect of the V e ~ Gag, balancing mechanism on (103) super-
lattice reflection ‘
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In this figure, the top abscissa represents the occupation of Ga antisites
as a percentage of the total V. concentration for A = 0.45 and a nominal 5%
Vse concentration. The bottom abscissa shows the effect of selenium vacancies
as a percentage of total anion sites at the same composition and one-third of
the Ve occupied by Gagy,. Since copper and gallium scatter with nearly the
same ef%iciency, it was expected that an increase in Ga , defects would reduce
the increase in Iqu3| caused by increased copper vacancies. This was indeed
the case as shown 1n Figure 4-51. The presence of VSe’ meanwhile, has no
effect on |F103| since u = 0.25 for CuGaSe, and anion contributions to group
(iii) reflections are absent. Consequently, if Vg, defects are compensated by
a reduction in Ga defects, from electrical anﬁ energy considerations, the
structure factor ﬁ%‘ would actually increase in copper-poor tetragonal
material. The second possibility, that copper-poor CuGaSe, films are not
chalcopyrite, therefore seems to be a more plausible explanation for the
absence of the (103) and (211) peaks in lieu of any preferred orientation
effects. However, a tetragonal phase is indeed present in copper-poor films,
which generates the idea of phase and compositional separation.

The convolution of group (i) cubic and tetragonal phase peaks usually requires
an analysis of group (ii) and (iii) peaks for structure determination. The
large difference 1in cation scattering of tetragonal CulnSe,, for 1instance,
generates readily visible group (iii) peaks. For CuGaSe,, however, the sim-
ilarity of cation scattering reduces the intensity of all group (iii) reflec~-
tions such that only the (101) peak can typically be found. A nearly ideal
selenium lattice also eliminates the presence of any group (ii) reflections.
Fortunately, a large tetragonal distortion (c/a = 1.96) provides easy reso-
lution of various group (i) hkl doublets, including the (220)/(204), (312)/
(116), (008)/(400), and (332)/(316) pairs [66,67]. The presence of these
doublets in CuGaSe, films as a function of composition and substrate temp-
erature are shown 1n Figure 4-52. Clearly, as the films become increasingly
copper poor, the doublets become less resolved, qualitatively indicating a
transition from chalcopyrite to sphalerite.

Although the absence of doublets, as well as superlattice peaks, is indicative
of disorder, it is not definitive proof because of the tendency of oriented
growth for evaporated films. Definite proof of the tetragonal to cubic effect
was, however, obtained by analysis of the (112) peak shift with film compo-
sition. Order-to-disorder transitions result in loss of the tetragonal
distortion associated with the tetragonal phase. If we assume this distortion
is due to either tension (c/a >2.0) or compression (c/a <2.0) along the [001]
direction, we should observe a shift A26 as the (112) tetragonal plane reverts
to the (111) cubic plane. This effect, greatest for large distortions, is
given by

820 = 2(sin 1((22/4a2) (K2 + & + (1/5)2y 12

ssin (32742202 + 2+ (/)2
where h,k,l and 6=c/a are referred to as the tetragonal parameters.
Table 4-2 is a comparison of the integrated intensities, d(hkl), 28, structure

factor, and normalized intensities for both tetragonal and cubic sphalerite,
the latter based on the previous c-axis distortion. The intensity-independent
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differences of theta shifts offer a significant advantage for studying the
structural disorder. For instance, the shift in 28 when order-disorder occurs
for the (112) and (008) reflections are 0.17° and 1.34°, respectively, which
is easily resolved in practice.

4.7 Characterizations of Electrodeposited CulnSe, Thin Films: Structure and
Deposition Mechanism

4.7.1 Introduction

Polycrystalline thin films of CulnSe, prepared by vacuum evaporation processes
have been shown to be stable semiconguctor materials for photovoltaic applica-
tion, with an efficiency of 14.1% recently reported for devices that featured
a configuration of CuInSez/(Cd,Zn)S/ZnO [68-70]. The structural properties of
the sputtered and vacuum-evaporated CulnSe, thin films fabricated by single-
source, two-source, and three-source methods have been characterized by
several groups [71-73]. However, differences exist in whether the CulnSe

thin films of In-rich composition (Cu/In < 1) are chalcopyrite or sphalerite.

In addition to preparing the CulnSe, thin films using the several deposition
processes in vacuum systems, co-electrodeposition from a single solution has
been shown capable of producing device quality materials [74-79]. Investi-
gations of the structure of the co-electrodeposited CulnSe, thin films also
produced varying results. For example, Qiu and Shih [75] reported a chalcopy-
rite structure for both copper-rich and indium-rich thin films with preferred
orientation in (112) plane, while Pottier and Maurin [80)] reported a preferred
orientation in (220,204) plane for the CulnSe, thin films on Ti or nickel made
from acidic citrate solutions. Ueno et al. {81] reported chalcopyrite struc-
tures for slightly selenium-poor, indium~rich CulnSe, thin films electro~
deposited from a pH = 1 sulfate “:=:th after annealing at 600°C.

To better understand the structural characteristics of the CulnSe, thin films
prepared in our work [77-79], we systematically investigated the structural
effects of film composition as a function of deposition potentials, annealing
conditions, oxidation by air, and chemical treatments. Elucidation of the
deposition/formation mechanism of the CulnSe, thin films was based on the
results of compositional and corresponding structural change upon chemical
treatments. Our findings from this work are given in the following
subsections.

4.7.2 Experimental Conditions

Single-layer CulnSe, thin films (2-2.5 um) were co-electrodeposited from

aqueous ethylenediamine solutions containing Cu(II), In(III), and H,SeOq at
pH = 1.70. The instrumentation, dejosition method, and annealing setup are the
same as described in Ref. 77. Thin film molybdenum (Mo)-coated glass sub-
strates were used to minimize background interference in the XRD measurements.
The molybdenum thin films (2-3 um) were prepared by plasma sputtering.

XRD measurements were performed on a Rigaku "Rotaflex" spectrometer using cop-
per Ka lines. Identical operation conditions were employed for all measure-
ments in order to minimize the variations of measured spectra in band width
and peak intengity. A wafer of single-crystal silicon (1l1l1) was used to
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Table 4-2. Theoretical XRD Intensities for Tetragonal and Cubic .Phases of CuGaSe,

Tetragonal Chalcopyrite

Cubic Sphalerite

(hkl) d(hkl) 20 1F|§'2m 1/1, (hk1) d(hkl) 28 p|272m 1/1,
101 5.002 17.73 45.75 .147
112 3.222 27.69 77956 - 100 111 3.241 27.52 28274 100
103 3.076 29.03 36.3 .04 ,
200 2.807 31.88 1278 .61 200 - 2.807 31.88 1276 .897
004 2.758 32.46 1273 .29 002 2.807 31.88
211 2.448 36.71 29.9 .04 :
213 2.074 43.65 24.7 .02
105 2.010 45.10 24.4 .12 ,
220 1.985 45.71 ~9392 21.8 220 1.985 45.71 99421  64.3
204 1.967 46.14 98304 42.2 202 1.985 45.171
301 1.845 49.39 20.8 .007
312 1.690 54.28 41123 24.8 311 1.693 54.19 41235 36.8
116 1.668 55.04 40360 11.8 113 1.693 54.19
224 1.611 57.18 1078 .29 222 1.621 56.81 1077 .289
323 1.434 65.05 12.7 .005
305 1.427 65.39 12.5 .002
400 1.403 66.64 59207 5.8 400 1.403 66.64 59242 8.55
008 1.379 67.98 57356 2.7 004 1.403 66.64 ,
332 1.287 73.62 25247 4.1 331 1.288 73.53 25307 12.13
316 1.277 74.26 24881 7.9 313 1.288 73.53
420 1.255 75.78 951 .14 420 1.255 75.77 946 .86
404 1.251 76.100 949 .14 402 1.255 75.77
208 1.238 77.05 943 .14 204 1.255 75.77 ,
424 1.143 84.87 39185 10.3 422 1.146 84.56 39484 15.35
228 1.133 85.80 38408 5.0 224 1.146 84.56
a, = 5.614 Bg, = 1.356 Az Perfect stiochiometry
c, = 11.032 By, = 1.607 A° assumed

Bg, = 1.023 X2

» = 1.541838 &
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determine the intrinsic instrumental line broadening, which in turn was used
for correction in grain-size calculation as described in the text. The peak
positions reported here are in the values of 20 degrees.

The composition of the CulnSe, thin films before and after annealing was
analyzed by a Cameca MBX EPMA equipped with three WDS spectromefers and a
Tracor Northern TN-2000 automation system. Thin films of thermal-evaporated
CulnSe, of known composition were used as reference. Auger depth profiling
was conducted on an Auger spectrometer.

4.7.3 Results and Discussion

4.7.3.1 Annealing Effects

On CulnSe, thin film composition, the single-layer CulnSe, thin films made by
a single potential from the current solution formulation at pH = 1.7 were nor-
mally excessive in selenium (Se > 50 at. %), while the indium/copper ratio
increased as the deposition potential became more negative. These results are
shown in Figure 4-53 as the curves in the solid line for a series of CulnSe
deposited between -0.55 and *0.75 V (versus a SSCE reference electrode). Thisg
observation indicates in situ potential-dependent deposition rates of the
copper, selenium, and indium. The increase of indium concentration in the
films at more negative potentials in fact provides the basis for making
CulnSe, of bilayer configuration as desired in this work {77,78].

Heat treatment of the as~deposited films is needed to remove the excess sele-
nium. The effect of annealing on film composition is illugtrated as the dashed
curves in Figure 4-53 for the three elements. In the figure, the atomic % of
the selenium decreased to near 50 at. % (as desired) while the copper/indium
ratio remained basicall~ unchanged after annealing at 400°C for 30 minutes in
flowing argon. Simiiar conservations of copper/indium ratios were also
observed by Qiu and Shih [75] on their electrodeposited thin films annealed in
vacuum-sealed quartz tubes.

In addition to removing the excess selenium, the crystallinity of the annealed
CulnSe, thin films was found to increase substantially. The effect of
annealing temperature on the thin films was examined by XRD for a series of
copper-rich CulnSe, films deposited identically. The results (Figure 4-54)
produced three main diffraction peaks: (112), (204,220), and (312,116). The
as~deposited film ([Figure 4-54(a)] has micropolycrystallines that gave weak
and broad diffraction peaks. Upon heating at 230°C for 25 minutes (a pre-
annealing step to remove excess selenium), the film crystallinity was improved
as indicated by the increased peak intensity and narrower peak width [Fig-
ure 4-54(b)]. Further annealing at higher temperatures (from 300° to 450°C)
resulted in systematically increased peak intensity and decreased peak width
[Figures 4-54(c)~4~54(f)], reflecting enlarged grain size. In addition, two
small peaks at 17.2° and 35.7° appeared on the films annealed at 2>350°C.
These are (101) and (211) peaks, characteristic of chalcopyrite structure. On
the other hand, a shoulder peak at 25.4° next to the main (112) peak gradually
dec -eased and finally disappeared upon annealing at 300°C. The component
resonsible for the shoulder peak was assigned to be an impurity phase of
In Se, which was also observed on indium~rich filmsj but its exact composition
could not be positively identified even after a thorough examination through
the JCPDS data cards.
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Figure 4-53. Thin film compositions for samples deposted between -0.55 and
~0.75 V before (solid lines) and after (dashed lines) annealing
at 400°C for 25 min

The annealed thin films displayed different growth rates in peak intensity as
the annealing temperature increased (as seen in Figure 4-54). The intensities
of the three main peaks are analyzed and are plotted in Figure 4-55(a). The
(112) peak increased significantly faster than the two doublets, (204,220) and
(116,312), indicating a preferred structural orientation in the (112) plane.
The preferred orientation factor of (112) plane, £(112), for the annealed
CulnSe, thin films as a function of annealing temperature was analyzed by
calculating the fraction of (112) peak intensity over the sum of intensity of
all peaks within a given measuring 26 range [82-83]. The range for this study
is between 15° and 85° (208 degree). The results are shown in Figure 4-55(b).
‘Meanwhile, the grain size was calculated by using the following equation [84]:
)2

(W (wreal)2

2 _
observed) - * (wline broadening
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Figure 4-54. XRD spectra for electrodeposited copper-rich thin films. The
films were heated at 230°C for 25 min to remove excess selenium,
' followed by higher annealing temperatures for 25 min in flowing
- argon. (a) As-deposited film, (b) heated at 230°C, (c) annealed
- at 240°C, (d) annealed at 300°C, (e) annealed at 350°C, (f)
annealed at 400°C, and (g) annealed at 450°C.
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Figure 4-55. (a) Analysis of XRD intensity for three main diffraction peaks,
(112), (220,204) and (312,116), as a function of annealing
temperature shown in Fig. 4-54. (b) Grain size and preferred
(112) orientation factor, £f(112), analyzed for the same samples.

where W is the full width at half peak height. The last term is for the
intrinsic line broadening on the peak width due to instrument factor [84],
which was assessed by using a single-crystal silicon (111) wafer. The cor-
rected values of grain sizes (W ) thus derived are shown in Figure 4-55(b),
together with the f(112) factors.” An £(112) factor up to 0.7l and a grain
size up to 0.1 um are obtained for the annealed copper-rich films. For com-
parison, a number of vacuum-evaporated, single~layer CulnSe, thin films of
copper~rich and indium-rich compositions were also examined in the same man-
ner. The results indicate chat the vacuum-evaporated films could have a
£(112) factor as high as 0.85 and a corrected grain size about 20% larger than

186



TP-3675

S=RU %

that of the electrodeposited thin films. The observed plateaus in
Figure 4~55(b) on peak intensity and grain size for films annealed at
temperatures 2400°C suggest an annealing temperature of 400°C for 25 minutes
would be appropriate for the CulnSe, thin films.

The effects of annealing time at a higher temperature of 440°C were also
investigated, with the results shown in Figure 4-56, The sample set was first
annealed at 440°C for 20 minutes and measured with XRD, followed by additional
annealing for 15 minutes and second XRD measurements. A longer annealing time
(35 minutes) significantly increased the grain size of copper-rich films but
did little on indium-rich films [as seen in Figure 4-56(a)l. The £(112)
factor, however, was not correspondingly improved for copper-rich films after
a longer annealing time [Figure 4-56(b)]. The £(112) factor for indium-rich
films, on the contrary, suffered a considerable decrease. The results shown
in Figure 4-56(b) indicate that a long annealing time at a high temperature
such as 440°C probably is not desirable for the indium-rich films, since a
large loss of preferred orientation may occur, apparently a consequence of an
increased degree of randomization of indium atoms in the unit cells [84].

The preferred orientation, structure, and grain size were strongly affected by
the thin film composition. Figure 4-57 compares the XRD spectrum of (a) a
detailed analysis of an annealed copper-rich film to that of (b) an indium-

" rich film. In the former, all characteristic superlattice peaks of chalcopy-
rite structure- [such as (101), (l103), (211), (301), and so on] are clearly
obtained for the copper-rich film. A similar XRD pattern was obtained for the
vacuum-evaporated, copper-rich film. The similarity indicates the copper-rich
films made by the two methods are identical as having chalcopyrite structure.
In contrast, the indium-rich film is clearly absent of any of the superlattice
peaks of chalcopyrite [Figure 4-57(b)]. In addition to the structural differ-
ence, the indium-rich films are very resistive after annealing as compared to
the very conductive copper-rich films.

More detailed XRD analysis revealed a totally different structure for the
indium-rich films, which was identified as a disordered version of chalcopy-
rite (i.e., a cubic sphalerite). This conclusion was reached because the
characteristic peaks of that chalcopyrite were absent. This finding is in
full accord with the difference calculated for the theoretical XRD peaks that
may be present in a tetragonal chalcopyrite as compared to those found in a
cubic sphalerite structure [84]. It should be pointed out that the peak shift
due to the very small difference in c-axis was too small to be observable in
XRD spectra. For example, the tetragonal chalcopyrite has an axis ratio of
c/a = 11.621/5.782 = 2,01, and the cubic sphalerite has a ratio of c/a = 2.00;
the displacement of the (112) peak will be a mere 0.045° (28). A larger peak
shift of 0.23° is calculated for the (116) peak, but it could not be resolved
in the doublet (312,116) in the measurement. These results indicate that a
structural transition exists for the electrodeposited CulnSe, from a tetrago-
nal to a cubic as the film composition varies from copper-rich to indium-rich.
An unambiguous result is the monitored decrease and eventual disappearance of
the (211) peak at 35.7°, characteristic of chalcopyrite, as a result of an
increased indium/copper ratio (from <1 to >1) in the film composition (as
illustrated in Figure 4-~58). Figure 4-59 shows a plot of the (211) peak
intensities obtained for the sample sets of Figure 4-58 and another. A nearly
linear relationship 1is observed in Figure 4-59 for the two sample sets that
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Figure 4-56. Grain size (a) and f(112) factor (b) as a function of molecu-
larity for thin films annealed at 440°C for 20 min and 35 min

were prepared separately, indicating that the decline of the (211) peak is a
consequence of an intrinsic physical property of the film composition. The
gradual change from a tetragonal (ordered) to a cubic (disordered) structure
apparently arose from the increased randomization of indium atoms in the unit
cell of indium-rich CulnSe, thin films. The Cu Se-In,Seq pseudobinary phase
diagrams for the CulnSe, system, given by Palatnik and Rogacheva [85] and
Fearheiley [86], indicate that a homogeneous solid solution of y phase can
exist for indium-rich CulnSe,, while a copper-rich CulnSe, solid solution will
precipitate into two phases as CulnSe, and Cu,Se. '

In comparison, Qiu and Shih [75] reported a chalcopyrite structure for both

annealed copper-rich and indium-rich thin films made in their electrodepo-
sition work. A number of vacuum-evaporated CulnSe, thin films of copper-rich
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Figure 4-57. XRD spectra for annealed coppér-rich (a) and indimm rich (b)
CulnSe, thin films

and indium-rich compositions in single-layer and bilayer configurations were
also examined. For single-layer copper-rich films, the XRD analysis showed
the structure to be chalcopyrite. For single-layer indium-rich films, the XRD
spectra still showed characteristic peaks of chalcopyrite structure. Similar
XRD results were also obtained for the bilayer films. Apparently, some inher-
ent differences in structure existed between the electrodeposited and vacuum-
evaporated indium-rich films. Dhere et al. [8l], however, reported a
chalcopyrite structure for Cu-rich films and a sphalerite structure for
indium-rich films prepared by a three-source vacuum evaporation method. For
comparison, metal site disorder resulting in structural change from
chalcopyrite to sphalerite was reported for ZnSnP, by Ryan et al. [87].

In summary, the physical differences between the copper-rich and indium-rich

CulnSe, thin films are given in Table 4-3. and the electrodeposited indium-
rich films are compared to the vacuum-evaporated films in Table 4-4.
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Figure 4-58. Monitored decrease and eventual disappearance of (211) peak for
a series of annealed CulnSe, thin films electrodeposited at
(1) -0.55 v, (b) -0.60 v, (c) -0.65 vV, (d) -0.70 v, (e) ~0.75 V,
and (f) -0.80 V. The film composition varied from copper-rich
(a=d) to indium-rich (e,f).
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Figure 4-59. A plot of (211) peak intensity for the sample'sets of
Fig. 4-58 (o) and another (A)

4.7.3.2 Effect of Oxygen (Air) Presence in Annealing

The annealing of .the electrodeposited CulnSe, thin films normally was con-
ducted in flowing argon gas. By introducing air during annealing, the film
composition and structure were adversely affected. The resulting films are
very conductive regardless of whether they were originally copper-rich or
indium-rich. Composition analysis by EPMA showed that a large fraction of
selenium was replaced by oxygen. The oxygen content in the films increased as
the annealing temperature was increasingly higher than 300°C. The oxidized
films were examined by XRD, and the results are given in Figure 4-60. The
oxidized films showed several foreign peaks, the strongest at 30.5°, which are
identified to originate from In,05. The intengity eof these foreign peaks
increased as the annealing temperature increased, which is in accovd with the
results of EPMA composition analysis showing that the percentage of selenium
underwent a large decrease (to 20 atm. % - 30 atm. Z) while the percentage of
oxygen increased. Results of Auger depth profilinp analysis revealed the bulk
of the films was oxidized since the depth profile curve of oxygen is parallel
to that of the indium profile. Accordingly, the presence of air or oxygen dur-
ing annealing would result in the displacement of selenium and hence the for-
mation of Iny04 in the films that renders them highly conductive.
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Table 4-3. Thin Film Composition

~ Characteristics
‘Cu-Rich Films In-Rich Films
Chalcopyrite Sphalerite
Large grain Small grain
Low resistance High resistance

Table 4-4. Structural Differences in In-Rich Thin

Films
‘ ‘ Composition Supérlattice
Sample Cu%ﬁInZ7Sez Peaks
Vacuum evaporated 20.01/28.68/49.31 present
Electrodeposited 21,77/26.87/51.36 absent

20,53/28.56/50.92 absent

4.7.3.3 Effect of Chemical Treatments on Thin Film Composition

Chemical treatments were conducted for two purposes: to reduce surface
roughness and reduce impurity phases, and to elucidate the thin film
deposition and formation mechanisms.

Two etchants were used: one was 0.05%-0.1% (v/v) Br, in CH,OH, and the other
was 0.1-0.,5 M KCN in deionized water. The Br,/CH,OH solution acted to remove
the CulnSe, thin film as a surface leveling (leaching) agent more than to
change the film composition. Its surface-leveling power depends on the con-
centration of Br, and the temperature of the solution. The micrographs in
Figure 4-61 1llustrate the surface~leveling effect of a 0.1Z Br /CH3OH
solution. = The as-deposited film, which was purposely used in this study,
showed large, rough black pittings around the defective spots of molybdenum.
After a 30-second treatment at room temperature, the rough pittings were
effectively removed and a smoother film surface was produced. On the other
hand, the compositional change of a vacuum-evaporated, copper-rich thin film
after a 30-gsecond treatment at 35°C in a 0.1% Brz/CH OH solution was rela-
tively small. The film composition of copper/indium/se?enium (atm. %) changed
from 25.58/24.22/50.20 to 24.92/24,88/50.20.
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Figure 4-60. XRD spectra showing the oxidation of elecrodeposited CulnSe
thin films due to the presence of air during annealing. The
films were heated at 200°C for 20 min before annealing at (a)
300°c, (b) 350°C, (c) 400°C, and (d) 450°C. The XRD spectra (a-
d) are compared to (e) for pure In,0, powder. The foreign peaks
due to In,0, origin are marked witﬁ g (b-d).
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Figure 4-61. Optical micrographs illustrating the leveling effect of chemical

treatment with 0.1Z Br,/MeOH for the rough and uneven surface
morpology around a defect spot on a CulnSe, thin film (a) before
and (b) after treatment at 30°C for 30 seconds
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The etching power of aqueous KCN solution was found to be more selective than
the Br, /CH,OH solution: In a solubility test of inorganic compounds, powders
of CuSe, u,S, CdS, sulfur, selenium, and electrodeposited CuxSe,thin films
dissolved. rap1d1y in KCN solutions at room temperature. In contrast, single-
crystal CulnSe,, In,Se; powder, and electrodeposited In_Se thin films showed
either no effect or very slow dissolution. The observations indicate that the
KCN solution is capable of effectively removing excess selenium in the elec-
trodeposited CulnSe, thin films and selectively etching away the Cu_Se
impurity phases, but leaving pure CulnSe, and indium selenides intact. he
KCN etching mechanisms for selenium-and Cu,Se seem to involve the rlng opening
of Seg by CN~ followed by sequent1a1 breaking of selenium as SeCN~ and the
complexation of Cu* with CN~ ioms into [Cu(CN) ]3— resPectlvely [88,89].

Table 4-5 shows the composition changes due to treatment in 0.50-M KCN for the
electrodeposited CulnSe, before and after annealing and for the vacuum-
evaporated copper-rich and indium-rich. CulfSe, thin films. For the as-
electrodeposited copper-rich films, KCN etching resulted in indium~rich films
with a reduced percentage of selenium. Post-treatmént annealing at 400°C for
1 hour showed little composition change. If the electrodeposited films were
annealed prior to KCN treatment, the etching removed relatively small amounts
of Cu,Se and resulted in near stoichiometric or slightly indium=-rich film
composition. Similar results are obtained for vacuum-evaporated copper-rich
film. In contrast, the indium-rich films showed nearly no composition change
after KCN etching. If the as-electrodeposited copper-rich films were heated
at 250°C for 20 minutes to remove excess selenium, the film compositions
reached a constant value after 4 minutes of a 0.50~M KCN treatment. The final
films are nearly stoichiometric. ‘

XRD analysis was employed to examine the structural effects for the films that
are KCN treated folluwed by annealing. For the as-electrodeposited copper-
rich films, annealing at 400°C as usual would result in a chalcopyrite struc-
ture as discussed earlier. No change was observed after the films were sub-
jected to KCN treatment. If the films were KCN-treated prior to annealing,
their compositions became indium-rich (see Table 4=5). Follow-up annealing
would result in a sphalerite structure since no characteristic peaks of
chalcopyrite were observed in XRD spectra. The films were very resistive,
just as the annealed films that were initially indium-rich as 'electro-
deposited. The latter films would be even more indium-rich if KCN treatment
was administered prior to annealing.

Chemical treatments were then used to further understand the thin film depo-
sition and formation mechanisms. The thin film deposition/formation mechanism
is derived from the results described in previous sections. First, we know
that the as-deposited CulnSe, thin films possess excess selenium, which can be
removed by heating at 250°C for 20 minutes. Second, earlier work demonstrated
that the indium concentration in the film is closely related to the concen-
tration of HyS8e0, in the solution (i.e., as the selenium deposition rate
increased, the indium content in the film increased, indicating the deposition
of indium required sufficient reaction sites provided by the selenium).
Third, KCN treatment of the unannealed copper-rich and indium-rich films would
decrease the Cu Se and selenium in the films and result in indium-rich films,
but the same treatment on the annealed films showed a negligible effect, indi-
cating that the as-deposited films are made of four components: CulnSe,,
Cu,Se, In Se, and selenium. The relative amount of Cu,Se and In Se determines
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Table‘4—5. Chemical Etching Effect on Film Composition

Film Composition (at. %)

0.50-M KCN
Etching Time Before " After
(min/°C) Ca/In/Se Cu/In/Se
2.5/40°¢C 21.70/18.48/59.41 21.83/25.46/52.72
1.0/40°C 22.23/21.62/56.16 20.87/26.32/52.81
(60/400°C) : 21.59/26.69/51.72
(60/400°C) 25.08/24.50/50.42 .
2.0/45°C : 25.02/25.25/49.73
(350°C/evp) 26.77/23.94/49.30"
2.0/22°C ‘ : ' 24,21/25.10/50.69
- (450°C/evp) 23.76/25.74/50.50 o
1.5/22°c ‘ ‘ 23.68/25.65/50.67

the overall film composition (whether KCN-treated or not) and the final struc-
tural characteristics after the films are annealed. Accordingly, the overall
deposition reaction and thin film formation can be described qualitatively by
the follow1ng equation:

(1+x) Cu* + (1+y) In3* 4 (2+z) sedt + (134w) e =—-=>
CulnSe, (main product) + Cu,Se + InySe + (z=-x-y) Se ,

where x,y,z < 1 and represent the uncertainty of the exact values, and w is
the number of excess electrons needed to meet the sum of x, y, and z.

Upon heating at 250°C, excess selenium is vaporized and the impurity phases of
Cu,Se and In _Se partially combine into CuInSez. The combination increases as
the annealing temperature and time are increased (see Figure 4-54)., After
annealing, only the remaining Cu,Se will be etched off by KCN,. If the
unannealed films are treated with KCN, the net components will be only CulnSe,
and InySe, which produce indium-rich films upon annealing.

4.7.4 Conclusion

The structural characteristics of electrodeposited CulnSe, thin films are
investigated. Effects of annealing temperature and time on preferred orienta-
tion end grain size, film composition on chalcopyrice (ordering) ~ sphalerite
(disnrdering) transition, presence of air during annealing, and chemical
treatment on film composition and structure are systematically studied. The
thin film deposition/formation mechanisms are accorcingly derived.
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4.8 Aggregates in Thin Film Polycrystalline CulnSe,

Corroborating the Weizmann Institute of Science (WIS) results, '"aggregate
structures'" in thin film CulnSe, on molybdenum on 7059 glass were observed
using EBIC. The planar EBIC micrograph (Figure 4-62) illustrates the current
loss (dark) at the aggregate boundaries. Quantitative EBIC line scans show
the current loss at the boundaries (at 20 kV beam voltage) to range from ~20%
to 50%. This behavior has only been observed where the molybdenum back
contact has been deposited on 7059 glass, as compared to the more common soda
lime glars, due to the difference in thermal expansion coefficients between
the 7059 glass and the molybdenum back contact in conjunction with the heating
during evaporation. The relevance for the technology, of course, is the
current loss. ‘

Ongoing collaborations with International Solar Electric Technology  (ISET)
revealed that no JEBIC shifts occurred in the material, in contrast to the
deposited and sputtered CulnSe, cases. This effect indicated that there is
either little or no oxygen in the material to be desorbed by the electron
beam, or that whatever oxygen is in the material is stable with respect to the
electron beam. - SERI SIMS ion depth profiles, however, revealed that (the
unsuspected) oxygen was present at a concentfatlon approximately five times
‘that of the evaporated films (.5 x 10l Follow-up experiments with
hydrazine treatments (an oxygen scavenger) of the ISET devices exhibited
considerably diminished performance -- as has been the case in-the evaporated
films that clearly depend on oxygen for optimal performance. Having noted a
high concentration of oxygen in ISET's material and its electronic role, the
question becomes what role the oxygen is playing, if different from what is
suspected in the evaporated film case (passivation of donor defects on the
-grain surfaces).

25Ky %398 @421l 180 80 SERI

Figure 4-62. Planar EBIC micrograph for a CulnSe, film on Mo/7059 glass
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5.1 Introduction

The objective of this work is to develop an understanding of, and solutions
' to, the problems inherent in the fabrication of high-efficiency, multijunction
cascade solar cells using such III-V semiconductor materials as GaAs, GaP,
InP, GalnP, and AlGaAs. The major areas of research include metal-organic
chemical vapor deposition {(MOCVD), material analysis, and device fabrication
and characterization.

Most of the past year's work has been directed toward the development of the
lattice- and current-matched Ga In P/GaAs cascade solar cell. This cell
has a one-sun, air-mass (AM) 1 g theoretxcal efficiency of 34%, but exnibits
few of the problems typical of lattice-mismatched heterostructures. Progress
and highlights in this area are presented and discussed.

5.2 High-Efficiency Solar Cells

5.2.1 Gao_SIno.sP/GaAs Tandem Solar Cell

Multijunction photovoltaic cells have the potential for achieving solar energy
conversion efficiencies in excess of 30% [l]. The simplest multijunction
device is a monolithic, two-terminal, two-junction structure. The two
junctions are stacked vertically. The top juncticn is designed to absorb and
to convert the blue portion of the solar spectrum. The bottom junction
absorbs and converts the red portion of the spectrum that is not absorbed by
the top junction. To achieve maximum energy conversion efficiency, the
junctions must be fabricated from materials that are of high elect:ouic
quality. They must also be current matched, i.e., they must generate equal
currents when exposed in the tandem configuration to the solar spectrum. The
current matching is determined by the relative band-zap energies of the two
materials.

For a monolithic, two-junction tandem device epitaxially deposited on a
substrate that also serves as the bottom cell, the quality of the top cell
generally will be adversely affected by any lattice mismatch between the
bottom and top cell materials. Heretofore, current-matched semiconductors
with band-gap energies of 1.l eV and 1.7 eV have received the most attention.
This combination of band gaps yields the maximum AM1.5 conversion efficiency
of 36% [l1]. However, there does not exist within the III-V alloy system a
material that 1is both current- and lattice-matched to an inexpensive,
commercially available bottom-cell substrate material with a band gap of
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1.1 eV (such as silicon). For the band-gap combination of 1.4 eV and 1.9 eV,
the maximum theoretical AM1.5 efficiency is 34% [l]. GaAs has a band gap of
1.42 eV, and at least two III-V alloys exist with band gaps of 1.9 eV that are
algo lattice-matched to GaAs, namely Al gAs and Ga In, <P (hereafter,
GaIan). The A10.4 ag, 6As/GaAs system has geen studied in the past (2] but
with mixed results, presumably because of problems with the growth of high-
quality, oxygen-free AlGaAs and the fabrication of a high-conductance cell
interconnect. The tandem combination of GaAs and GalInP, has received rela-
tively little attention despite the fact that it exhibits few of the problems
commonly encountered with AlGaAs.

'In this discussion, we report the details of the fabrication and charac-
terization of a two-terminal GalnP,/GaAs tandem device with an efficiency of
27.3% (one-sun, AM1.5). Advantages and problems unique to GalnP, will also be
discussed. We will show, for example, that the electronic quafity of GaInP
is relatively insensitive to wide variations in the growth conditions, an
that the design of the device structure must account for the well-known band
gep anomaly in GalnP,.

A schematic of the GaInP, /GaAs monolithic cascade cell is shown in Figure 5-1.
The structure was grown in a vertical, air-cooled reactor at one atmosphere
using MOCVD, the detailed aspects of whxch are described elsewhere [3,4]. The
group III source gases were trimethylindium, trimethylgallium, and trimethyl-
aluminum; the group V source gases were arsine and phosphine. The dopant
sources were diethylzinc and hydrogen selenide. The arsine and phosphine were
purified on~-line by passing them over a gettering compound supplied by
Advanced Technology Materials, Inc. (ATM) (see Section 5.5). The optoelec-
tronic properties (5] and photovoltaic quality [4] of the materials listed
above are complex and coupled functions of the growth temperature, T_, the
V/III ratio, composition, dopant type and concentration, and substrate
quality. The effects of some of these factors are presented below. Generally,
however, the cascade device is grown at T_ = 700°C. The phosphides are grown
with V/III = 30 and a growth rate of 80~ HAoo nm/min; the arsenides are grown
with V/III = 35 and a growth rate of 120-150 nm/min, with the exception of the
GaAs tunnel diode, which is grown at a rate of 40 nm/min.

The absorberg of both subcells are doped with =zinc to a Llevel = of
1-4 « 1017/cm?. The emitters and window layers are doped with selenium at
about 10 8/cm3. Both layers of the GaAs tunnel diode are heavily doped at
concentrations approaching 10l /cm . Tunnel diodes grown under conditions
51mulat1ng Ehe fabr cation of a full cascade device have a series resistance
of 1073-107% ohm cm and exhibit other characteristics that are similar to
those reported by Saletes et al. [6]. For example, they are relatively stable
at 700°C for at least 30~40 min. :

The front and back contacts to all the devices reported in this .iection were
of electroplated gold. Because of the high dopant concentration in both the
GaAs substrate and the top GaAs contacting layer (not shown in Figure 5-1),
no thermal annealing of either contact 1is required. The front contact 1is
defined by photolithography and obscures approximately 5% of the total cell
area. The cell perimeter is also defined by photolithography and a mesa etch
that uses a sequential combination of concentrated hydrochloric acid and an
ammoniaiperoxide:water solution. The ammonia/peroxide solution is also used
to remove the GaAs contacting layer between the gold grid fingers. The
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antireflection coating (ARC) is a double layér of evaporated ZnS and MgF,,
with thicknesses of 60 and 120 nm, respectively.

The cell efficiency was measured using the multisource simulator method of
Glatfelter and Burdick [7]. The simulated solar spectrum was adjusted using
two reference cells. One reference cell was a GaInP, top cell and the second
was a GaAs cell coated with the GaAs tunnel junction and a layer of GalnP, to
simulate the optical transmission to the GaAs bottom cell in the actual tandem
device. The spectrum of the simulator was adjusted with filters until both
reference cells produced the correct ASTM E892-87 global, short-circuit
current at 1000 W/cm“. Using this gpectrum, the current of the cascade cell
was then measured.

| 1 (um)
n-AllnP, 0.03
n-GaInPé 0.1

"~ M4-CD-G0419506

| | | Top cell
p-GalnP, 1-25

p*-GaAs 0.01-0.02

Tunnel
nt-GaAs 0.01-0.02 diode
n-AlGaAs 0.1
n-GaAs 0.1

Bottom
Cell

p-GaAs 3.5

pt-GaAs substrate

Figure 5~-1. Schematic cross section of the GaInP,/GaAs tandem structure. An
electroplated gold grid on a heavily doped n-type GaAs contacting
layer is not shown. ‘
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The best efficiency measured to date for this device is 27.3% (one sun,
AM1.5). The short=circuit current density (Js ), open circuit voltage (V_ ),
and fill factor (FF), were 13.3 mA/cm“, 2.29 5, and 0.87, respectively. The
area of this device was 0.25 cm“ and the band gap of the top cell was 1.85 eV.
This is the highest efficiency reported for a two-terminal, tunnel-junction-
interconnected tandem photovoltaic' device and represents a significant
improvement with respect to our previously reported work [4]. Recently, Chung
et al. [8] have reported a 27.6%-efficient monolithic AlGaAs/GaAs solar cell.
This device has a metal, as opposed to a tunnel-junction, interconnect and
includes a prismatic cover sli' to eliminate the photocurrent loss associated
with grid shadowing. In our case, the use of the prismatic cover slip would
boost the efficiency from 27.3% to 28.7%.

Numerous factors affect the efficiency of multijunction solar cells. They
‘include the electronic quality of the top and bottom cell materials, the band
gap and thickness of the top cell, the design of the ARC, and the thickness
and passivating properties of the window layers. Some of these factors are
discussed in the following paragraphs. The bulk electronic quality of GaInP

as a function of growth parameters is illustrated in Figures 5-2(a) ané
5-2(b). Plotted is the relative white~light photocurrent generated at an
electrolyte/GaIan junction as a function of the GalnP, growth temperature,
the V/III ratio and latcice mismatch between the GaInP and the GaAs. This
photocurrent is a function mainly of the minority carrier diffusion length in
the GaInP, and, therefore, is a suitable quantity to use as a measure of
quality [&]. The highest relative currents shown in Figure 5-2(a) for GalnP,
are indicative of a minority carrier diffusion length in the range of 3-6 um
and a peak internal quantum efficiency of about 90%. The evidence in
Figure 5~2(a) indicates that the quality of GalnP, is relatively insensitive
to T, and V/III. This finding 1s contrary to previous reports where the
photéiuminesce ce intensity of GaInP, grown by MOCVD was found to increase by
a factor of 10° when the growth temperature [10] decreased from 675° to 650°C
or the V/III ratio [1ll] increased from 100 to 200.

The effect of lattice mismatch is shown in Figure 5-2(b). The lattice mis-
match (proportional to A8, the Bragg peak separarion) is measured using the
rocking mode x-ray diffraction technique. As expected, the photocurrent
decreases rapidly for tensional strains greater than some critical mismatch
strain. - For material grown in compression, the photocurrent increases with
increasing mismatch. This increase is due to a concomitant decrease in the
band gap of the Ga Inj_P. This result is contrary to a previous report [12]
that suggested that precise control of the composition of GalnP, was required
to achieve device~quality material.

A model that couples the optical properties of the double layer ARC with those
of the underlying junction's materials was developed for this study. The
reflection coefficient (R) of an AlInP,~coated GalnP, epilayer is about 30%
for wavelengths between 450 and 900 nm. A ZnS and MgF, ARC with thicknesses
of 60 and 120 nm, respectively, reduces R to less than 32 over the same range
of wavelengths. While these thicknesses are close to those calculated from
simple quarter wavelength considerations, the detailed effects of these
antireflection layers is considerably more complicated. For example, the
optical modeling studies show that the current matching between the top and
bottom cells is a strong function of the ZnS and MgF, thicknesses. Further
details will be discussed in a future paper.
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Figure 5-2. Photocurrent versus (a) T, and V/III for GalnP,, and (b) band gap
or lattice mismatch as méasured by x-ray diffraction. A A0 of
100 arc~s corresponds to a lattice mismatch of about 3.5 «x 1074,
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Using a similar optical model, we have calculated that a 30-nm layer of AlInP
and 30-nm-thick GaAs tunnel junction each absorb approximately 3% of the light
destined for the respective underlying subcell. It is reasonable to assume
that most of this light is not converted into external current, and the tandem
cell current therefore suffers a net loss of 3X.

It has been shown that AlInP passivates the surface of GaAs [13], reducing the
surface recombination velocity (S) to less than 1000 cm/s. For the AlInP,/
CaInP, interface, S has not been measured. However, controlled experiments
have shown that the blue response and total short-circuit current density of
GaInP, solar cells are enhanced by the use of an AlInP window layer.

For the GaInP,/GaAs tandem cell, a significant potential loss mechanism is
associated wit% current matching between the top and bottom cells. As stated
in the introduction, the top cell and bottom cell currents (Jp and Jg,
respectively) are determined primarily by the band gaps of the top and bottom
cell materials. It was assumed in previous treatments of this problem that
the subcells were infinitely thick and that quantum efficiencies were equal to
100X, With these assumptions, for a bottom cell band gap of 1.42 eV, the
optimum top cell band gap for an AM1.5 solar spectrum is 1.93 eV. Since the
nominal or classical band gap of GaInP, is 1.9 eV, we expect that for a thick,
high-quality GalnP, top cell on a GaAs bottom cell, JT/JB > 1. To make
matters worsz, the band gap of OMCVD~grown GaInP®, can be as low as 1.82 eV,
The solution to this problem is to reduce the thickness of the GaInP, top
cell, = A calculation of the expected effect is shown graphically in Fig-
ure 5-3. These calculations suggest that top cell thicknesses in the range of
500-1000 nm, depending on the top cell band gap and quantum efficiency, should
yield a current-matched tandem structure at a current level that changes only
slightly with top cell band gap. The device in Figure 5-1 has a top cell band
gap of 1.85 eV and a top cell thickness of 0.8 um. This thickness is slightly
larger than the optimum value, so that this device may not be current matched.
Efforts to reduce the thickness of the GaInP, top cell and achieve higher con-
version efficiencies are currently under way. :

5.2.2 GaAs Heteroface Solar Cells

A GaAs n-on-p homojunction with a thin GaInP, window layer and a GaInP,/GaAs
back surface heterointerface was fabricated with a one-sun, AM1.5 efficiency
of 252. The V _, Jge» and FF for this device are 1.05 Vv, 27.8 mA/cmz, and
85.6%, respectively. The cell's I-V plot is shown in Figure 5-4. A schematic
of the device structure is shown in Figure 5-5. The cell has a total area of
0.249 cm® with a grid coverage of about 5%. It is similar in design to a
conventional AlGaAs/GaAs heteroface cell except that the AlGaAs window layer
and back surface heterobarrier are replaced with GalnP,. The GaInP, is
lattice-matched to GaAs and has a band gap of about 1.85 eV in this case. The
GaInP,/GaAs interface has been shown previously [13] to exhibit ultralow
intertface recombination velocities.

The device was grown at 700°C using conventional, atmospheric pressure MOCVD
as described in Section 5.2.1. The ratio of V/III = 30. The photovoltaic
quality of both GalInP, and GaAs is relatively insensitive to growth conditions
and to trace levels of oxygen and water,. Consequently, no extraordinary
treatments of the source gases were required for the growth of this device and
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Figure 5-3.

Figure 5-4.
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Figure 5-5. Schematic cross section of the GaAs heteroface solar cell. The
" contacting and metalization layers are not shown.

we expect that the effxcxency of this device will not change sxgnlflcantly for
growth temperatures in the range of 600°-750°C.

As with the tandem ??Vlc 'described in Section 5.2.l1, the absorbe oped to
a level of 1-4 x 10 /cm y while the emitter is doped to about 10 /cm . Both
front and back contacts were also essentially the same as described in
Section 5.2.1. ‘A double ARC of evaporated ZnS and MgF, was applied to the
finished device.

Compared to previous work, this record high efficiency and high V are
attributed to the low interface recombination velocity (S < 2 cm/s) OF the
GaInPZ/GaAs heterointerface [l3]. This low S reduces the dark current in the
device, yielding a higher V . C

Other than the insensitivity of GaInP, to oxygen and water, its use as a
window layer would appear to be inferior to that of AlGaAs. The band gap is
relatively low and according to Olsen et al. [1l2], the composition must .be
precisely controlled to maintain a lattice-matched and, therefore, low S
interface with GaAs. However, preliminary experiments indicate that for thin
(<30 nm) GaInP, window layers, neither of these poses serious problems.
Figure 5-6 shows the external quantum efficiency of a comparable GaAs cell
with a thin GaInP, window layer. There is no dramatic drop in the quantum
efficiency for wavelengths shorter than 670 nm. This finding could imply that
‘there is significant collection of the minority carriers generated within the
GalnP, window layer. Other experiments have shown that the composition of the
GalnP, can be adjusted by 10%Z with no measureable change in the efficiency of
these devices.

211



S E

TP-3675

100 — r
’Q\ . -
Y 80 -
3‘ K i
= i
.0 - .
é - 4
m o "
E -
a e -
: - -
c‘% 40 |- o
= N i
5 - 1
g 20 -
m - -
- -
= I
0 i { | 1 | | 1 1 ]

800
900
1000

| T DT N
: 5 8 =B

300

Wavelength (nm)

Figure 5-6. External quantum efficiency versus wavelength for the device in

5.3 Modeling of Tandem Solar Cells

The theoretical efficiency of a single-~junction solar cell depends on the band
‘gap (14]. If a high band gap is chosen to obtain a high-voltage cell, the
current is low because most of the solar spectrum is sub-band-gap light and,
therefore, is not absorbed. If the band gap is decreased so that most of the
spectrum is absorbed, then the voltage of the cell is decreased. By using a
multijunction cell, it is possible to obtain a high-voltage cell while still
effectively collecting the low-energy photons. Despite the large potential
gain in efficiency, it is only recently that two-junction tandem solar cells
have surpassed the highest efficiencies reported for single-junction
cells [15,8]. '
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~ The theoretical efficiencies of two-junction tandem solar cells have been

reported [1,16,17] to be strong functions of the band-gap choices for the top
"and bottom cells unless four-terminal devices are used. In practice, four-

. terminal cells tend to be impractical since the cost of the cells is usually

doubled and the problems of heat-sink design are significantly greater. The
gseries—connected, two-junction configuration has always been considered the
most practical but has been discouraged since the theoretical models have
shown only a narrow range of band-gap combinations to yield potentially high
efficiencies [1,16,17]. From this small range, only a handful of material
combinations exists. ‘

Hére we report the theoretical efficiencies of series-connected, two-junction
solar cells with optimized top cell thicknesses. Reduction of the top cell
thickness results in significant increases in the efficiencies for a range of
band-gap combinations. The primary increase in efficiency results from an in-
crease in current as the top cell thickness is optimized. For ideal cells
(i.e., cells with low surface~recombination velocities), the thinner top cells
also lead to increased values of Voc? resulting in even greater improvements
in the efficiencies. In practice, t e top cell thickness is a parameter that
can be controlled easily and accurately. Thus, a number of new material com-
binations can be considered as candidates for high-efficiency, two-junction
solar cells.

The theoretical solar cell efficiencies were calculated for AMl.5 global,
AM1.5 direct normal, and, in some cases, AMO spectra, using the irradiance
standards published by Hulstrom et al. [18] and ftapezoidal integration. The
total power densities are 964 W/m“ and 768 W/m“, for the global and direct
normal spectrums, respectively.

In contrast to previous publications, which assumed that each cell was
infinitely thick (1,16,17] (i.e., absorbed all of the light with energy
greater than the material's band gap), we calculated [19] the short-circuit
currents as a function of the top cell thickness:

JT = ; e Iq(k) ax (1 = exp [=a(A)t]) (5-1)
and
Jg = Z e Io(x) AN exp [-a()\)t]

A

where J, and J are the photocurrents of the top and bottom cells, respec—
tively; e is e electronic charge; I_()) is the incident intensity as a
function of wavelength (taken from éke spectral tables of Hulstrom et
al. [18])3 a(Xx) is the absorption coefficient of the top cell material; and t
is the thickness of the top cell., The integration step width (AA) was 1/30 of
the wavelength step shown in the tables [18].

The J values of the cell were then taken as the lesser of Jp and Jg+ The
thickness of the top cell was adjusted to obtain J whenever possible
(i.e., whenever J;>Jp for the infinite-thickness cefls), + 1 uA/em?.  This
arbitrary limit gave an accuracy of about 0.1% for the thickness and 0.01% for

Jsc 1n most cases.
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The reverse saturation current density (J ) was calculated for each cell as
the sum of the currents for the n- and p-type layers using the cell design in
Figure 5-6:

Te k x_ x
De § n% Se(sz] cosh (Bi;g + ginh (Bi;;]
Jo i e(Te ) NA s e E sinh xg xg '
e(B-—) [D =) *+ cosh (D T)
e e e e e
™ T U x . x 7
S, -'h cosh (" n + sinh n
D, o2 | i) (5] (5:<)
o1y L h h'h hh | (5-2)
"h Ny Thyls X Xy ’
Sh(5~) sinh (z— ) + cosh (5 )
i h h'h

where N, and N, are the acceptor and donor 'concentrations taken from
Figure 5-73 S, and S_ are the surface-recombination velocities in the n=- and
p~-type materials; and x_ and x_ are the thicknesses of the p~ and n-type
layers, respectively. D, and D ‘are the diffusion constants for electrons and
holes, respecrively, calculated from the Einstein relationship:

kTue

e e
. kTuh
h e

and

(5-3)

where k is Boltzmann's constant; T is the temperature in Kelvinj; and M, and Hp
are the mobilities of electron. and holes, respectively. The 1intrinsic
carrier concentration (ni) was calculated from

2 _ -
n,” = NN exp (—E%—)
2nkT\> [ % *y3/2 'Eg
= 4MCMV ( hz ) (me m ) exp ( kT) , (5-4)

where N, and N .are the densities of state in the conduction and valence
bands, respectxvely, M. and M, are the number of equivalent minima in the
conductlon and valence bands, respectlvely, h is Planck's constant; mer and
mh are the effective masses of the electrons and the holes, respectively, and

is the band gap. The minority carrier Llifetimes, T, and T, wWere
c§lculated from :
N%_ T T . ¥ BNA
e SRH
and
1 1
- == + BN, (5-5)
h - SRH
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where Tgpy is the Shockley-Read-Hall lifetime and B is the direct band-to-band
recombination coefficient. Equation 5-2 is often written as a function of the
minority carrier diffusion lengths

L =/t D and L = /7,D, .
e e s n h™h

TP-3675
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Figure 5-7. Schematic of the tandem solar cell used in the model

Ideally, the reverse saturation currents would be calculated in each case
using the parameters for a known material of that band gap. However, this is
not practical, and parameters for the two material models presented 1in
Table 5-1 were used. These parameters approximate the properties of GalnP
(model A) and GaAs (model B). These were chosen as the top cell (model A) ané
bottom cell (model B) for the most detailed studies because the tandem cell
using GaAs and GalInP, is likely to achieve a high efficiency [15]. Although
its theoretical efficiency (34%) is not as high as some other combinations,
this tandem cell has the advantages of being a lattice-matched system and also
containing no aluminum. These greatly simplify the design and growth of the
cell and may lead to higher experimental efficiencies despite the slightly
lower theoretical efficiency. In addition to the set of calculations using
model A for the top cell and model B for the bottom cell, we calculated
efficiencies using model B for both cells. The results from this latter set
of calculations should be of more general interest since GaAs is the best-
known direct-gap material.
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Table 5~1. Material parameters for models A and B. The
values have been chosen to simulate Gaj_ sIng P
and GaAs, respectively.
Model
Parahetet \ A ‘B
Mo . 1 ‘ 1
M, ‘ 3 ' | 1
ug (cn?/Vs) | 4000 | 8500
by (em?/Vs) " 200 N 400
me*/me 0.155 0.067
my,*/m,  0.460 0.473
Tsry(s) 1073 o 1073
B (s/cm3) | 7.5 x 10710 7.5 x 10710
a (um 1) 4.55(5-53)52 + 2.05(E-Eg=0.1)"% 3.3(E-Eg)"
Voe was calculated [19] from:
Voo = o n (-—;—- NI (5-6)

The power from the cell is given by the product of the cell voltage (V) and
cell current (J), and was maximized by satisfying the condition

d(Jv)
dJ

=0, (5-7)

where the cell voltage was calculated from the combined current-voltage

curves:
J +J J+J
vV = l;l [:ln(f—T'-T— + l) + on (-——J——B— + l)] . (5-8)
\ oT oB

and J are the reverse saturation currents for the top and the bottom
cefls, respectlvely. This represents ar. improvement over the previously used
method [1,16,17] of calculating the maximum power points of the two separate
cells.

The isoefficiency contour plot is shown for the AM1.5 global spectrum in
Figure 5-8(a), using model B to calculate both J, values and a. For
comparison, the corresponding plot assuming an infinite thickness for the top
cell is shown in Figure 5-8(b). Figures 5-9(a) and 5-9(c) show isoefficiency
contour plots similar to those shown in Figure 5-8, except that model A was
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used for the top cell J, and o calculations. Figure 5~10 shows the
isoefficiency plots for the AM1.5 direct normal spectrum. Models B ard A were
used for the top cells in Figures 5-10(a) and 5-10(b), respectively.

Comparison of Figures 5-8(a) and 5-8(b) or Figures 5-9(a) and 5-9(c) shows the
effect of varying the thickness of the top cell. Some of the efficiencies
increase significantly when the top cell is thinned. In particular, for the
lattice-matched material systems with band-gap combinations of 1.424 eV
(GaAs)/1.90 eV (Gay sIng sP), 0.7 eV (GCag sIng 54s)/1.35 eV (InP), and 0.8 eV
(Ge, direct gap)/l.424°éV (GaAs) thinning, ~the top cell increases the
theoretical efficiencies from 32% to 35%, from 28% to 32X, and from 28% to
34%, respectively. The stated efficiences for the Ge/GuAs combination are not
accurate since germanium has a lower, indirect gap; nevertheless, the stated

increase in efficiency should occur when the top cell is thinned.

The effect of thinning the top cell can be understood better by studying
curves A, B, and C of Figure 5~11(a), which show the efficiency of a tandem
structure with a bottom cell band gap of 1.424 eV as a function of top cell
band gap. Curve A represents the efficiency when the top cell is required to
have an infinite thickness. Curve B was calculated by varying the thickness
of the top cell to¢ obtain current-matched conditions, but without
recalculating J . This gives an increase in J but  no change in V__.
Curve C shows the effect of recalculating J, for the thinner layer. e
smaller J_results in an increase in V‘c as shown in the upper half of the
graph and, therefore, an increase in ef%lciency. Comparison of curves A, B,
and C shows that the primary advantage of using thinner top cells is a gain in
Jger but that in cases of low surface recombination, an additional gain is
magevin Voc*

The gain in V wi.l be less than that shown in Figure 5-11(a) when the

surface-recombination velocities are not zero. The combined effects of

surface-recombination velocity and thinning of the cell are shown in

Figure $-12. For simplicity, we consider only the effect of recombination at

one surface. In this case the subscripts refer to recombination in the p-type

material. This is done by setting 5,77 2? =1 (which is equivalent to
of

setting S,L, /Dy = 1), making S independgh the n-layer thickness. The
and SeLe/De’ which are dimensionless

relative V__ is then a function of x /L,
expressiongs for the p-layer thickhess and p~layer surface-recombination

velocity, respectively, For SeLe/De = 1, the V does not vary with the
p~layer thickness. For lower surface-recombination velocities, the V
increases as the p layer is thinned. However, it should be noted that the Voe
is expected to decrease as the cell is thinned when the surface-recombination
velocity is high. The same graph is equally applicable to n-~type material if
all subscripts are replaced appropriately. ‘

The thicknesses used for the calculations in Figure 5~11(a) are noted at the
top of that figure and are replotted for easy reference in Figure 5-13. The
only practical limitations for implementing these thinner cells are control of
the layer thickness and uniformity. This can be evaluated from Figure 5-13,
which shows the efficiency and bottom cell and top cell currents as a function
of top cell thickness and band gap, assuming a bottom cell with band gap
1.424 eV. 1If one assumes that the thickness can be controlled to *10%, a band
gep as low as 1,85 eV still has an ideal efficiency of between 33%7 and 34%.
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Figure 5-10. Isoefficiency plots for two-junction, series—connected tandem
structures under AMl1.5 direct, one—sun illumination at 300 K.
J_  and a were calculated using (a) model B for both cells and
(g) model A for the top cell and model B for the bottom cell.
The top cell thickness was adjusted for current matching.
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Efficiency of a tandem structure. (a) The efficiency and V c as
a function of top cell band gap for a bottom cell with bang gap
of 1.424 eV and AM1.5 global irradiation. Curve A assumes an
infinite thickness for the top cell, Curve B varies the top
cell thickness to achieve current matching but does not
recalculate J_. Curve C repeats curve B but includes a
recalculation of J . Curves A-C use model A for the top cell
and model B for the bottom cell. Curve D uses model B for both
cells and an infinite thickness for the top cell. (b) and (c)
show efficiency curves A and C as described in (a), except that
AMO and AMl.5 direct normal irradiance spectra were used in (b)
and (c), respectively.
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Figure 5-12. The effect of p-layer thickness and surface recombinaticn on

. V,e+ Dimensionless variables are used for the p-layer thickness
(tﬁickness/electron‘ diffusion length) and the surface
recombination (recombination velocity*electron diffusion
length/electron diffusion coefficient). The change in V__ is
shown for various surface-recombination ratios, as labeled on
the graph.

However, a band gap as low as 1.70 eV is not practical since a 10% variation
of thickness would result in a variation of sgeveral efficiency points.,
Figure 5-14 is of particular interest for the GaAs/GaIan system since the
band gap of GalInP, varies anomalously with deposition conditions from about
1.82 eV to about 1.90 eV [5,20]). Figures 5-13 and 5-14 predict an optimal top
cell thickness of about 0.75 um for a GaAs/GaInP, cell with top cell band gap
of 1.85-1.86 eV,

We were able to fabricate a current-matched, 27%-efficient tandem cell with a
top cell band gap of 1.85-1.86 eV using a thickness of about 0.9 um [15].
Given the assumptions of the model (no surface recombination, which is an
especially bad assumption for the top cell) and experimental uncertainties (in
the absorption coefficient and thickness measurements), this is very good
agreement between theory and experiment. Strictly speaking, the optimal top
cell thickness would be achieved for the current-matched condition at the
maximum-power point, rather than under short-circuit conditions .as we have
calculated. However, this difference is quite small, as can be seen from
Figure 5-14,
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Figure 5-13. Top cell thickness as a function of top cell band gap to achieve
the current-matched condition for a bottom cell with a band gap
1.424 eV. Model A was used for the absorption calculation.
These thicknesses were used for calculation of curves B and C in
Figure 5-11.
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The efficiency of the series—connected tandem cells under different irradiance
spectra can be compared in Figures 5-8 through 5-10 or Figures 5-11(a)-(c).
Using the AMO and AM1.5 direct normal spectra, respectively, Figures 5-11(b)
and 5-11(c) show the efficiencies obtained for beoth the thinned and infinitely
thick top cells as shown in Figure 5-11(a). At lower air mass, the spectrum
has more short-wavelength light, increasing the optimal top cell band gap for
a GaAs bottom cell. However, the effect of thinning the top cell is roughly
equivalent in each case. The top cell thicknesses used in Figure 5-11(a) and
plotted in Figure 5-13 would be almost identical for Figures 5-11(b) and
5-11(c) if correction is made for the difference in optimal top cell band gap.

The effect of using the different material properties (models A and B) for
calculation of Jo and a of the top cell can be seen by comparing Figures 5-8
and 5-9 or, more quantitatively, by comparing curves A and D in Fig-
ure 5-11(a). All the efficiencies are shifted by almost the same amount; the
maximum efficiency is obtained at an essentially constant set of band gaps
rvegardless of the material model. However, the magnitude of the change (1%
absolute) is significant. This is especially true since the two chosen
material models are both based on III~V compounds and may differ less than two
arbitrarily chosen materials would. Clearly, the projected efficiency should

' be recalculated using the known material properties of any materials under

consideration. However, since the material properties of new materials are
not always known, the calculated graphs are useful in choosing which new
materials to study.

From previous calculations we have also assumed that the material properties
were independent of band gap. Writing Jo, in the form used by Fan (1],
Nell [l16], and Wanlass [17]:

= 3 -
J, = € T° exp( Eg/k'l‘) . |
For infinite thickness, we used C = 43.3, and 6.17 mA/cmzK3 for models A and
B, resp%f%fvely. These differ only slightly from those used previously:
50 mA/cm“K” [1] and 17.9 mA/cm?K3 [16,17], respectively.

The data showing the thicknesses required for current matching [Figures 5-9(b)
and 5-13] were all obtained using model A for the top cell. These results can
easily be generalized to other systems by increasing or decreasing the thick-
ness proportionally when the absorption coefficient is smaller or larger,
respectively.

5.4 The Effect of Selenium Doping on the Optical and Structural Properties
of Gaj s5lng 5B

GalnP, has recently attracted considerable attention for both technological
and scientific reasons. Because it is lattice-matched to GaAs and has a band
gap in the visible range, it is an excellent material for diode lasers, light-
emitting diodes, and cascade solar cells [21]. Scientifically, it 1is of
interest because its band gap, at constant composition, varies with growth
parameters (5,22,23). This anomalous variation has been related to spontaneous
ordering of the gallium and indium on the group III sublattice {20,24,25,26].
This spontaneous ordering apparently occurs by a surface mechanism [27] in
spite of the fact that the bulk disordered structure has been shown, both
theoretically (28] and experimentally [29], to be lower in energy.
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Recently, zinc and magnesium doping have been shown to decrease the ordering
and increase the band gap %g GgInP films when the p-type carrier
concentration exceeded about 10*°/em” [30,31]. Because zinc has often been
used as a catalyst for disordering of various superlattices [20,29,32], it was
hypothesized that the mechanism for the zinc- and magnesium-induced
disordering was related to diffusion of the p-type dopants through the growing
film [(30]. The current study reports selenium-induced disordering similar to
that reported for zinc and magnesium. This result is unexpected since
selenium usually diffuses much more slowly than zinc and magnesium, and since
selenium is an n-type dopant, residing on the group V instead of the group III
sublattice. We also report a smoothing effect of selenium doping on the sur-
face morphology of GalnP,.

The GaInP, films were grown by atmospheric pressure CVD as described in
Section 5.2.1. Hydrogen selenide was used as the dopant source, giving very
similar results to those reported previously [33]. Hydrogen, diffused through
palladium, was used as the carrier gas. GaAs wafers, 2° off (100) toward
(110), were used as the substrates after cleaning with 2:1:10 aqueous
NH4:H,0,:Hy0. The films were 2 um thick, grown in 20 min.

The carrier concentrations were measured by an electrochemical capacitance-
voltage technique, using a Polaron profiler. Van der Pauw-Hall effect mea-
surements were done on some of the samples. The absolute accuracy of the
carrier concentration measurement was a factor of two, while the precision was
10%-20%. The results from the two methods agreed well. The selenium content
of the films is not necessarily equal to the electron concentration [33]. At
very high selenium contents the electron concentration falls dramatically.
The films with high selenium content but low electron concentration had band
gaps and ordering more consistent with lightly doped films. We report here
only the carrier concentration, since the absolute selenium content has a less
consistent effect on the band gap and ordering.

The lattice mismatch was measured by double~crystal, rocking-mode x-ray dif-
fraction. All samples reported here exhibited a relative lattice mismatch of
less than 0.00l. Corrections to the band-gap energy for any deviations from
the lattice-matched composition were less than 5 meV.

The band gaps were measured by electrochemical photocurrent spectroscopy {9].
Figure 5-15 shows examples of the data. The photocurrent generated by light
from a monochromator is plotted as a function of photon energy (E). The band
gap (Eg) was obtained by fitting the photocurrent to Eqs. 5-1 and 5-2:
photocurrent = constant/(l + 1/al) , (5-9)

where L 1is the minority-carrier diffusion length, and o is the absorption
coefficient [9]:

a(E) = constant*(E-Eg)l/2 . (5~10)
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Figure 5-15. Electrochemical photocurrent (arbitrary units) as a function of
photon energy for four GalnP, samples of variable aelenign 3
conteTs wish carrier concentrations ranging from 5 x 10'°/cm
to 10*7/em All were grown at 670°C.

A correction to E_ was made for the Burscein—Mgis effect for those samples
with carrier concéntrations higher than 3 x 10*%/cm”. This correction is
necessary since the measured ("apparent'") band gap of a degenerately doped
semiconductor is higher than the actual band gap [34]. The correction factor
for the effect of degenerate doping was calculated by modeling the photocur-
rent spectroscopy according to Eqs. 5-1, 5-3, and 5-4:

a(E) = constant *

| & (5-11)
e(EwEf)/kT .1

where Ef is the Fermi level, T is the temperature, and &k is Boltzmann's

constant. For a given Eg, the carrier concentration (n) was calculated assum-
ing an effective mass (m*) of 0.1l electron masses [35].

f 87 [2(5:--13.‘:)]!i w3/ 24E .
n= (5-12)
Ec h3 (e(E—Ef)/kT . 1)

where Ec is the conduction band energy.
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The uncertainty of this model is especially large for values of E¢ that are
significantly above the conduction band because of an uncertainty in the
effective mass (which may not even be constant for all films) and the
existence of additional states at the X and L points. Non~-parabolicity of the
r-point conduction band may also introduce some error. Nevertheless, the
model gives results that are qualitatively similar to those obtained for
GaAs [36]) and is sufficient given the scope of this document.

The photographs of the surfaces were taken using a scanning laser microscope
with differential phase constant (Lasersharp, distributed by Bio-Rad). The
contrast was electronically enhanced to show the differences between smooth
films. The smoothest films reported here are essentially featureless under
examination with a standard microscope.

The ordering was investigated by transmission electron microscopy using plan=-
view specimens, thinned chemically with a bromine/methanol solution. The
extent of ordering was estimated subjectively from the dark-field images. The
electron diffraction data were presented in more detail in a separate
publication [37]. '

Table 5~2 summarizes the data, including the band gaps, corrected band gaps,
carrier concentrations, and amount of order for each of the films at the three
growth temperatures (T_) studied. The ordered volumes, reported as ''medium,
weak, very weak, and disordered,'" we believe correspond to 10%-50%, ~ 1%,
< 0.1%, and not detectable, respectively [37]. At each growth temperature, an
increase in the selenium content leads to an increase in the band gap and a
decrease in the observed amount of ordering. For films grown at 670°C, an
53 decrease -in the ordering occurs at a carrier concentration of
/cm3. At the same carrier concentration, an increase in the band gap is
lso observed. The uncertainty in the band gap of the highly doped film is
large both because of uncertainty in the model of the Burstein-Moss effect and
because the high carrier concentration (small minority-carrier diffusion
length) causes a shallow edge on the photocurrent (as seen in Figure 5-15),
decreasing the precision and accuracy with which the band gap can be mea-
sured. The photoluminescent (PL) line width also increased so that mea-
surement of the band gap by PL presented no advantage over the method used.
It is not possible to determine whether the small increase in the apparent
band gap for the films doped to 5 and 7 x 10*°/cm” is caused by the Burstein-
Moss effect or whether it is a rvesult of less extensive ordering of the
films. Gomyo et al. show a very similar increase in band gap for selenium-
doped films grown with slightly smaller carrier concentrations [38]. Because
they see the effect for films with carrier concentrations lower than that at
which the Burstein-Moss effect causes a shift 'in the apparent band gap, they
conclude that this shift in the band gap is a manifestation of the extent of
order.

The change from the ordered to the disordered state occurs at a smaller

carrier concentration for films grown at 740°C than those grown at 670°C.

ance l%he Burstein-Moss shift is unimportant for GaInP, films doped at
x 10 /cm y the interpretation of these results is more straightforward.

For each set of films grown at a constant growth temperature, a clear "on-off"

correlation exists between the band gap and the ordered volume (i.e., a
significant increase of the band gap and decrease in the ordered volume are
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Table 5-2.
E (eV) Before E (eV) After
BGrstein-Moss Burstein-Moss
Tg(°c) a(/em3) Correction Correction Ordered Volume (%)¥*
670 ~1x1019 1.96 1.88 % 40 meV weak
670 7x1018 1.875 1.825 * 20 meV medium
670 5x1018 1.865 1.845 % 10 meV med;.um
670% 5x1016 1.823 1.830 £ 5 meV . medium
740 3x1018 1.915 1.915 £ 5 meV disordered
740 2x1018 1.885 1.885 & 5 meV medium
740" 4x10l6 1.880 1.880 * 5 meV medium
600 2x1019 1.96 1.9 * 60 meV disordered
600 5x1017 1.885 1.885 £ 5 meV very weak
600" 2x1016 1.880 1.88 * 5 meV very weak

*Nominally undoped.
*“Estimated from dark-field superlattice images.

observed for the same doping levels). However, if films grown at 600" and
740°C are compared, the correlation is not as clear. At both 600° and 740°C,
band gaps of 1.88-1.885 eV were reported. However, films grown at 740°C with
a band gap of 1.88-~1.885 eV appear to be substantially ordered as shown in the
dark-field image, while those grown at 600°C with similar band gaps exhibit
almost no ordering. This observation is consistent with the observatioas of
Kondow et al. [26] but conflicts with the observations of Gomyo et al. [24].
The discrepancy may be related to the fact that the order parameter of a thin
film is very difficult to measure. (X-ray diffraction of very thin samples is
difficult, and the scattering of electroas is not understcod well enough to
give a quantitative order parameter from the electron diffraction
superlattice-spot intensity.) We have chosen to estimate the ordering from
the dark~field images, but this method only shows that some ordering exists in
a large volume of the films grown at 740°C. We cannot conclude anything about
the extent of the ordering within the ordered volume. It is quite likely that
the superlattice spots result from regions of alternatlng Gag _GIn0 P and
Gag 545100 g_gP layers where 0<§<0. 5, especially since Kondow ec al. 39? have
observed Ga Ing ;P films that are ordered with the same symmetry as
GaO.SInO 5P films.”” It may be that at high-growth temperatures, the ordered
domains become less perfectly ordered but are still abundant, while at low-
growth temperatures, very few ordered domains are formed. Our attempts to
accurately quantify the order parameter using x~ray powder diffraction have
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been unsuccessful in establishing a correlation between the band gap and the
order parameter [40].

The disordering of the GalnP, films by selenium doping is very similar to that
reported previously for zinc- and magnesium-doped films. Our observations of
zinc-induced disordering are very similar to those previously reported, except
that slightly more (about a factor of 3) zinc was required to disorder the
films. The change from ordered to difgrdefed films takes place as the carrier
concentration is increased above 10°°/cm’ for zinc [30,31], magnesium [30],
and selenium. The exact numbers differ slightly depending on the laboratory
and the dopant, but these differences are less than the experimental
uncertainty. This similarity between the three dopants is surprising since
the effect was originally attributed [30] to fast diffusion of the zinc, which
is known to disorder not only GaInP, but also large period superlat-
tices [24,29,32]. Although the bulk diffusion constants of the dopants in
GalInP, are not known, selenium is a much slower diffuser than zinc in
GaAs [41]. It is unlikely that selenium, zinc, and magnesium would all have
such similar effects if the mechanism for all three were related to diffusion.

The similarity between the effects of zinc, magnesium, and selenium suggests
that the disordering mechanism could be a colligative-type effect (i.e.,
dependent on the number and not the identity or diffusivity of the dopant).
This seems quite plausible because impurities are known to affect the phase
stability of many systems. In this case, the ordered surface structure may be
destabilized by the presence of an impurity regardless of whether the impurity
is zinc, magnesium, or selenium.

However, Gomyo et al. [38] have recently found that of the n-type dopants,
selenium affects the ordering very similarly to =zinc and magnes:.uniB but
silicoT7 gfes dlsorderlng at a much lower concentration (between 10 and
4 x 10°"/em”) [38]. It is possible that the difference has to do with the
fact that silicon can be either a p- or an n-type dopant, affecting the total
carrier concentration, but this seems wunlikely since no evidence of
compensaCLo feen found for silicon doping at electron concentrations less
than 4 x /cm [42]. Therefore, the observations of Gomyo et al. are
evidence agalnst a colligative-type mechanism. ‘

The proposal that selenium affects the stability of an ordered surface phase
implies a strong interaction between selenium and the surface of GaInP,. This
is supported by observations that link selenium and the surface morphology of
GalnP,. All GaInP, films grown under optimal conditions are specular and
mirror-like to the naked eye. However, under closer examination, we have
observed that GalInP, films exhibit unusual surface morphologies [43]. For
films grown on (10%) GaAs substrates misoriented 2° toward (110), there
appears to be a correlation between surface roughness and band gap [43].
Films with anomalously low band gaps show the greatest roughness, while films
with normal (high) band gaps are very smooth.

The photographs in Figure 5-16 show the effect of selenium doping on the sur-
face morphology of GaInP, films. All of these films appear mirror-like to the
naked eye. The two doped samples are so smooth that their diffuse reflecuvance
is less than their photoluminescence (i.e., when a green laser (0.5 mW] is
shone on the surface, the eye sees the red light from the photoluminescence
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Figure 5-16. Photogragsa og‘samplesz (a) undoped, grown at 670°C, (b) Se-
doped 10-7/cm”, §ro at 670°C; (c) undoped, grown at 740°C; and
(d) Se-doped 10! /cm”, grown at 740°C. The contrasts have been
electronically enhanced to highlight the differences, resulting
in saturation of the amplifier in the case of (a). The 10-um
markers show the scale. ‘

rather than a diffusely reflected green laser light). These two smooth sam-
ples, shown in Figures 5-16(b) and 5-16(d), also have nigh band gaps, just as
samples grown at high and low temperatures have smooth surfaces and high band
.gaps [43].

Although the relationship between the surface morphology and the ordering is
not clear, both are influenced by surface kinetics. Just as the selenium may
affect the ordering by being an impurity on the surface, it also influences
the mechanism by which the surface becomes rough or smooth.

5.5 On-line Purifiers for CVD

The objective of this work was to evaluate the efficacy of the ATM Epigrade
Purifier for on-line purification of arsine and phosphine. The basic approach
was to use MOCVD to deposit various 1II-V materials, with and without the use
of the purifier, and, using a newly developed photoelectrochemical spectro-
scopy technique, characterize the minority carrier transport propertiez of the
deposit., The following is a brief discussion of the experimental techniques
and the final results obtained to date.

Two Epigrade Purifiers were installed on the arsine and phosphine lines
downstream of their flow control using a procedure similar to that contained
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in the purifier operating instructions. In addition, before the purifier was
opened to arsine, phoshine, or hydrogen, each line, including the bypass por-
tion of the purifier, was purged with H, for 3 days at a flow of 50 cc/min.
The purifiers were then conditioned with arsine or phosphine according to the
purifier operating instructions. ' ' ‘

GaAs, GaAlAs, and GaAlInP layers were grown and then characterized. For the
initial phase of this work, the primary characterization tool was the
electrochemical/photocurrent spectroscopy technique described by Kurtz and
Olson [9]. From this technique one can obtain relative photoresponse and
background carrier concentration. These measurements, including sample
preparation, can be made very rapidly so that the rate-limiting step in
obtaining results is the deposition process and associated factors such as
yield or run-to-run reproducibility. Because of yield or reproducibility
problems, a minimum number of runs are required to measure a given response
with reasonable precision. In the following, some results will be presented
for which the minimum number of growth runs has not been made. They are,
therefore, considered preliminary results and are included only for purposes
of completeness. ' ‘

" The first seven depositions after installing the arsine purifier were undoped
‘GaAs runs, four with the purifier on and three with the purifier off (bypass
valve open and the inlet and outlet valves closed). For all seven runs, the
growth temperature, growth rate, and V/III ratio were 700°C, 200 nm/min, and
28, respectively. Statistically, the purifier has no effect on the white
light photocurrent or Np-N,, the background carrier concentration. This is a
case, however, where more data are needed because of a lack of reproducibility
(i.e., the standard error of the measured effect is greater than the measured
effect itself). ‘ ‘

For AlGaAs, the growth temperature is increased to 750°C. All other growth
parameters were similar to those used for the growth of GaAs. After an
initial period of experimentation, a series of 18 AlGaAs growth runs was made,
nine with the purifier on and nine with it off. Two runs (one each) were
rejected because of anomalously low photocurrents, possibly due to a leak at
the joint between the reactor inlet and the injection manifold.

Undoped, the AlGaAs is p-type with a hole concentration of 2-3 «x lOlé/cm3. As
discussed earlier, the hole concentration is unaffected by the state of the
purifier. However, the photocurrent of the AlGaAs layers 1is definitely
enhanced by the action of the purifier. The average photocurrent of the
AlGaAs grown using the untreated arsine is 6.2 mA/cm”~. With the purifier on,
the average photocurrent increases 10% to 6.8 mA/cm®. _ The standard error of
the difference between these two averages is 0.26 mA/cm®. The probability that
there is no real difference between the two treatments (purifier on or off) is
therefore only 0.03.

AlGaAs was doped with selenium to a level of 4-5 «x 1017/cm30 All other con-
ditions were the same as described earlier. A total of four growth runs were
made, two for each treatment. The averﬁge photocurrent of the AlGaAs grown
using the untreated arsine was 2.84 mA/cm®, With the purifier on, the average
photocurrent increasei 372 to 3.88 mA/cm®. The standard error of the. dif=-
ference is 0.43 mA/cm“, implying that there is 0.16 chance that there is no
real difference between the two average photocurrents or treatments.
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These results are consistent with known properties of oxygen in AlGaAs. It is
likely that the oxygen deep level in AlGaAs will have an effect on the minor-
ity carrier transport properties that is carrier-type dependent. If oxygen is
a deep acceptor in AlGaAs, then in p-type material it would be negatively
charged and as such should exhibit a low capture cross-section for minority
carrier electrons. In n-type AlGaAs, oxygen acceptors would be neutral and
‘therefore much more effective at trapping minority carrier holes. All of this
implies that n-type AlGaAs should be more sensitive than p-type AlGaAs to
oxygen contamination and, consequently, to any efforts to reduce the oxygen
contamination.

GaAlInP with a band gap of ~2.15 eV was grown to test the phosphine purifier.
When this material was grown no difference was found between the on and off
modes. We decided to add a measureable, known impurity to the gas stream.
Water vapor carried by hydrogen was injected into the phosphine line upstream
of the purifier in concentrations of 0 - 4000 ppm. From 0 - 400 ppm water,
there was still no difference in the on and off purifier modes. At 4000 ppm,
there was degradation in the electronic properties of the material without the
purifier in-line.

The results show that the phosphine purifier will remove impurities from a gas
stream. It is more interesting to note that at high-impurity concentrations,
GaAlInP guffered no ill effects. This implies that some self-gettering process
not yet understood occurs in the vapor phase. This observation lends support
to the group's proposal that the GaInP group of compounds grown in cascade
cell structures is much less sensitive to 1mpur1ty problems than the GaAlAs
group of compounds.
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6.0 SOLID-STATE THEORY

Investigators

A. Zunger, Principal Scientist and Group Leader
D. M. Wood, Senior Scientist (to August, 1989)
S. Froyen, Staff Scientist
S.~H. Wei, Research Associate
K. Dandrea, OER~BES Pogt-Doctoral Scientist
Z. W. Lu, OER-BES Post-Doctoral Scientist (from June, 1989)
J. E. Bernard, DDF Post-Doctoral Scientist

6.1 Introduction

The past 10 years have witnessed dramatic developments and breakthroughs in
theoretical physics techniques aimed at atomic-level understanding of the
electronic structure of superconductors, metals, clusters, alloys, and other
quantum behavior that underlies the properties of real materials. It is now
possible to predict from "first principles' the optical, magnetic, electrical,
and thermodynamic properties of some simple materials before measurements are
done. At the same time, equally dramatic developments occurred in our ability
to grow in the laboratory "artificial' crystal structures through atomic-level
control of the growth process [e.g., by molecular beam epitaxy (MBE) and
organo-metallic vapor phase epitaxy (OM-VPE)]. Many crystal structures, con-
szstzng of particular architecture of atomic posxtxons (even those not present
in nature) can now be grown on demand.

The primary mission of the solid-state theory research effort is to (1) bring
state-of-the-art methods and ideas of condensed matter theory into the realm
of photovoltaic materials, and thus (2) develop a fundamental understanding of
the elements that constitute and enhance solar cell performance, and (3) use
this knowledge to design novel photovoltaic materials that could be grown and
tested in the laboratory by modern crystal growth techniques. The second mis-
sion is to analyze the properties of existing materials. Unlike simple
devices (e.g., the transistor), the underlying complexity of solar cells in
terms of their chemical constitution, diverse atomic structures, defects,
interfaces, and varying degrees of order leads to a dependence of their per-
formance (e.g., efficiency) on a very large number of material parameters that
are difficult to disentangle and 1isolate. Solid-state theory research
attempts to address these problems by modeling the electronic gtructure of
prototype systems that isolate these effects. This includes modeling of the
basic electronic structure of

‘Defects and impurities in semiconductors
Optical properties of alloys

Stability and thermodynamics of superlattices
Band gaps of novel ternary semiconductors
Surfaces and interfaces of semiconductors.

e ® 0 O

This type of regearch is aimed at parallel theoretical and experimental stud-
ies and is intended to ensure that photovoltaics will continuously benefit
from breakthroughs done in other areas of condensed matter physics. This
approach supplements the more conventional trial-and-error approaches to
design. ‘
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This report summarizes work in FY 1989 in the following areas (specific refer-
ences to papers published on work in this reporting period are given in
brackets and listed in Section 6.9):

e Stability and band offsets of heterovalent superlattices Si/GaP, Ge/GaAs,
and Si/GaAs [1]

e Temperature-composition phase diagrams of bulk GaInP, A%GaAs, and
GaAsSb [2,3] 2

e Structures, thermodynamics, and optical properties of epitaxial alloys (4,5]
e Stability of strain layer superlattices (6]

e Electronic structure of H, in palladium: can solid-state effects explain
"cold fusion'? [7,8]

@ Ordering in semiconductor alloys [9]

e Band structure of random alloys [10].

This section describes progress along these lines; work partially funded by
the Office of Energy Research/Basic Energy Sciences (OER-BES) is indicated by
an asterisk. Published references pertaining to work carried out during this
reporting period follow the title of each subsection.

6.2 Stability and Band Offsets of Heterovalent Superlattices Si/GaP, Ge/CaAs,
and Si/GaAs [1]

Heteropolar interfaces form whenever a III-V material is combined with the
elemental semiconductors silicon and germanium. To systematically study the
electronic structure and stability of such interfaces, Dandrea, Froyen, and
Zunger [l1] have performed first principles pseudopotential calculations for
the following column IV/column III-V semicondué¢tor superlattices: Si/GaP,
Ge/GaAs, and Si/GaAs. Ge/GaAs interfaces and superlattices have in the past
been extensively studied as prototypical examples of lattice~matched IV/III-V
systems. In addition, the lattice-matched Si/GaP system and the strained
Si/GaAs system were selected as two systems of experimental interest. Among
the superlattice directions included in this study, two ([001l]) and [111]) have
polar interfaces and one [110] has a nonpolar interface. Each interface in
the polar superlattices contains either only III-IV or IV-V bonds. Such non-
octet bonds give rise to partially occupied, localized, interface states.
Provided that such ideal interfaces can be manufactured, these states lead to
charged 1interfaces and very large, oscillating electric fields in the
superlattice direction. Such polar interfaces are likely tae be unfavorable
and reconstruction (intermixing) of the atoms at the interfaces will take
place to eliminate the fields. Dandrea, Froyen, and Zunger systematically
studied the relative stability of both the polar and the nonpolar interfaces,
including reconstruvctions, for the three IV/III-V systems. This enabled them
to present a simple two-parameter model that successfully described the
energetics for all the interfaces considered and allowed them to model the
energetics of more complicated interfacial reconstructions. They also
presented the valence band offsets for all superlattices without residual
electric fields. For the reconstructed interfaces these depend strongly on
the t,ype2 of reconstruction and can therefore be used as a probe into the
structure of the experimentally grown interfaces through comparison to the
measured band offsets.
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The calculated total energies for the superlattices with respect to unstrained
constituents are given in Table 6-1. Also tabulated for the lattice-
mismatched Si-GaAs case are energies of the strained constituents (indicated
by n==), Also shown, in Figure 6-1 are the energies per 4n atoms as a func-
tion of n for the unrelaxed Si~GaP superlattices. For a given value of n, the
[111] superlattices have the lowest energy. This is because these superlat-
tices have only half the number of non-octet bonds (all are along the [lll]
direction) compared to [00l] and [110] superlattices with the same n.

‘Note that the non-octet bonds always come in pairs: there are equal numbers
of III-IV bonds and IV~V bonds. From electron counting, a III-IV bond is
expected to behave as an acceptor, with 1/4 electron missing, and a IV-V bond
as a donor, with 1/4 extra electron. These donors and acceptors would exist
as interface states at uncompensated interfaces. However, in the superlat-
tices, there is the possibility for compensartion where the extra electrons in
the IV-V bonds transfer to the III-IV bonds, gaining energy of the order of
the gap. For nonpolar interfaces, where both types of bonds are present, the
charge transfer occurs within a given interface, and the compensation 1is
expected to be complete. For the polar [00l1] and [lll] interfaces, however,
where each interface contains one type of bond only, compensation involves
inter-interface charge transfer, producing electric fields and a potential
drop across each sublayer. The potential drof is proportional to both the
charge transfer and n, and since the potential difference cannot exceed the
band gap, the charge transfer must go as 1l/n for large n. Note that this
charge-transfer argument predicts the electric fields to run from the IV-V
donor interface “c the III-IV acceptor interface in all unreconstructed polar
superlattices. We indeed find this to be the case.

The fields can be eliminated and the compensaticen improved by swapping atoms
between interfaces (e.g., one-half of the sgilicen atoms at the phosphorus
interface with one-half of the gallium atoms at the gallium interface). This
allows the compensation to take place intra-interface. For the [00l] super-
lattices, the reconstruction does not create additional non-octet bonds and is
expected to be energetically favorable. For n =1, the reconstruction
increases the energy (see Table 6-1) presumably because the layers are too
thin. For n = 2, there are four possible reconstructions: a III-IV (cation)
or a IV-V (anion) swap, and atoms can be swapped directly above one another in
the {00l] direction (vertical) or not directly above on another (staggered).
All reconstructions lower the energy considerably compared to the unrecon-
structed superlattices, and the vertical swap appears to be favored by a small
amount. The energy difference between swapping the anion or cation is negli-
gible for Ge/GaAs and favors a cation swap for Si/GaP and Si/GaAs. These
energy differences are small, however, and a more complicated combination of
anion and cation swaps cannot be ruled out. For the [l1l] superlattices, each
swap would increase the number of non-octet bonds by four. Complete intra-
interfacial compensation is achieved by swapping every fourth interface atom.
This results in a 50% increase in the number of non-octet bonds and consid-
ering the large energy difference between the unreconstructed (111] and the
nearly optimally compensated [110] superlattices, a {lll] reconstruction would
appear unlikely to be energy lowering. This will be investigated further
below using an energy model.
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Table 6-1. Calcﬁlated Total Energies of Ideal and Reconstructed
Heteropolar Superlattices. The reconstructed superlat-
tices are described in the text. The energies in paren-
theses refe. to unrelaxed geometries with the atoms in
their ideal zincblende positions. The energies are
given in eV per four atoms. We estimate an uncertainty
in the values of up to 20 meV.

. Energy
G n Reconstruction Si/GaP Ge/GaAs Si/Gaas
(oo1] 1 No 0.485(0.499)  0.393(0.448)  0.489
Yes (0.505) (0.453) -
2 No 0.343(0.360) 0.257(0.271) 0.367
Cation vertical 0.216(0.248) 0.182(0.205) 0.245
Cation staggered - (0.227) -
Anion vertical 0.236(0.249) 0.178(0.200) 0.265
Anion staggered - (0.227) -
3 No 0.232(0.257) 0.196(0.205) -
® No 0.0 0.0 0.043
[110] 1 No 0.485(0.499) 0.393(0.448) 0.507
2 No 0.125(0.189) 0.124(0.146)  0.184
3 No 0.109(0.149) (0.136) -
4 No 0.069(0.103) - =
« No 0.0 0.0 0.05¢4
f1l11] 1 No 0.118(0.167) 0.131(0.137) 0.192
2 No 0.089(0.116) - 0.158
3 No 0.077(0.097) - -
@ No 0.0 0.0 0.054
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Figure 6—-1. Calculated and modeled total energies of nonisovalent, unrelaxed
Si~GaP superlattices. The energies are given in eV per 4n atoms
with zero at the energy of the segregated constituents. The
reconstructured superlattices are described in the text. The
modeled energies (dashed lines) are calculated from Eq. 6-2 and
correspond to a range of the parameter. The extreme values
are ¢ (0) = 0.8 eV, I =0.20 eV, UD + Uy = 1.71 eV and ¢,(0) =
1.2 e¥, I =0.22 eV, UP + U, = 3.52 ev.

nu

Formation energies for non-isovalent superlattices are an order of magnitude
larger than for the isovalent ones. The following develops a model that cap-
tures the major physics of the results. The model consists of two terms: the
first is the energy, I, of the uncompensated non-octet bond (actually the
average of a pair of III-IV and IV-V bonds); the second is the energy gained
in the donor-to-acceptor compensation transfer. To calculate the second term,
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start with the difference between the donor and écceptor energy levels. To
first order in the donor-acceptor charge transfer q, the energy level differ-
ence is given by

_ - l_ D ) - D -
eg(a) = ¢ (0) o S Vﬁad)q w? + tr)q , (6-1)

where ¢_(0) is th%)uncompe sated energy difference; q is the donor-acceptor
charge %ransfer, and JK are the electrostatic Madelung potentials at
the donor and accegtor bond, respectxvely, resulting from an unscreened charge
transfer of one electron} €, is the static dielectric constant; and U” and U
are the intra-bond electron repulsion (this includes. both electrostatic and
exchange-correlation contributions). Equation 6-1 can be derived from the
local density approximation (LDA) total energy expression wusing linear
response and by assuming that the donor and acceptor states are localized,
spherical, and centered at the bonds. The integral of Eq. 6-1 with respect to
q is the total energy change upon a donor-to-acceptor charge transfer q. Thus
the superlattice total energy per pair of non-octet bonds becomes

E 2¢e M

0

q ' ‘
= 77- = 97- LyP 2L eyP 2 -
roray = 2 g e (a) dq = 2I-¢_(0)q + +vA > (U et . (6-2)

The charge transfer q is calculated from Eq. 6~-1 by setting ¢_(q) = 0 and then
limiting q to a maximum of 0.25 electrons. Because q achieVes close to its
fully compensated value, 0.25, in all cases except for n = 3 [001l], one cannot
fit all the parameters in Eq. 6-2 independently. Most of the superlattice
energy differences are thus determined by the Madelung terms, which are not
fit but calculated, and the remaining parameters are only used to fit the
overall energy scale. e, has been set equal to 10.4 (the average of Si and
GaP). To improve the robustness of the fit, we also fit the n = 3 charge
transfer (calculated to be 0.15 electrons) in addition to the total
energles. Fitting the non-octet bond energy, I, and the electron repulsion,
ub + uA » Eq. 6=2 reproduces the calculated energies with fair accuracy (see
Figure 6-1). There are still insufficient data to fit e_(0) as an independent
' parameter. Indeed ¢_(0) can be chosen over a range of Values from 0.6-0.2 eV
, wbthout affecting thg accuracy fit [changes in eg(O) are offset by changes in
+ U l.

The accuracy of the model is remarkable considering its simplicity and its
crude assumptions. In particular, it is assumed that charges on neighboring
bonds are fully screened (using e€,). Such charged, neighboring bonds occur in
the [001] and the reconstructed {111] superlattices. This is certainly not
true and the fit can be improved by a factor of two by introducing one addi-
tional parameter to account for the repulsion between equal charges on neigh-
boring bonds.

Using the model one can investigate other possible structures, Figure 6-1
shows the model energies of some longer period superlattices. This extrapo-
lation becomes somewhat uncertain because of its dependence on the choice for
eg(O). The figure therefore shows results for a range of €_(0) between 0.8-
172 eV, Estimated energies for the reconstructed [l11] supgrlattlces with a
vertical cation or anion swap (the model does not distinguish the two) is also
given. Note that the n = 3 superlattice will not reconstruct (accordlng to

the model) but that the n = 6 will.
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Finally, the calculation allows an estimate of band offsets. For the polar
interfaces, the electric fields make an estimate of the offsets impossible.
However, for the nonpolar [110] and the reconstructed [00l] interfaces, reli-
able estimates can be obtained even in superlattices as thin as n = 2. The
resulting calculated valence band offsets are tabulated in Table 6-2. For the
lattice mismatched Si/GaAs system on silicon, the offset for the average of
the strain split valence band maximum of GaAs is given.

Table 6~2. Calculated Strain—-Averaged Valence Band
: Offsets (in eV) for [001] Reconstructed
and [110] Unreconstructed Superlattices.
A positive valence band offset puts the
valence band maximum on the column IV
sublattice. & denotes orientation.

Valence Band Offset

&  Reconstruction Si/GaP  Ge/GaAs Si/GaAs
[001] Cation vertical 0.8 0.7 0.3
| Anion vertiéal 0.0 0.1 -0.5
[110] N 0.45 0.5 0.1

Dandrea, Froyen, and Zunger [l] conclude that the formation energies of non-
isovalent superlattices are mostly determined by the energy of non-octet
III-IV and IV-V bonds and electrostatic interactions between these. They have
formulated a simple model that incorporates these effects and that success-
fully describes our formation energies calculated from first-principles
methods. It would appear that such interactions should also be an integral
part of any successful description of non-isovalent alloys. They found that
[001] superlattices with their charged polar interfaces are unstable with
respect to interface reconstructions that remove the interface charges, even
for periods as short as n = 2. The similarly polar [1ll] superlattices are
the most stable superlattices (among [00l], [110], and [111]), and they esti-
mate that these are stable against reconstruction up to n = 3,

6.3 Temperature—-Composition Phase Diagrams of Bulk GaInP, AtGaAs,
.and GaAsSb (2,3]

Simple binary semiconductors such as Si, Ge, GaP, GaAs, InP, and AfAs have
been used as the "core materials" for a wide range of electronic and opto-
electronic device integrated circuits (IC), very-large-scale-integration
(VLSI), light-emitting diodes (LED), lasers, solar cells, detectors, etc.
Since the existing list of such simple semiconductors provides but a limited
range of materials properties (band gaps, carrier mobilities, lattice param-
eters), it has been a common practice to form solid solutions A_B -x of the
parent compounds A and B, attempting thereby to obtain materials properties
that are intermediate between those of A and B. These alloys are grown either
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in bulk form or epitaxially on a substrate. Unlike the parent semiconductors
A and B, the alloys A B,__ are (1) disordered and, therefore, generally have
lesser electron mobility; and (2) structurally unstable toward lLow-temperature
disproportionation into their binary constituents. (Their mixing enthalpy AH

TP~3675

'is positive, so their free energy AH-TS is negative only at sufficiently high

temperature T, where the -TS entropy term overwhelms AH.) Until recently, it
was believed that all such isovalent semiconductor pairs A and B (where A and
B are either IV-IV, III-V, or II-I semiconductors) exist either as dispropor-
tionation products A+B or as disordered solid solutions A By_x+ In 1985 and
1986, we predicted theoretically that hitherto unknown long~range ordered
stoichiometric intersemiconductor compounds A B,_ (1l £n < 3) can be ther-
modynamically more stable (below some growth temperature T_ ) than the dis-
ordered alloy. Such ordered compounds form a novel class of semiconductors in

that (1) their crystal structures are unprecedented in conventional semicon-

ductor physics (they can appear in tetragonal CuAul-like, rhombohedral CuPt-
like, or chalcopyrite-like modifications), (2) their band structures (hence,

band gaps, effective masses, etc.) differ from either the average of the con-

stituents or from those of the disordered alloy, and (3) some of them are
thermodynamically more stable (i.e., have lower AH) than the equivalent
disordered alloy.

In this work we have calculated the phase diagrams of those semiconductor
alloys often used in photovoltaic cells (e.g., GaAfAs, GalnP, and InGaAs).
The procedure used is as follows (for details, see Ref. 2): We select a set
of N periodic structures {s}, compute the excess total energies {AE(s,V)}
from electronlc structure theory, and obtain by inversion the N_ interaction
energy functions {J.(V)}. This set is then used in the cluster expansion to
predict the total energies {AE(s',V)} for another set {s'} # {s} of periodic
structures. This prediction is compared with the directly calculated values
of AE(s',V) from electronic structure theory. The difference between the
energies [AE(s'V)} obtained from the series expansion prediction and the
"exact" linearized augmented plane wave (LAPW) excess energies is then mini-
mized by varying the number and types of figures {F} used in the cluster
expansion, thus establishing the minimum sizes of K and M required to produce
a given maximum error we are prepared to tolerate. Our study of isovalent
zincblende semiconductor alloys showed that to achieve a relative error of
only a few percentage points in AE' requires retention of up to fourth fecc

neighbors for M and up to four-body nearest neighbor for K. These include
eight J terms: (1) a normalization term JO 3 (2) a sites-only term Jy 1h
(3) fourdpair interaction terms J } 31 and J between first,

second, third, and fourth fcc nexéhbors, respectlvely (a%breviated in what
follows as Jyy Ky, Ly, and M,, respectively); and (4) a three-body J and a
four-body J4 nearest-neighbor terms. Our previous study also establlshed an
optimal set o% structures (s} consistent with the above requirements. Having
established a "complete'" set of interaction energies {J}, we use these in an
Ising Hamiltonian, which describes the thermodynamics of the alloy. The Ising
Hamiltonian is then solved by the Monte Carlo and by the Cluster Variation
methods.

Figure 6-2 shows the reduced mixing enthalpy ("interaction parameter")

~

R (x,T) = AH(x,T)/x(1-x) (6-3)
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for the disordered alloy at two temperature (solid lines), and the analogous
quantity (reduced formation enthalpy) for the ordered compounds s at T = 0

ns(xs, T=0)= AE(s,VS)/xs(l-Xs) ’ {(6-4)
(depicted as solid diamonds).
The basic features of our results in F1gure 6-2 are as follows:

l." For 51ze-m1smatched alloys, the (20l)=type structures such as chalcopyrlte
have a lower enthalpy than the disordered alloy. We will see below that this
leads to metastable long~range ordering of size-mismatched semiconductor
alloys, as observed in liquid-phase epitaxy (LPE) growth (Nakayama and Fujita)
of In;_.Ga,As and in vapor growth (Jen et al.) of GaSb;_.,As,.

2. For size-matched alloys, the disordered alloys have a lower enthalpy than
any of the simple ordered structures studied; hence, no thermodynamically
mandated ordering ‘is expected in size-matched semiconductor alloys. The
CuAu-I-like ordering observed by Kuan et al. in A%, _,Ga As is likely to be
surface-induced.

3. The CuPt ordering recently observed in epitaxial growth of size-mismatched
semiconductor alloys is characterized by a considerably higher enthalpy than
the disordered alloy; hence, bulk effects produce neither stable nor
metastable CuPt ordering in size~mismatched semiconductor alloys.

4. Q(x,T) has a significant composition dependence neglected by most phe-
nomenological models (e.g., Panish and Ilegems). _Note that when B is the
smallest of the two atoms in A)_yByr we find that 2(0) < a(1). This reflects
the fact that more energy is requlred to incorporate a large atom A in a small
host crystal B (i.e., x+1) than to incorporate a smaller atom B in a large
host crystal A (i.e., x+0).

Figure 6~3 depicts the calculated phase diagrams of the five III-V alloy sys-
tems in the high-temperature range where disordered alloys exist. The calcu-
lations show the binodal ("miscibility") line as well as the spinodal. The
binodal is the line in the (x,T) plane where the A-rich and B-rich disordered
phases have equal chemical potentials u. The spinodal line describes the limit
of metastability of the disordered phase when d?F/dx® = du/dx = 0, F being the
free energy. In all cases, we find that the thermodynamically stable ground
state corresponds to phase separation. The phase diagrams are generally asym-
metric with respect to x = 1/2.

Experimental data on the solid-state part of semiconductor alloy phase dia-
grams are fragmentary: Although detailed data exist on the high-temperature
liquid and gsolidus lines, the low atomic diffusion constants at lower tempera-
tures make such studies in gsolid semiconductors difficult. A notable excep-
tion is the recent data of Ishida et al. for GaSb,__As_ shown in Figure 6-3(e)
and exhibiting close agreement with the calculation.

The persistently lower formation enthalpy of the ABC, chalcopyrite structure
relative to the disordered phase in size-mismatched alloys (Figure 6-2) sug-
gests the possibility of metastable long-range ordering into this structure.
We calculated the temperature limit of stability for this phase, according to
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At thermodynamic equilibrium, the system phase separates below T into AC-
rich plus BC-rich mixtures, while above T, a homogeneous alloy persists. If,
however, phase separation is kineticalry inhibited, metastable long-range
ordering will persist below T, . These structures are metastable in a very
specific manner: They are more stable below T, than the homogeneous dig-
ordered alloy but unstable with respect to phase separation. Note that other
ordered structures such as CuPt or CuAul are not metastablej they are unstable
both with respect to disordering and phase separation.

6.4 Structures, Thermodynamics, and Optical Properties of Epitaxial
Alloys [4,5]

The most widely used semiconductors are the indirect band-gap materials sili-
con and germanium. Most applications in opto-electronics, however, require
semiconducting materials with direct band gaps. If silicon or germanium could
somehow be manufactured with direct band gaps of the appropriate magnitude,
their already mature technology could be harnessed in integrated optics. One
way to modify the electronic structure of a material is to impose additional
structural order, e.g., by ordering the atoms of a disordered alloy into a
superlattice., Such order will modify the Brillouin zone of the material and
may cause the electron energy bands to fold, making previously indirect tran-
sitions direct. This possibility has spurred the current interest in short-
period superlattices of silicon and germanium, in particular superlattices
grown in the [001] direction, Here X and points along the A symmetry
direction fold to the center, I', of the superlattice Brillouin zone, raising
the possibility of a direct band-gap material. Growth of such materials has
recently become possible through MBE. Peargsall et al., studied electrore-
flectance of Si_Ge_ superlattices on (001)Si for n =1, 2, 4, and 6 and
observed new optxcaf transitions at 0,76, 1.25, 1.70, and 2.31 eV for n = 4,

Motivated by these results, we gtudied the electronic structure for such
superlattices. Our work in the previous report dealt with [00l]-oriented
superlattices. There the system is direct only on a germanium substrate; most

_experiments, however, are done on 4 silicon substrate. To investigate the

possibility for a direct band-gap superlattice on a silicon substrate, we have
performed calculations for Si Ge [llO] gsuperlattices on silicon for n=4, 6,
and 8. Figure 6-4 shows planar-averaged wave functlons |w| for the T folding
states in the n = 6 superlattice.

The valence band maximum is located at . The states are now completely split
by the substrate-induced strain as well as by interaction between folded-in
states of the same symmetry. The uppermost valence band state, F y 18 local-
ized on the germanium sublattice [see Figure 6=4(c)], and’ ' its energy
approaches the germanium valence band edge as the superlattice thickness
increases.

The lowest conduction band at T, XgOl, is formed by a folded-in [00Q1] X state.
The symmetry of this state changes with n, causing a small shift upward for
n =6 as it interacts with the valence band state Fv . This ig also seen in
the complementary nature of the wave functions [see Figure 6-4(b) and 6-4(d)].

There is a small residual downward dispersion immediately away from I', reflec~

ting the downward dispersion from X to the conduction band minimum at A in the
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Figure 6-4. [110] planar—averaged wave functions T folding states in the
(110] Si6ce6 superlattice on a silicon substrate

alloy. This dispersion amounts to 35, 72, and 50 meV for n = 4, 6, and 8,
respectively. For comparison, the dispersion of the folded-in [00l] X states
in [001]4orienté4 superlattices is 99, 85, and 12 meV for n =2, 4, and 6,
respectively, grown on silicon and 114 meV for the n = 4 superlattice grown on
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germanium. The folding of states along the superlattice direction I does not
lead to low energy states until n = 6, when a point close to K folds, and
n =8, when the K point itself folds. For n = 6, the folding state labeled
Ecz interacts strongly with the original &lloy r' 9 state (both of By,
symmetry), making identification of their origins in alloy states impossible.
T881P folding conduction band states are delocalized with the exception of the
xcz state, which is localized on the silicpn sublattice, and the upper of
the T ,I , pair, which is localized on the germanium sublattice [see Fig-
ures g-4fe) and 6-4(g)].

Matrix elements for transitions to states fplded from the [001]X point are
smaller than those folded from the I or K points and are much smaller for
n =4 and 8. For the new optically allowed transitions, the LDA-corrected
energies are 0.96 and l.14 eV for n = 4; 1.12, 1.27, and 1.43 gV for n = 63
and 0.97 and 1.15 eV for n = 8, The minimum indirect gaps (to AO l) are 0.74,
0.97, and 0.89 eV, respectively.

|
i
|
|
\

In summary, we have shown that short-per1od silicon~germanium superlattices
exhibit new low-energy optical transitions and that they are excellent can-
didates for direct band-gap materials. Superlattices oriented in the [00l]
direction show the highest promise to be dlreﬁt. Because of the strain split-
ting of the X valleys, the superlattices should be grown on silicon/germanium
alloy (with more than 50% germanium) or germanxum substrates. If a silicon
substrate must be used, superlattxces grown, in the [110] dlrection exhibit
quasi~direct band gaps, i.e., T is lower 1j energy than X, but the super-
lattice is nevertheless indirect because of 'a small downward dispersion (of
the order kBT) ef the lowest conduction band away from T.
Our second project on properties of epxtaxxal systems anolves band-gap nar-
rowing in alloys [5]. Recent theoretical prddlctlons and experimental obser-
vations demonstrated that isovalent pseudobinary Al-xBxC semiconductor alloys
can order into CuAu-like (CA), chalcopyrite (CH), and CuPt~like (CP) struc-
tures. We have calculated the band gaps of seven alloys in each of these
three structures, as well as those of the random (R) alloys at the same 50%~
50% composition., We found ordering-induced biand-gap narrowing with respect to
the linearly averaged gaps of the binary constxtuents and analyzed the physi-
cal origins for these variations. ‘
Our calculated direct Tygy * Ty band gaps (Figure 6-5) generally increase in
the sequence

ECP < ECA < ER < Ecw < E, (6-6)
where E denotes the 50%-50% average of the direct gaps of the binary con-
stituents (the only exceptions are E q 2 E for lattice-matched A%GaAs, and
CdHgTe,). We see that the band-gap narrowing & (with respect to the average
gap of the binary constituents) is generally g¢mall in the chalcopyrite struc-
ture but can be very large in the CuPt phase. In fact, we predict that 8ap is
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Figure 6-5. Predicted low-temperature direct band gaps lypy*l;. of seven ABC2
semiconducting systems in the CA, CH, CP, and ran&om (sQs-4)
structures. The numbers in parentheses are bowing coefficients
for the random alloy with (first number) or without (second
number) crystal-field average, respectively. [A=(001) super-
lattice (SL); CH=(201) SL; CP=(11ll) SL.]

so large that ALGaAs, becomes a direct-gap material in this structure, despite
the fact that the corresponding 50%-50% random alloy and the CA structure of
the alloy have indirect band gaps. The large variation of the band gaps
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(~0.81 eV for GaZAsSb) with ordering highlights the possibility of tuning
alloy band gaps at a fixed composition by selecting growth conditions that
favor a particular structure (provided that the samples are uniform). These
variations in E_ with ordering could be used as an optical fingerprint to
detect particula% forms of ordering in a sample. The variation is generally
smaller for II-VI systems than for III-V systems. It is interesting to see in
Figure 6-5 some cases of ''band-gap crossings' for different systems in differ-
ent structures. For instance, GaInP, has a larger gap than CdZnTe, both in
the CH structure and in the random alloy; yet the opposite is predicted to be
true in the CP structure. Similarly, CdHgTe., has a smaller gap than Ga,AsSb
in the CH, CA, and random structures; yet in the CuPt structure, Ga,AsSb gas a
smaller gap than CdHgTe,.

6.5 Stability of Strain Layer Superlattices [6]

Artificial growth of A _B_ superlattices (SLs) is based on a series of
sequential exposures of %apsubstrate to pure compound A, then pure B, etc.,
thus largely circumventing the thermodynamically controlled simultaneous reac-
tion xA + (1 - x)B A Bl- (v), which could have otherwise produced a variety
of microscopic arrangements y ranging from disordered alloys to phase separa-
tion. Diffusion barriers present in the SL make it uncertain whether its
apparent stability reflects these barriers or a genuine thermodynamic prefer-
ence of y = SL over y = disordered or y-phase separated. Postgrowth stability
is addressed experimentally by reducing these kinetic barriers. Indeed, the
introduction of fast-diffusing impurities catalyzes the disordering of semi-
conductor SLs. To clarify these issues, we use first-principles methods to
investigate the excess enthalpy of the above reaction for a range of ternary
ITII-V and II-VI semiconductor SLs as a function of repeat period p and orien-
tation G=({001], (110}, {11l], and [201], as well as for their 50%-50% dis-
ordered alloys. A number of universal features are discovered. Figure 6-6
shows the results for GaAsP. Our basic conclusions are as follows:

l. In the p+= limit we find the universal order
AH([001)) < AH[201]) < AH([11l0]) < aH([1l1l1]) , (6-7)

which simply reflects the different elastic energies induced by the various
epitaxial growth directions. Hence the conventional [00l] growth direction is
indeed the stablest for long-period SLs.

2, For short-period SLs, the stability sequence differs (Figure 6-6),
reflecting interfacial effects rather than the constituent's strain. To
analyze this, it is useful to think of the interfacial energy I(p,G) as having
a classical "strain-relief" piece Iy, due to atomic relaxation near the inter-
face and a ''charge-exchange" piece due to interfacial electronic charge
redigtributions. To isolate the 1rst contribution, we have calculated
AH(p,G) using the purely elastic valence force field (VFF) model. The results
for GaP-GaAs [Figure 6-6(b)] illustrate that for G = [0Q0l] and [111], AH(p) is
nearly constant and hence Igp = 0, while for G = [110] and (201], 8H(p) for
small p is well below the p== values, and so IS << Q. This reflects large
energy-lowering relaxations of interfacial atoms for these latter orientations
(for p 2 2; for p =1, the [001], [1ll10], and (201} SLs are identical), and
leads universally to the p = 2 (201} SLs (chalcopyrites) having the lowest SL
energy.
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3. As the [00l] interfacial energy is controlled by Iogs it is natural to
inspect the self-consistent charge rearrangement in these systems relative to
their epitaxially deformed binaries. Figure 6-7 (and similar constructs for
other systems) shows that overall charge is always transferred from the
constituent with the smaller to that with the larger lattice constant., We
find that whether this direction of size-mismatch-induced charge transfer is
stabilizing (I < 0) or destabilizing (I > 0) depends on whether it also coin-
cides with the direction mandated by electronegativities: Transfer to a more
(lLess) electronegative region leads to I < 0 (I > 0)., Our results, in gen-
eral, follow the interfacial energy rule for lattice-mismatched systems,
stating that I([00l1]) is negative (positive) if the smaller of the two con-
stituents has a smaller (larger) electronegativity.

To test these ideas, we calculated 8H(1,[001]) for A2X-InX, with ¥X=P or As.
The rule predicts a negative interfacial energy (XA = 1.5, XIn = 1.7), and we
indeed find 6H = =35 and =33 meV/(4 atoms) for X = % and As, respectively.

6.6 Electronic Structure of H, in Palladium: Can Solid-State Effects
Explain "Cold Fusion"? [7,8]

Recent claims of observation of room-temperature (cold) nuclear fusion in
deuterated transition metal electrodes have rekindled interest in the physics
of dense deuterium in the field of metallic electrons and transition atoms.
O0f recent interest here is the Born~Oppenheimer energy surface E(R) of two
deuterium atoms at a distance R, since both the vibrational wave-function u(R)
of diatomic deuterim [determining the fusion rate A = Alw(R=O)I ] and the tun-
neling barrier penetration factor B depend sensitively on E(R). Previous esti-
mates of A and B assumed the free space form of E(R) of gaseous H, [bound at
Roq = 0.74 4 by E(Ry ) = 4.7 eV/2H; because the electronic E(R) is independent
o? the isotope mass gffects, the discussion below applies equally to H and D]},
Since the equilibrium distance R,, for the isolated H, molecule is too large
to grant sufficient tunneling events, various solid-state Rg -shortening
mechanisms were sought. It was hoped, for example, that the existence of a
metal lattice (e.g., fcc palladium) in which deuterium is embedded could grant
a large coulomb screening effect, hence, substantially reduce the D-D tunnel-
ing distance and enhance the fusion rate. .

In an attempt to further clarify some of the solid-state aspects of cold
fusion and to gain a better understanding of metal hydride systems in general,
we have used first-principles self-consistent total energy methods within the
local density formalism to systematically predict the stability of various
periodic arrangements of atomic and diatomic hydrogen in fcc palladium. We
studied various orientations of H2 in fcc palladium, finding that [l1l] is the
most stable; a molecule in any other orientation will spontaneously reorient
along [1lll]. However, we find that in this orientation, the system can
further lower its energy by dissociating into two hydrogen atoms each at a
tetrahedral interstitial site, leading thereby to a yet longer hydrogen-
hydrogen separation. Subsequent penetration of the diffusion barriers
(0.3 eV) leads then to an exothermic hopping into the octahedral sites.
Bringing two such octahedrally positioned hydrogen atoms to the equilibrium
internuclear separation of an isolated H, molecule requires an investment of
2.4 eV/2H; the same reaction in the gas phase emits 4.7 eV/2H. Our findings
can be summarized as follows:
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Figure 6-7. Charge-density differences (SL minus epitaxial binary, averaged
in planes orthogonal to [001]) for three p = 1 [001] SLs, in
units of the mean SL valence charge density p,. n=c/a_ is
the tetragonal distortion in each half of the SL, and gQ is the
number of electrons (per SL unit cell) transferred between the
two halves.

Dilute hydrogen in palladium: We model the small-a (dilute) limit by placing
a hydrogen atom at the octahedral (0) center of an fcc palladium cubic unit
cell (a = 0.25, Pd,H, denoted as SC in Figure 6-8). The calculated octahedral
formation enthalpy AHy = -0.28 eV/H is exothermic; it is in fair agreement
with the observed formation enthalpy of ~ -0.1l4 to -0.16 eV/H.
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circles: unstable phases (see text for notation of crystal struc-
tures). The results for a = 0.5 (except the y phase) are calcu-
lated at fixed lattice constant (a = 4.00 4); others are calcu-
lated at their respective equilibrium values. ‘

Higher a values and ordered phases: The fcc structure of palladium (with
palladium at the (0,0,0) position] has two tetrahedral (T) interstitial sites
(at a(l/4,1/4,1/4) and a(3/4,3/4,3/4)] and a single octahedral (0) intersti-
tial site [at a(l/2,1/2,1/2)], all empty in pure palladium. Partial or full
occupation of these sites by hydrogen leads to a number of possible ordered
phases. For a = 0.5, we can occupy, in an ordered fashion, one-half of the
oxygen sites by hydrogen, forming the observed low-temperature tetragonal vy
phase Pd,H, of space group Ial/amd, or Dlg. Alternatively, one can occupy
both tetrahedral sites along the [l11] direction, forming the "T+T structure'
of PdjH, also with a = 0.5. For a =1, we can occupy either the O site to
form the NaCl structure of PdH or occupy one of the T sites, to form the ZnS
structure of PdH. For a =2, it is possible to occupy all the T sites,
forming the CaF, structure, or occupy one T and one O site to form the LiASi-
like structure of PdH,. Finally, for a = 3, occupation of all three
interstitial holes (2T + Q) forms the BiF3 structure of PdH,.
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We find that

l. AH is negative for all but the LiA¢Si and BiF, structure of PdH, and PdH,,
respectively; if formed, these two compounds would disproportionate, releasing
their AHs thermally.
2. AH_, < 0 is a necessary but not a sufficient condition to imply local
gtability of structure a. gor example, the CaF, structure of PdH, has a
~higher AH than PdH + 1/2 Hz(g (a point denoted in Figure 6-8 by an asterisk
on the dashed tie~line); hence, despite its AH_ < 0, if formed, it too will
decompose into these components, releasing the corresponding heat.

3. For a < 1, the system shows preference for occupation of O over T, since T
has a shorter Pd-H distance of (/3 a/4) relative to that for 0: (a/2). On the
other hand, for larger a (e.g., a = 2), we find that the system prefers
occupation of two T sites over occupation of O + T, since the H-H distance is
shorter in the latter case, leading to a stronger H-H repulsion.

Diatomic hydrogen in palladium: We next inquire whether there exists a meta-
stable phase of H, dimer in palladium with smaller Rg than the free-space
value. We model this system at a = 0.5 by an octahedrally centered H
molecule inside an fcc cube with interatomic separation R and orientation g.
Varying R at a = 4.00 & (close to the calculated equilibrium lattice con-
stant) for the orientations & = 111], [00l1], and [110]), we find the Born-
Oppenheimer energy curves E[aeq, , R] shown in Figure 6-9. .The basic results
are: :

1. Octahedrally centered diatomic Hy, kept at its gas phase internuclear
separation Eq (H, 2 ] is unstable by as much as ~1.5 eV with respect to dis-
proportionation into Pd‘%’/ + Hy for all principal orientations (Figures 6-8
and 6-9).

2. A few local minima exist in the energy surface, corresponding to meta-
stable molecules. However, all are characterized by H-~H internuclear sep-
arations larger than the free-space value (denoted as ''gas phase eq. dist" in
Figure 6-9).

Clearly, none of the equilibrium structures shown in Figures 6-8 and 6-9 are
conducive to cold fusion, since the equilibrium hydrogen-hydrogen distance in
palladium is considerably larger than that of the free molecule (Figure 6-9).
Consistent with other studies, equilibrium fusion rates must be enormously
smaller than what was previously thought. Use of free H, potential to esti-
mate fusion probabilities inside palladium would seem unreasonable. We con-
clude that there are no spectacular solid-state effects (e.g., enhanced effec~-
tive masses) that would significantly reduce Req'

6.7 Ordering in Semiconductor Alloys [9]

In this project we addressed the following questions: (1) Is a bulk
(AC) (BC)  SL thermodynamically stable or unstable with respect to either
phase-separation into its binary constituents p(AC) + p(BC) or disordering
into a random Ay 5By 5C alloy? (2) How does this stability depend on the SL
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repeat period p or orientation G? (3) How does the condition of coherent
epitaxial registry with a substrate or existence of a free surface during
growth affect stability? (4) What overall classes of stability/metastability/
instability are to be expected for II-VI and III-V SLs? We start by reviewing
previous ideas on this subject. These are based on two facts: ' (1) classic
thermodynamic models of alloys characterized their energy by a single constant
interaction parameter (e.g., the nearest-neighbor pair interaction) and
(2) all known disordered (D) semiconductor alloys have positive mixing
enthalpies AH(D) 2 0. These two points led proponents of early models of
pseudobinary A -xB4C semiconductor alloys to assume that the interactions
between the units forming these alloys are repulsive. The source of this
repulsion was identified as the elastic energy associated with packing ?
lattice with A and B atoms of dissimilar sizes. It followed then that AH(S

must be positive also for many other atomic arrangements at the same composi-

~tion [e.g., for ordered structures (S) such as SLs]. The pureiy repulsive

nature of these interactions suggested that as the disordered alloy is cooled

" down, the system first exhibits clustering (enhancement of the populations of

pure AC-like and BC-like clusters relative to those in random distribution),
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then a miscibility gap and phase separation. Ordering would then noft exist
except by virtue of artificial (e.g., shutter-controlled) growth of (super)
structures. This behavior is opposite to that in ordering inter eSallic
alloys (e.g., Cu —cAu ), where attractive interactions lead to AH < 03
cooling the disordered alloy leads then to anticlustering (reduction of the
populations of the pure clusters relative to those in a random distribution
with the same composition), followed eventually by the formation of stable,
long-range-ordered compounds at some stoichiometric¢ compositions. In the
classic models, based on a single iyteraction parameter of a definite s%gn,
phase-separation [expected when AH( >0] and ordering [expected when AH(S <0]
are taken to be mutually exclusive phenomena. S

It is now becoming clear that this picture is flawed. Indeed AH reflects a
competition between attractive and repulsive forcesj; however, the balance is
diff?rent in ordered versus disordered phases of the same system; hence,
aH'D’>0 can be consistent both with ordering and anticlustering. We have
performed a series of calculations which show this. ‘ ‘

We have calculated the formation enthalpy

() — )0 v g (AC) | L (BC) _
AH = E (VY) (1-x)E (VAC) xE (VBC) , (6-8)

for a series of 50%~50% isovalent semiconductors in four phases y: ordéred CH,
CA-like, and CP-like, and the disordered alloy. The three ordered arrangements
can be described as (AC)_(BC)_ SLs of repeat period p and orientation G: CH
is p=2; G=[201], CA Us p 21, G = (001]; and CP is p = 1, G = [111]. We
have used the local density formalism, as implemented in the LAPW method and
the nonlocal pseudopotential method. For each structure, we first calculate
self-consistently its potential and band structure, then use the variational
charge density and wave functions to compute the total energy, including all
coulomb and exchange-correlation interactions. Sfruccural parameters are
optimized to reach the minimum total energy. AH(D (x,T) for the disordered
alloy is then obtained by solving the fcc Ising Hamiltonian using the cluster-
variation method. We include up to four-body and fourth fcc-neighbor interac-
tion energies. These are extracted from the total energy calculations of the
ordered compounds. The results are depicted in Figure 6-10. We conclude the
followings

1. As correctly noted by the classic alloy theories, the elastic contri-
- bution to the enthalpy is positive and increases with the relative A-B size
difference and with covalency. However, the substitution energy €g is
negative for size-mismatched systems and becomes more negative as the relative
size difference and covalency increase, Hence, size difference is the cause
of repulsion (through elastic volume deformation) and attraction (due to
charge transfer and SL relaxation) at the same time.

2. Clustering depends on {e_} only. Size-mismatched systems have ¢_ < 0,
hence, they will exhibit anticlustering; whereas since size-matched alloys

have e, > 0, they will show clustering.
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Figure 6-10. Calculated (a) bulk and (b) epitaxial formation enthalpies

3. In size-mismatched alloys, Féf universally the most favorable sub-
stitution energy. Since AH(CH)<AH it could order metastab%g or e en
stably (AH(CH)<O0 for A2InP,). The S CA and CP structures have AHCS)>aH(D

and are unstable with respect to dlsorderxng. The sequence is different for
size-matched alloys where bulk ordering is not expected for any S.

4, We distinguish here between (see Figure 6-11) unstable bulk ordering
(type I) where the ordered phase S is less stable than both the disordered
alloy and phase separation; Figures 6-11(a) and 6-11(b), metastable bulk
ordering (type II), where the ordered phase is more stable than one of the two
alternatives but less stable than the other; Figures 6-11(c) and 6-11(d) and
stable bulk ordering (type I[II), where the ordered system is more stable than
both alternatives; and Figures 6-11(e) and 6-11(f). In the absence of com-
petition between attraction and repulsion, classic models using continuum
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elasticity depicted all semiconductor alloys to be essentially of type IA (or
possibly IIB). Summarizing the results in Figure 6~11 shows that other types
of ordering exist as well, much like the case in intermetallic systems.

So far we have dealt with bulk systems that are free to adjust to reach their

~absolute minimum energies. This is appropriate to "free-floating' (melt or

solution) growth. In coherent epitaxial growth, on the other hand, the grow-
ing phase and its constituents AC and BC are constrained for sufficiently thin
films, to adopt the substrate's lattice constant ag in tﬁf plane perpendicular
to G. The appropriate epitaxia% fgrmation enth lE% GH(Y (a ,G) is then taken
with respect to the energies E AC (aq,CG) and E B (as,g) of the constituents
deformed to the substrate's dimension a. and relaxed in the direction parallel
to G. For a substrate lattice-matched to the growing phase y (but not to its
constituents), this constraint can lower the epitaxial &H by raising the
energy of the (epitaxial) constituents, Figure 6-10(b) shows our calculated
epitaxial energies for a_, = a(x = 1/2). The figure demonstrates the
following:

1. Unstable bulk ordering (IA, 'e.g., all CAs and CPs) can be transformed
epitaxially into metastable ordering (IIA, e.g., many of the common-~anion
CAs). Likewise, metastable bulk ordering (IIB) can be transformed into stable
epitaxial ordering (IIIB, e.g., CHs). This is consistent with the observation
of [201] ordering in LPE growth of GalnAs,.

1. The epitaxial destabilization of the constituents also reduces the
enthalpy of the disordered alloy (and reduces its compositional derivative).
Hence, the alloy can be stable with respect to phase separation to far lower
temperatures than in bulk. Indeed, bulk-immiscible systems (GaP,Sb,_,) become
epitaxially miscible. '

Our foregoing discussion of epitaxial stability dealt with constrained total
energy minimization without the presence of a free surface, e.g., as appro-
priate to LPE growth. Metal-organic chemical vapor deposition (MOCVD) and MBE
growth, on the other hand, do involve a free surface; the energy-minimizing
atomic configuration at the surface can then be different than in bulk. To
the extent that this is so, and that subsequent coverage of the surface
freezes its structure, a surface-induced configuration can grow to macroscopic
dimensions. ' Indeed, our calculations for epitaxially constrained Gay sIng oP
on a lattice-matched GaAs substrate with a free [001] surface show that the
order of stability of Figure 6-9(b) is changed: One of the two possible CP-
type ordering vectors is now more stable than CH, Recent observations of
spontaneous CP ordering are hence likely to reflect surface~induced thermody-

" namic ordering. Denoting by T, the ordering temperature appropriate for 3-D

epitaxial growth (e.g., LPE), this predicts that postgrowth annealing at a
growth temperature T_ will yield, if sufficient atomic mobility exists, the
epitaxial ordering of Figure 6-10(b) (if T_ < Tb)‘or the disordered phase (if
T, > T, &

6.8 Band Structure of Random Alloys [10]

One of the significant realizations to emerge from recent electronic structure
calculations of crystals, impurities, and surfaces is that electronic prop-
erties sensitively reflect the details of the microscopic atomic arrangements,
including small changes in atomic positions (relaxation). Yet, many theories
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of substitutional Ay_B, random alloys are nonstructural in that they consider
only the average occupations by <A> or <B> of sites, removing from the theory
the informational content associated with the geometrical arrangements of
atoms around a site. Such is the virtual crystal approximation (VCA), where
the alloy is agsumed to have a single, <AB> averaged type of site, or the site
coherent potential approximation (S-CPA), where all A's and separately all B's
are assumed equivalent and each is embedded in a structureless, uniform
average medium; structural relaxation is excluded in both approaches. Experi-
mental techniques capable of probing the average local properties of alloys
have, however, clearly demonstrated the important role played by the micro-
scopic atomic sgtructure. For example, even in homogeneous A,_,B, alloys
without short- or long-range order, the average A-A, A-B, and B-B J&stances
are generally different; in semiconductor alloys, similar atomic relaxations
have been shown to control the band gaps and thermodynamic quantities. On the
other hand, the obvious difficulty with structural theories of alloys arises
from the fact that even in the simplest case of a binary system with N sgites,
there are 2% possible atomic configurations whose total energy needs to be
structurally relaxed, then averaged. One then proceeds in practice either by
selecting a smaller number of "representative' configurations (e.g., the Monte
Carlo approach) or a single periodic structure with a random distribution of A
and B atoms on its N sites. While these techniques explicitly specify the
alloy structure and can hence incoiporate atomic relaxation, they approach the
statistical limit as slowly as NL/2, Therefore, they involve a rather large
number of configurations (e.g., 5 .10% in Monte Carlo studies) or large cell
sizes (e.g., >10° atoms), for which first-principles self-consistent calcu-
lations (currently restricted to N < 50 atoms) are still impractical. We show
here that by selective occupation of the N lattice sites by A and B atoms, one
can construct special periodic 'quasi-random structures'" (SQS) that mimic, for
finite N, the correlation functions of an infinite substitutional random alloy
far more closgsely than does the standard approach of occupying each of the
N sites randomly by A or B, While both approaches produce the same results
for N + -, the present approach produces excellent approximations already for
N = 0(10), hence affords application of accurate electronic structure methods
for calculating structural, optical, and thermodynamic properties of random
alloys.

Unlike the S-CPA or the VCA, the SQS exhibits a distribution of local environ-
ments of inequivalent A (or B) atoms; hence, when treated by conventional band
structure methods, one can simply incorporate in them realistic atomic relaxa-
tions and charge redistribution. Unlike cluster expansion methods, the SQS
approach is capable of depicting directly the electronic charge distribution
in a random alloy and does not require evaluation of interaction parameters
from a truncated expansion.

We have applied self-consistently the local density formalism, as implemented
by the LAPW and nonlocal pseudopotential band structure methods, to a range of
pseudobinary Ay, 5Bp.5C semiconductor SQSs. Here, the carbon atoms reside on
the nominally common sublattice (so the actual number of atoms per cell is
2N); all A, B, and C atomic positions are allowed to relax (without atomic
interchanges) so as to minimize the total energy. A direct band structure
calculation of the total energy of a structurally relaxed SQS (taken with
respect to the energies of the binary constituents AC and BC at equilibrium)
approximates the excess energy AH{x = 1/2) of a random alloy. Such direct
calculations for SQS-2 and SQS-4 are compared in Table 6-3 to results obtained
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by the cluster expansion. Table 6-3 shows that a single calculation even on
SQS-4 reproduces well, without resort to statistical calculations, the corre-

. gponding results obtained from the full statistical mechanics simulationj the
latter agrees well with measured excess enthalpies. We have also calculated
the relativistic band structures of the 5QSs for the seven semiconductor
alloys using the LAPW method. Table 6-3 gives the optical bowing coeffi-
cient b = 4[E (1/2) - E_(1/2)] of the direct alloy band gap at composition
x = 1/2 (wher® E denotas the concentration-weighted band gap of the binary
constituents; noPe that due to the difference taken in b, the local density
error cancels to first order). For comparison, we also give the calculated
results for the CP structure and experimental data for the disordered alloy.
We see that parameter-free, self-consistent calculations on the SQS-N con-
verges well and reproduces the experimental trends. It is important to note
that neglect of structural relaxation (as done in VCA and S-CPA methods) leads
to huge errors in size-mismatched alloys; e.g., we find that b(SQS-2) for
unrelaxed Ga,SbAs is 0.34 eV instead of 1.30 eV for the relaxed structure, and
that AH is 237 meV instead of 115 meV. For GaAsP, AH is 60.2 meV instead of
16.5 meV.

Such SQSs can be easily generalized to other compositions or lattice types
(bcc, diamondlike) and open the way for extending the application of first-
principles electronic structure techniques to a variety of metal and semi-
conductor alloys.

Table 6-3. Mixing Enthalpies AF(x~1/2) of the Random Alloy, in meV/4-atoms,
as Obtained by the LAPW and Pseudopotential Calculations on SQSs and from a
Cluster Expansion on Eight Periodic Structures. To achieve ronvergence in the
latter, interactiong extending to the 4th fcc neighbors were included.

LAPW 4 Pseudo-
potential

ALAs GaSb InAs GaP HgTe  ZnTe  HgTe GaP AQAs
GaAs GaAs GaAs InP CdTe CdTe ZnTe GaAs GaAs

R (1/2)

CuPt 7.5 132 108.5 155.4 9.8 103.5 103.3 31.6 10.7
SQs-2 11.5 115 66.7 91.0 12.1 54.2 42.5 26.1 13.7
SQs-4 6.0 80 47.3 73.0 9.8 56.1 49.1 13.9 10.5
Cluster '

?;2:?Sion 6.6 91 58.8 81.5 8.4 55.3 47.6 19.5 10.5
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7.0 LASER RAMAN AND LUMINESCENCE SPECTROSCOPY

Investigator

A. Mascarenhas, Staff Scientict

7.1 Introduction

The primary objective cf this research is to understand the opto-electronic
properties of solid-state materials used for solar cell applications by
studying their radiative recombination mechanisms. The principal technique we
have utilized for eluciuating such information is low-temperature photolumi-
nescence. These experiments, combined with polarization studies, enable the
selection rules for the optical transitions to be determined and thereby pro-
vide crucial information about the intrinsic electronic band structure
exhibited by photovoltaic materials. The opto-electronic properties manifested
are determined by the final structure and boanding achieved in the materials
grown for photovoltaic applications. A direct probe of the lattice structure
is possible through Raman scattering spectroscopy. Raman scattering studies
enable the determination of the normal vibrational mode frequencies and their
symmetries. This provides useful clues about the dynamic behavior of the lat-
tice structure, its bonding, and its symmetry. In the past three years, we
have expleiied the above-mentioned spectroscopic technigues to investigate the
microcryste!line behavior of amorphous semiconductors and the role of phonons
in high-T, superconductivity. During the past year, we have focused our
attention on spontaneous ordering and lattice dynamics.

7.1.1 Investigating the Phenomenon of Spontaneous Ordering in GaIan

The experimental research by the III-V High Efficiency Solar Cell group at the
Solar Energy Research Institute (SERI) on the growth of a GaInPZ/GaAs tandem
solar cell has indicated that at the lattice-matched composition, the band gap
of the GalnP, cell is sometimes lower than the theoretically expected value
because of spontaneous ordrring of the alloy. This results in small deterio-
ration of the optimal solar cell efficiency obtained. Over the past few
years, there has also been an extensive effort made by the Solid-State Theory

group at SERI to model and to understand this phenomenon. We have conducted

spectroscopic measurements involving polarization photoluminscence studies on
GalInP, in an attempt %o understand the anomalous band-gap lowering observed in
GaInP,. These studies [l] have resulted in the first experimental evidence
for tue spontaneous breaking of cubic symmetry in the band structure of
organo-metallic vapor phase epitaxy (\ /VPE)-grown GalnP,. We showed how this
effect is related to the spontaneous ordering of the alloy and its correlation
with the anomalous lowering of the band gap of these films.

7.1.2 Raman Scattering Investigations of the Lattice Dynamics of
Cu‘Agl_‘InSez and CuInxGal_tSez ‘

The Semiconductor Crystal Growth group at SERI has recently grown crystals of
the quaternary chalcopyrite semiconductors Cu Agy_,InSe and Culn Ga,_,Se, to
investigate these materials as possible candidates for solar cell devices.” In
these solid solution mixtures, which hcwe the chalcopyrite structure, copper
and 1indium are ordered relative to each other bui are randomly rteplaced by
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silver or gallium, respectively. We have conducted Raman scattering experi-
ments to study the effects of disorder in the cation sublattices by monitoring
its effects on the zone center phonon frequencies and by comparing the behav-
ior of the quaternary solid solutions with their end point extremes--CuInSe,,
CuGaSez, and AglnSe Since the sclid-state phase ordering transitions 'tnat
occur during crysta growth are potential contributors to crystal cracsing
problems often experienced with those sgystems, Raman scattering studies are
valuable fur probing and understanding this phenomenon. Our studies on these
alloys have demonstrated the coexistence of two-mode and one-mode alloy behav-
ior, which is exhibited in the Raman scattering from zone center normal modes. .

7.2 Polarized Band-Edge Photoluminescence and Ordering in GaIan

Spontaneous long-range ordering into the CuAul, CuPt, and chalcopyrite struc-
tures has recently been observed in several normally disordered isovalent III-
V alloys A, B <C [2). In the case of the alloy GaInP, grown by OMVPE on (001)
GaAs substrates, electron diffraction studies reveal ordering of the cations
on the group III sublattice along (111} or [1I1], two of the four <1ll>-type
directions (see Figure 7-1) [3-6]. A mechanism for this spontaneous long-
range ordering has been proposed [7). This mechanism consists of the align-
ment of gallium and indium atoms into a series. of alternate ([110] direction
gallium atom lines within each (001) plane, which is caused by the anisotropic
site occupation affinity for column III atoms because of their large bond-
length difference, and the asymmetry in the direction for the dangling bonds;
and the in~-phase alignment of two gallium lines belonging to adjacent (001)
ordered planes, which is caused by the selective settling of gallium atoms on
the (111)B microfacets of [l10] step arrays. Thus, although bulk GalnP, is
metastable [8] with respect to phase separation, the long-range ordering
observed during epitaxial growth is a result of surface thermodynamic effects
rather than bulk thermodynamic effects [9].

Figure 7-1. Crystal structure showing the unit cell of the petfectly
ordered alloy GaIaP,
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Even at a fixed composition, the band gap of OMVPE-grown GalnP, varies with
the reactor growth temperature, reaching a minimum at about 670°C [10-12],
Excellent qualitative correlation between the degree of sublattice ordering
‘and the lowering of the band gap in GalnP, has been reported [3]. However, we
have no conclusive evidence that the band-gap lowering is a result of spon-
taneous ordering. In the ordered alloy, the size of the Brillouin zone is
halved due to the doubling of the unit cell. As a result of thisg, the con-
duction band state at the L point is zone-folded back to the I point. This
new state has the same symmetry as the conduction band at rl and lies just
above it. The repulsion between these like-symmetry states results in a
lowering of the band gap of the ordered alloy [2]. 1In addition, the reduced
symmetry should result in a crystal field splitting of the valence band, but
this has not been previcusly observed.

We presented the first excerimental evidence for the spontaneous breakdown of
cubic symmetry in the band structure of spontaneously ordered films of
2InO gP grown by OMVPE on (001) GaAs substrates, misoriented 2° toward
?I; bur results verify a direct correlation between the valence band
splxttxng, band-gap lowering, and ordering. For exciting light llnearly
polar1zed along the [110] or [110] crystal axes, we observe a shift in the
energies of the room temperature photoluminescence (PL) peaks for polariza-
tions parallel () and perpendicular (1) to that of the exciting light. The
magnitude of this shift shows a correlation with the anomalous lowering of the
energy gap of these films. The PL emission corresponding to each of these
peaks shows a preference for polarization along the [110] or [110] crystal
axes, respectively. The wre¢lative intensity of these two peaks for exciting
light polarized along [110} differs from the relative intensity of the two
peaks for exciting light polarized along [110]. These results demonstrate an
anigotropy between the {110] and [110] crystal axes, which are equivalent
directions in the cubic symmetry point group 43m. The violations of cubic
symmetry emerge as a natural consequence if the selection rules for optical
transitions are derived for a band structure whose symmetry is that of the
subgroup R3m instead of the full space group F&43m. The results are consis-
tent with those found in structural measurements showing evidence of ordering
in GalnP [6—9]

Growth of Ga .5 0.48° films by OMVPE has been described earlier [13].
Samples #1 ang #5 were grown at 700° and 750°C, respectively. X-ray double
crystal rocking curves indicate that the 1attxce mismatch between the films
and substrate is less than 0.1%, and so the effects of strain on the bond
structure can be neglerted. Electron diffraction studies reveal a higher
degree of ordering in Sample #1 as compared to Sample #2. The PL was measured
at room temperature using a perfect backscattering geometry [l14]. A HeNe
laser was used for the excitation. Exciting light was incident along the z
direction, which is normal to the (001) face of the sample. PL emission in
the -z_direction was analyzed for polartzatlon |l and L to that of the exciting
light E, The energy gap of sample #1 is 1.83 eV, approximately 70 meV lower
than the band gap of fully random alloy Gag, SZInO 48P grown by liquid phase
epitaxy [2]. The PL emission spectra for excitation polarized along I) the
(110] and II) cthe [110] crystal axes of this sample are shown in Fig-
ures 7-2(a), 7-2(b), and Figures 7-2(c), 7-2(d), respectively. The energy
positions EA and E; of peaks A and B, respectively, remain unchanged for
case I) and case IB) The energy difference 4,, = E, - Eg = 10 meV. The
energy gap of sample #2 is 30 meV larger than that of sample #1. Figure 7-3
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shows that the PL from sample #2 exhibits polarization features similar to
those of sample #l. However, for this sample, 4,p = E, = E; = 2 meV. To
illustrate the polarization features of PL from a material that possesses the
full cubic symmetry of F43m, we have performed similar measurements on the
(001) face of an ALg ,gGag, 7pAs sample. The PL spectra are shown in
Figure 7-4. Here, peaks A and B have the same energy. If Ilis the intensity
of PL polarized L to Ei’ and I" is the intensity of PL polarized
110, . 110,14,

I.'p
_ o r I
Ei I {110], and: 11OR = llo[fj]p is the corresponding ratio when Ei I [110] .

In A%y 9gGag, 79As, 1loR = lloR > 1. This linear polarization of the lumi-

I to Ei, is the ratio of the peaks of these intensities when

nescence is due to the anisotropic momentum distribution of photocreated elec-
trons [15]. Since the two ratios are equal, the PL shows no preference
between equivalent directions in the point group 43m, consistent with the
cubic symmetr of Ag Ga As., However, for Ga In P,
IIOR > 116§m> lf indicatingoézgpogégieOus breakdown of cubic symmgézg.‘o.AB

We now consider the selection rules for optical transitions in Gag s2Ing 4gP
using a band structure with a symmetry of the subgroup R3m instead of the full
space group F&43m, and show that the above-mentioned discrepancies are a
consequence of the reduced symmetry of this subgroup. We start by assuming
that the cations are disordered on the group III sublattice, For this
situation, the symmetry of the band structure at tke T point is described by
the double group of 43m (as shown in Figure 7-5(a)]. Next, the cations are
assumed to order on the group III sublattice. Perfect ordering leads to a
GaP/InP monolayer superlattice. Partial ordering leads to a superlatcice
composed of alternating gallium=-rich (Ga0.52+xlno.48_xP) and indium~rich
(GaO.SZ*xI°0.48+xP) monolayers., _For_ both sgituations, however, the crystal
symmetry changes abruptly from F43m, If the new symmetry is similar to one
of the subgroups of F43m, then the change can be described as a second order
phase transition [1l6]. Such a structural transformation is continuous. This
makes it possible to treat the effects of ordering as a perturbation on the
band structure of the disordered alloy. We assume the new symmetry to be
described by the subgroup R3m. At the T point, the evolution of the band
structure in the environment of reduced symmetry is determined by the corre-
lation of the point double groups of 3m and 43m [as shown in Figure 7-5(b)].
If ordering is assumed to occur along ([111], then this iy the direction of
the symmetry axes z' of the rhombchedral group 3m. The [111] and [111]

directions define a plane whose normal is along [110]. We chose this as the
§' axes. The [110] and (110] axes transform into the [10/Z] and [010]

directions, respectively, in the primed coordinate system. The selection
rules for optical transitions from the conduction band to the valence band (at
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[} and vice versa are derived by determlnlng the nonvanishing momentum matrix
elements between these states, for excxtlng light with polarlzatxon components

along x' , v', and z'. PL emission polarized along x' and y' is allowed
for transitions from IS to FZ’ FV, and T (2). PL em19310n polarized along
z' is allowed only for transitlions from Fg to T (2) The transitions
c

F6 to r (1) have been ignored since at room temperature, kT is much less
than the spin-orbit spllttxng.

- If (I,), is the intensity of PL emission with energy E, and polarization along

a (where a = x', y', 2'), and (Ig), is the intensity of PL emission with
energy Ep and polarization along o (where a=x"', y'), then

110
-, I (CI) v + (I,) 4]
110[f£] = — By’ A y’ 110 (7-1)

I 110 .2 1 .
[—3' (IA)Z’." ':'3' {(IB)X'* (IA) x'}JlTO
110 ;2 1
110 Ii. _ [3 (IA)z' * 3 {(IB)x' * (IA)x'}]lTO -
(1 = 110 . (7=2)
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The superscripts and subscripts in Eqs. 7-1 and 7-2 are used to distin-
guish between the polarization of the exciting light and the PL emigsion,
respectively. App = E, - Ep corresponds to the crystal field split-
txng. For the PL emission polarized along ([110] , the matrix elements
<T |y 'F >, <Fv|y |F6> and <PZ(2) y'|F§> are each non-zerv. The heavy and
lxght hole valence subbands I} and T comprise J,i» = % > states (J_v is the
z' component of the total angular momentum) whereas [.(2) comprises

Jpp = ¢ 12 gtates. Also, rv‘qu ry lie above FZ(Z) by energy App. Hence,
PL emission polarized alon (110] results predominantly from the recombina-
tion between Fc and Fa, r which yields the dominant peak B at energy Eg.
Since the numeracor and éznominator of Eqs. 7-1 and 7-2 are reversed, PL
emission polarized along [110] yields peak A as the dominant peak. The peak
in the numerator of Eq. 7-1 is at energy EB’ whereas the peak in its denom-
inator is at energy Ey» The reverse is true for Eq. 7-2. Since Eg < E,y PL

transitions WILh ener%y EB are favored with respect to those with energy
Epe Thus, R > Due to -the anisotropic distribution of

- photocreated electrons,. each of these ratios is greater than unity [15]

(i.e., 0% >M0% 5 ).

~In conclusion, it is possible to explain the spontaneous breaking of cubic

symmetry in the band structure of the Gag,52Ing 4gP samples as a result of
spontaneous ordering of this alloy along the [1l1ll] axis. Since ordering
along the [TIll] axes would have led to similar results, but ordering along
[lll] or [lll] would not, the results indicate that the samples are ordered
predominantly along the [lll] or [111] axes, in agreement with electron dif-
fraction studies and the current understanding of the ordering mechanism. Our
results verify a direct correlation between the valence band splitting, band-
gap lLowering, and ordering.

7.3 Two-Mode Behavior in Raman Spectrum of Culn Ga,_,Se,

CuInSe2 and CuGaSe, are AIBIIICVI-type ternary compounds, which are electro-

chemical analogs of AIIBVF-binary alloys. However, in the ternary alloys, the
cations A and B are ordered on two different sublattices, resulting in the
chalcopyrite structure with space group symmetry DZd In the solid-solution
mixtures (Culn Gal_xSez) of these two ternary compounds, the chalcopyrite
structure is retained; but unlike the ternary end point constituents, in the
quaternaries, there is substitutional disorder on the group V cation sublat-
tice. The physical consequences of this are manifested in the lattice dynamic
behavior of the materials, which can be studied experimentally by using Raman
scattering to probe the zone center phinon frequencies. The lattice dynamic
behavior of solid-solution mixtures of two different II-VI or III-V binary
alloys has been well studied, both experimentally and theoretically. Some
ternary alloys exhibit a two-mode behavior in their phonon spectrum whereas
others exhibit a one-mode behavior. It is therefore of interest to examine

the lattice dynamic behavior of the alloy Culn xGa1-45e, over the entire range
of composition so as to investigate whether such quaternary alloy systems
exhibit similar one-mode or two-mode behavior.
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The Raman spectrum of Culnfe, and CuGaSe, shown in Figures 7-6 and 7-7 exhibit
modes at 176, 212, 234 cm l, and 188, 3?2, 274 cm—l, respectively.  The
dominant modes observed at 176 and 188 cm are A symmetry vibrational modes
due to Se~Se anion vibrations in CulnSe, and CuGaSe,. Thc modes at 212 and
234 em™! in CulnSe, are due to the E symmetry TO and B, symmetry LO vibra-
tions, respectively. In CuGaSe, these modes are observed at 252 and 274 cm™l.
Figures 7-8 and 7-9 show the A, and B, + E symmetry vibrations observed in the
quaternary alloy Culn _Ga,_, Se, for several values of x between that of the end
point constituents. The A, symmetry vibration shows a smooth, continuous
decrease in frequency from that of CuGaSe, to that of CulnSep, which is
characteristic of a one-mode behavior for this phonon mode in the quaternary.
In contrast, for very small values of x, the frequencies of the B, and E modes
converge to that of the local mode of indium in CuGaSe,; whereas for values of
x close to unity, these modes converge to that of the local mode of gallium in
CulnSe,. This is characteristic of a two-mode behavior for the B, and E
vibrations in the quaternary alloy Culn,Ga,_,Se,. These vibrations involve
the cations on the group III sublattice, and they appear as weak and broad
lines in the Raman spectrum of Culn,Ga;_,Se,, owing to the substitutional
disorder present on the sublattice.

To summarize the results of this Raman scattering investigation of
Culn Ga,_,Se,, our research indicates that thglphonons in this alloy show a
mixed-mode behavior. The phonons below 200 cm exhibit a one-mode behavior,
whereas those above 200 cm~! exhibit a two-mode behavior, The information
provided by this study should prove useful, not only for using Raman scat-
tering to determine the stoichiometry of Culn,Ga;_,Sey but also for studying
the extent of disorder present in the material.
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