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PREFACE 

This report, the first of two volumes and prepared within the Utility Applica­
tions and Policy Branch of SERI for the Department of Energy's Wind Energy 
Systems Division under Subtask 3532.15, contains a methodology to determine 
the value of wind energy conversion systems to electric utilities. A complete 
description of the associated computer programs developed by and available 
from SERI is also included. Volume II is a user's guide for the computer pro­
grams. 
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lation of the methods described in this report. We also wish to acknowl,dge 
Theresa Flaim, Dean Nordman, and Roger Taylor of SERI for their assistance 
during the project and the review of this report. 

We would also like to thank the following people for their constructive 
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Objective: 

The objective of this report is to describe a method developed by the Solar 
Energy Research Institute (SERI) for determining the.value of Wind Energy Con­
version Systems (WECS) to electric utilities. The method is performed by a 
package of computer models available from SERI. These models vary in sophis­
tication and may be used with most utility planning models. Only minimal 
effort should be required to make the programs operational on hardware other 
than the CDC hardware on which the programs were developed and used. 

Discussion: 

This report consists of two volumes. The first volume describes the value 
determination method and gives detailed discussion on each computer program 
available from SERI. The second volume is a user's guide for these computer 
programs. 

The value determination process begins with the processing of weather data by 
computer programs WTP or WEIBUL to produce hourly wind speed data or wind pro­
bability distributions, respectively. These data are then provided as input 
to the program ROSEW, which estimates wind-derived electricity production. 

The results from ROSEW, which can give the probabilities of certain WECS power 
levels being produced, are next provided as input to the program ULMOD so that 
the utility load forecast may be modified to incorporate the WECS genera­
tion. These results, which are for as many years as desired, are provided to 
the utility planning models. The expansion planning model develops an optimal 
scenario of conventional generating unit additions. This amount of conven­
tional units is given to a production cost model to develop a more accurate 
estimate of the variable operating costs needed for the conventional gener­
ating system. This cost information and the conventional capacity information 
from the expansion model for the base case (zero WECS) and for all the change 
cases (varying WECS capacity) are provided to FINAM. This final routine 
determines the break-even cost of each WECS penetration ($/rated kW) and the 
WECS marginal value ($/rated kW), where value is the utility's present worth 
savings of reduced operating costs and modified capital additions.· These 
values may be combined with total WECS cost to determine the maximum amount of 
WECS capacity that can be economically justified for addition to the utility 
system. 

If the WECS value obtained exceeds the amount for which WECS may be purchased, 
the utility planner might next perform a financial analysis by the utility's 
corporate model to determine the effects on cash flow., debt requirements, etc. 

While the analysis was primarily developed for utility-owned and· cont.rolled: 
WECS, the analysis could easily be. applied to nonutility-owned WECS with 
proper treatment of WECS availability. 

V 
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Conclusions and Recommendations: 

A planning group interested in this wind value determination method should 
obtain copies of the SERI-developed computer programs (WTP, WEIBUL, ROSEW, 
ULMOD, and FINAM) together with Volumes I and II of this report. The utility 
expansion planning and production cost models are currently used by many util­
ities and are not available through SERI. The utility may also prefer to use 
its own financial model instead of FINAM in the last step of the method. 

This group of programs and associated materials are identified by the name 
WECS. The SERI codes are available through two sources. Qualifying organiza­
tions may use the SERI Solar Energy Information Data Bank (SEIDB) network, 
which houses these computer models. To determine qualification status, con­
tact: Rafael Ubico, SEIDB Coordinator, SERI, 1617 Cole Blvd.,.Golden, CO 
80401; 303-231-1032 (FTS-327-1032). These models are also available through 
National Energy 8ottware Center, Argonne National Lab, 9700 S. Cass Ave., 
Argonne, IL 60439. 

vi 
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SECTION 1.0 

INTRODUCTION 

During the past several years there have been a number of studies on the value 
of Wind Energy Conversion Systems (WECS) to electric utilities [1-6]. Because 
the approaches taken varied from study to study and different degrees of 
sophistication were used, the Solar Energy Research Institute (SERI), spon­
sored by the Wind Energy Systems Di vision of the U.S. Department of Energy 
(DOE), began to develop a package of computerized tools to determine the value 
of WECS to electric utilities. These tools were to be capable of varying 
sophistication and were not to require the modification of the electric util­
ity planning models that must be used in concert with the models developed 
here. The programs were not to be built around any specific versions of the 
utility planning models. All computer models developed by SERI and described 
:1.n detaU here are available from SERI. Although the programs were developed 
and u.sed on CDC hardware, the effort required to make them operational on 
other hardware should be minimal. 

This report consists of two volumes. The first volume begins with an overview 
of the method of WECS value determination and a brief description of the pro­
cess. Then follows a detailed discussion of how each computer program avail­
able from SERI can be used in the value determination process, as well as the 
execution options available and calculations performed. The second volume is 
a user's guide for these computer programs and includes the inputs required, 
outputs available, the important internal variables used, and a description of 
external data files employed. Also included in Volume II is a sample run­
stream necessary to execute the program and a description of possible modifi­
cations necessary to utilize the program on another computer facility. 

1 
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SEcrION 2.0 

OVERVIEW 

This report contains a method for determining the value of WECS to an electric 
utility. The necessary procedures are incorporated in five computer programs 
available from SERI: WTP, WEIBUL, ROSEW, ULMOD, and FINAM. Also needed are 
two traditional utility planning models: an expansion planning model and a 
detailed electric utility production cost model. The relationship of all the 
computer programs is shown in Fig. 2-1. 

As the figure shows, the value· determination procedure begins with the pro...; 
cessing of weather data by computer programs WTP or WEIBUL to produce hourly 
wind speed data or wind probability distributions, respectively. These data 
are then provided as input to ROSEW, which estimates wind-derived electricity 
production. The amount of electricity produced depends on the amount of WECS 
installed capacity. The results of ROSEW are next provided to ULMOD so that 
the utility load forecast may be modified to incorporate the WECS genera­
tion. These results, which may be produced for as many. years as desired, are 
provided to the utility planning models. The expansion planning model 
develops an "optimal" scenario of conventional generating unit additions. 
This schedule of additions of . conventional units is given to the production 
cost model to develop a more accurate estimate of the var_iable operating costs 
needed for the conventional generating system. This cost information and the 
conventional capacity information from the expansion model for the base case 
(zero WECS) and for all the change cases (varying WECS capacity) are provided 
to FINAM. This final routine determines the break-even cost of each WECS 
penetration ($/rated kW). Also determined is the WECS marginal value ($/rated 
kW), which may be used to determine the. maximum amount of WECS capacity that 
can be economically justified for addition to the utility system. An electric 
utility trying to determine the value of WECS penetrations may prefer to use 
their corporate financial model instead of FINAM. 

The remainder of this section provides additional information about each com­
puter program depicted in Fig. 2-1. Later sections contain detailed discus­
sions of the performance of each computer routine available from SERI. 

2.1 WEATHER TAPE PREPROCESSOR-WTP 

The function of WTP is to convert a single year of standard weather data into 
a format acceptable to the program ROSEW. (WTP was developed by the Stone & 
Webster Corporation and later adapted to SERI's use.) There are four types of 
weather· data acceptable to WTP: SOI.MET, TMY, TDF, and Aerospace. SOI.MET, 
TMY, and TDF data are available on computer tapes from the National Weather 
Service. SOI.MET data are available for 26 cities around the United States, 
with some of these data going back to the early 1960s. Developed from the 
SOI.MET data, TMY data represent an attempt to produce a typical meteorological 
year for each of those 26 cities. The TDF data are available for many cities, 
but the quality and quantity of data are significantly lower. Aerospace data 
are available only from Aerospace C.Orporation and were developed for just a 
few Southwestern cities. If the user has weather data that are not in one of 
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these formats, then transforming the new data into one of these four formats 
is recommended. 

Whichever of the four weather data formats is employed, WTP ignores the extra­
neous data, converts the needed data to metric units, and produces a computer 
data file of the results. If not all data are available from the original 
weather tape, WTP performs interpolation to fill in the missing data points. 
This resulting weather data file [indicated by (1) on Fig. 2-1] consists of a 
single value per hour of the year for wind speed, dry-bulb temperature, rela­
tive humidity, barometric pressure, opaque sky cover, and, if available, 
direct and total insolation. Refer to Sec. 3.0 for additional WTP details. 

Since the amount of power in the wind is proportional to the cube of the wind 
speed, accurate representation of the wind resource is of utmost importance in 
the WECS value determination process. With this in mind, several problems 
that arise with the use of this hourly data must be presented. First, the 
hourly value is not an average value over the hour but merely a. single obser­
vation sometime during that hour. Use of this type of wind data assumes that 
the wind velocity has this constant value over the entire hour, when in 
reality the wind velocity can fluctuate widely and rapidly during the hour. 
Secondly, since only one year of these hourly values are used, the long-term 
nature of the weather at this site has certainly not been represented. 

There are several possibilities that may alleviate these difficulties. If it 
is possible to acquire or develop an average or typical year of data to use, 
then the long-term weather averages could possibly be represented. But the 
difficulty of which definition of average to use is always present, and the 
important weather variability is still not represented. Another option is to 
go through the entire value methodology for several years of weather data. 
Given enough years of data, the results would be useful, but the significant 
increases in computer costs would discourage this practice. The best way to 
capture long-term weather variability is to develop a statistical representa­
tion from as many years of weather data as possible; the program WEIBUL is 
based on this concept. The authors recommend the program WEIBUL be used to 
process the weather data instead of WTP if two or more years of weather data 
are available. 

2.2 WEIBULL DISTRIBUTION DEVELOPMKNT-WEIBUL 

WEIBUL is preferable to WTP if two or more years of weather data are available 
because WEIBUL' s probabilistic representation of hourly wind speeds is more 
likely to closely approximate the long-term wind speeds than WTP' s hourly 
average wind speeds. This additional accuracy could be extremely important in 
the calculation of total capturable energy. Also, the unpredictability of 
wind velocity should be reflected in electric utility studies. These points 
are discussed more fully in the conference paper included as Appendix A. 

The function of WEIBUL is to convert one or more years of weather data into a 
statistical format acceptable to the program ROSEW. Because WEIBUL was devel­
oped by modifying WTP, it can use the same four types of input weather data to 
obtain as large a statistical sample as possible. Unlike WTP, WEIBUL should 
be used with more than one year of data. The results of WEIBUL execution are, 
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for each hour of a typical day for each month, a probabilistic representation 
of wind speed and averages of dry-bulb temperature, barometric pressure, rela­
tive humidity, and wind speed. The probabilistic wind speed r~sults are the C 
and K parameters of the Weibull distribution curve. Several sources have 
pointed out the appropriateness of this distribution [7-10], and sample cases 
to date have confirmed this. Refer to Sec. 4.0 for an expanded discussion of 
WEIBUL. 

2.3 WECS ELECTRIC POWER CALCJJLATION-ROSEW 

ROSEW (Representation of Solar Electrics-Wind) estimates the amount of wind­
derived electricity that may be delivered from a specific WECS design and 
requires the weather data results of either WTP or WEIBUL, ;:is Wf:'11. as the num­
ber of WECS for which operational descriptive data are provided. The calcula­
tion of recoverable electric eneri)' may be performprl in on~ of two ways. The 
first method determines the amount of wind energy (cubic law at the hub) over 
the WECS rotor area. Then the successive application of the WECS coefficient 
of performance, mechanical efficiencies, and the efficiency of the generator 
reduces this amount. The second method applies a user-supplied curve of 
electrical generation versus wind speed. Refer to Sec. 5.0 for a more com­
plete discussion of ROSEW calculations. 

The specific calculations used and, consequently, the output available from 
ROSEW, depend on whether WTP or WEIBUL is employed to produce the weather data 
inputs to ROSEW. If the preferred model WEIBUL is used, then the ROSEW­
produced results are a stepwise-approximated probabilistic distribution of 
WECS-derived energy for each hour of a typical day for each month. This dis­
tribution gives the probability of zero and maximum power capability of thP. 
WECS, the maximum (rated) power capability under average air density condi­
tions, and a number of intermediate WECS power levels and associated 
probabilities. 

Results may be provided in several forms if WTP is used. The most obvious 
result available from ROSEW is the WECS electric output for each hour for 
which weather data are provided. These calculations assume that the reported 
wind speed is constant over that hour. In addition, all these values (31 days 
times 24 hours for a "January") can be summarized into either one, two, or 
three typical days of WECS-derived electricity. Section 5.0 discusses these 
output possibilities in more detail. 

2.4 UTILITY LO.AD KODIFICATIONS-UUIOD 

ULMOD can reflect the electricity production of intermittent generation 
sources such as WECS in utility planning models by reducing the forecasted 
utility loads by the amount of intermittent generation. The resulting values 
are called residual loads. Since both the utility loads and solar resources 
are diurnal, the load reduction must be done hourly (see Appendix A). The 
simple reduction of hourly loads is an acceptable modeling procedure because 
of the low variable cost of electricity production from intermittent genera­
tion sources. Since the variable production cost is so low, all energy avail­
~ble would be accepted by the utility, except possibly of a predominantly 
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hydro utility. In this case, significant intermittent capacity could encroach 
into hydroelectric production. If enough storage is available behind the 
dams, and other constraints such as irrigation and navigation rights do not 
interfere, the water could be saved for later. Another possible exception to 
the rule of always accepting alternatively produced energy might arise if 
intermittent generation forces the residual load below the total of minimum 
allowable loads on the base load (such as nuclear or large coal) units. This 
situation might require either the dumping of excess intermittent generation . 
or the creation of agreements with neighboring utilities to accept this excess 
energy and to repay it later. 

ULMOD can use any of the ROSEW results depicting WECS energy production. 
Utility-forecasted hourly loads· may be for all days of each month or for a 
typical week each month. Depending on the data input, various results of 
ULMOD execution are available both on a computer data file and in printed 
form. The results could be used with almost all existing utility planning 
models and not just those at SERI. ULMOD is unique because it accounts for 
certain variability or uncertainty in electric utility load forecasting by . 
using megawatt modifiers to the load levels around the minimum and maximum 
forecasted loads. These modifiers are associated with probabilities that the 
modifiers will be applied. The background for this feature is included in 
Appendix B. Section 6. 0 describes all calculations and results available in 
ULMOD. 

2.5 UTILITY EXPANSION MODEL 

The Utility Expansion Model, a common utility planning model not available 
directly from SERI, is an automated technique for optimally developing a 
schedule of conventional generating unit additions. An expansion scenario is 
usually considered optimal if there is no other scenario with a lower cumula­
tive present worth of utility revenue requirements during the planning 
horizon. The methods used in expansion models vary greatly, but common opti­
mization techniques are linear programming, dynamic programming, and year-to­
year minimization. Typical inputs to such a computer program are (1) a brief 
description of the operating costs and characteristics of all existing capac­
ity and potential expansion unit types, (2) escalation rates for each cost 
given, (3) certain utility financial parameters such as fixed charge rates, 
(4) a description of the utility load shapes together with future energy and 
peak demand requirements, and (5) the minimum amount of total capacity in . 
excess of the expected peak demand that is required. The result of an 
expansion planning model includes a year-by-year schedule of conventional unit 
additions and may also include estimates of the operation of the available 
generation capacity together with associated costs and fuel usage. Owing to 
the approximations usually required to keep the ex,pansion problem within 
reasonable computer size and time limits, the operation estimates produce'd are 
usually less precise than those available from a detailed production cost 
model. Production cost models are discussed briefly in Sec. 2.6. 

In relation to how much a particular alternative generation source (such as 
WECS) is worth to an electric utility, the primary function of an expansion 
model is to determine the desirable changes in the capacity additions of each 
conventional generation type resulting from the installation of intermittent 
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generation. This value determination process requires the execution of a base 
case with zero intermittent generation, followed by a change case for each 
alternative generation penetration desired. (SERI is currently unaware of any 
expansion models that can select intermittent generation sources.) The resi­
dual utility loads are derived for each penetration from the routine ULMOD. 
The conventional capacity addition results of the expansion model for the base 
and change cases are then included in FINAM,- the model performing the finan­
cial analysis. Also to be input to FINAM are the conventional system's 
operating costs, calculated from either the expansion model or the production 
cost model. If it is felt that the year-to-year production cost estimates of 
the expansion model are sufficiently accurate, these results can be given to 
FINAM, and the use of a detailed production cost model may be avoided. 
Whether this is possible depends on the expansion model used, the desired pre­
cision of the results, and the complexity of the conventional generating 
system. Several test comparisons of the expansion model production cost esti­
mates with those of a detailed production cost model Are advisable. A 
detailed production cost model may be required to investigate the effects of 
the following elements on a conventional system: (1) the spinning reserve 
requirements [ 11], (2) system storage, (3) the infringement on the minimum 
load areas of base load generation, or (4) the inadequacy of an expansion 
model to reflect important constraints such as fuel contracts or electricity 
purchases and sales. 

Difficulty may arise in using the expansion planning models to compare the 
change case capacity additions with those of the base case because the change 
case reliabilities may not be the same as those of the base case. Most expan­
sion models add enough capacity to exceed a given percentage of reserve con­
straint, allowing the reserve results to vary from case to case. Even if the 
reserve results were identical, this would not guarantee that the more popular 
reliability indices--loss of load probability ~LOLP) or expected unserved 
energy--would be equal. Hence, we recommend that the amount of new capacity 
(peaking capacity if it is being added) be adjusted to equalize change case 
reliability with that of the base case by either a LOLP routine or a probabi­
listic production cost model for expected unserved energy equalization. 

2.6 DETAILED UTILITY PRODUCTION <X>ST MODELS 

Utility production cost models (PCM) are usually used to estimate operating 
expenses incurred by supplying the electricity demands of a utility network. 
The type of PCM to be used for this report analyzes periods of one or more 
years, and gives results such as the cost of fuels and the operating and main­
tenance costs for each generating unit in the system for each month of the 
period being studied. This information can then be summarized in a variety of 
ways. To produce these results, the following data (in the detail required by 
the PCM being used) is required: descriptions of each generating unit, fuel 
costs for the future, a description of the loads to be served, and descrip­
tions of any existing electricity purchases or sales. PCMs usually consider 
the system's required operating or spinning reserve and approximate the sched­
uling of a generating unit's planned maintenance. Both of these features 
require appropriate data. Potential equipment failures or forced outages are 
usually accounted for by either appropriate capacity deration or probabilistic 
techniques. The latter method is usually preferred. The probabilistic PCMs 
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also give two reliability measures that are gaining popularity: the amount of 
expected unserved energy and the expected number of hours of capacity defi­
ciencies; both measures are related to the traditional loss of load probabil­
ity results. The simulation interval used depends on the specific PCM being 
used. The interval can be hourly or based on load duration curves covering 
periods from one week to a season. Because this is a standard utility 
planning model and most are proprietary, SERI is not in a position to distri­
bute a PCM. 

To determine the value of intermittent generation sources, a PCM is used to 
develop the detailed operating cost estimates for the financial analysis model 
FINAM. The corresponding results from the expansion planning model may be 
adequate for the particular evaluation being performed, especially if it is to 
give only an initial estimate of value. It is felt, however, that several 
tests using a PCM should be performed before a decision is made to use the 
expansion model operating cost estimates in the value determination. 

2.7 FINANCIAL ANALYSIS MODEL-FINAM 

The last step in the WECS value determination, FINAM performs the economic 
comparison between the base case (no alternative generation) and each of the 
change cases. Electric utilities studying the value of WECS to their system 
may prefer to use their corporate model to provide the necessary data. All 
calculations by FINAM are based on present-worth economics. A maximum of 10 
change cases can be analyzed simultaneously. Each case requires information 
about the conventional capacity being added to the system and operating costs 
for each generation type and for each planning year desired. The capacity 
additions for future years would be provided by an expansion planning model. 
The operating costs should be developed by a detailed utility production cost 
model. The results of FINAM are the break-even cost and marginal present­
worth value in $/rated kW for the intermittent generation capacity of each 
change case. 

The value of the WECS is the utility's present worth savings of reduced oper­
ating costs and modified capital additions. Operating costs include fixed and 
variable operation and maintenance, fuel, and unserved energy. Modified cap­
ital additions includes the early retirement of an existing generating unit or 
deferring or cancelling a planned unit addition. 

FINAM can also perform a wide variety of sensitivity studies. However, one 
should use the sensitivity feature cautiously. It is assumed in the sensitiv­
ity calculations that the amount of each conventional capacity type installed 
and the amount of generation produced does not change. This is obviously 
incorrect for wide changes in assumed inputs, especially fuel costs. But the 
sensitivity feature can be useful if used with this knowledge. Refer to 
Sec. 7.0 for a more detailed discussion of FINAM. 
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SECTION 3.0 

WTP--wEA'l'HER TAPE PREPROCESSOR 

Figure 2-1 indicates that WTP is an intermediate processor between yearly 
weather data and ROSEW if the Weibull option is not chosen. WTP was created·. 
for DOE by the Stone & Webster Corporation and adapted slightly for SERI' s 
use. 

WTP accepts any one of four types of weather data and then produces an output 
weather file in a single format suitable for use by ROSEW. The four types of 
weather data are: 

• TDF-14 (Tape Data Family-14): This format represents hundreds of 
sites across the country and is controlled by the National Climatic 
Center (NCC) in Asheville, N.C. 

• Aerospace: These sets of primarily Southwestern weather data are col­
lected and controlled by the Aerospace Corporation. Limited sites, 
limited years of collection, and poor accessibility make this a little-
used format. ' 

• SOLMET: This format is used for 26 U.S. sites and is widely known for 
its total and direct insolation data. It is also available through 
NCC. 

• 'IMY (Typical Meteorological Year): This set is one typical year of 
data made up from twelve typical months of SOI.MET data. '!MY data sets 
represent a11· 26 SOI.MET sites and are also a~ailable from NCC. 

If wind data are available in a format that is not one of these four types, 
then transforming this new data into one of these four standard formats is 
recommended. If this is not 'possible, custom modification of WTP or WEIBUL to 
accommodate the data would not be difficult •. 

A simplified flowchart in Fig. 3-1 shows the the program's operation. First, 
WTP takes any one of the four types of data and reads only the weather data 
applicable to our present and projected needs. It then converts the data to 
the appropriate metric units. Table 3-1 gives the weather parameters and 
units handled by WTP for each weather file type • ...,, 

WTP then replaces invalid or missing values with those obtained by linear 
interpolation from surrounding hours. If there are several consecutive hours 
of missing data, the last good values before and after the bad sequence are 
interpolated. Two days of data are always available for interpolation, and if 
no good values are found in this set, then the last good value known replaces 
all bad values. If there is bad data for the first or last values of the 
year, then an adjacent good value replaces this bad data. If there are no 
good values for the first two days of the year, then a default value is used 
to replace this void. The default values are listed in Table 3-2. 

With the weather data complete and in the proper units, WTP outputs the 
results on a file to be used by ROSEW. For visual insp~c.tfnn, a file is also 
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Figure 3-1. WTP. 
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created that echoes the input card data and reports the number of hours of 
each type of weather data that are missing or not within an acceptable 
range. This file is thoroughly described and illustrated in Sec. 2.0 of the 
User's Guide. 

Table 3-1. · VEA'l'RER PARAMETERS 

SOLMET 
or 

Parameter TDF-14 Aerospace TMY 

Dry-bulb temperature OF oc oc 
Barometric pressure in. Hg millibars kPa 
Relative humidity 
Wind speed 
Opaque skycover 
Insolation, direct 
Insolation, total 

% not on tape not on tape 
knots m/s m/s 

(fraction) (fraction) (fraction) 
not on tape kW/m2 k,J/m2 
not on tape kW/m2 k,J/m3 

Table 3-2. DEFAULT VEA'l'BER PARAMETERS 

Parameter Default Value 

Dry-bulb temperature 
Barometric pressure 
Relative humidity 
Wind speed 
Opaque sky cover 
Direct insolation 
Total insolation 

13 

10°c 
1.0132 bars 
0% 
0 m/s 
0% 
0 kW/m2 
0 kW/m2 

WTP 

oc 
bars 

(fraction) 
mis 

(fraction) 
kW/m2 . 
kW/m2 
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SECTION 4.0 

WEIBUL-WEIBULL PROBABILITY PROCESSOR 

As previously discussed in Sec. 2.0, the wind's variability can be accounted 
for by developing a Weibull probability distribution for the wind resource. 
Created from ordinary weather data in the computer code WEIBUL, this Weibull 
curve, shown in Fig. 4-1, describes the probability of the wind being in cer­
tain wind speed intervals. Figure 2-1 indicates that if the user chooses the 
Weibull option, then these wind probability curves are sent to ROSEW. Once 
again, if WEIBUL is chosen, then WTP is not needed. 

A simplified flowchart of WEIBUL, Fig. 4-2, gives a glimpse of the program's 
structure. Since WEIBUL was developed by modifying WTP, the two programs have 
many similarities: 

• both accept TDF-14, Aerospace, SOLMET, and 1MY weather tapes (see 
Sec. 3.0); 

• both accept only needed weather data; 

• both convert data to consistent metric units; and 

.- both replace missing or invalid data by interpolation from surrounding 
values. 

After WEIBUL performs these tasks, it then creates Weibull probability distri­
bution curves for each hour of a typical day for each month (24 x 12 
curves). To build these curves, data from more than one consecutive year are 
strongly encouraged because the more data that are available to create. the 
distribution, the closer the distribution approximates reality. Of course, 
this additional accuracy must be weighed against the additional computer time 
necessary to process this extra data. · 

These 288 curves are each described by a shape factor K and a scale factor -
C. K is dimensionless and varies from about 1.0 to 4.0 for typical wind dis­
tribution, and Chas dimensions of wind speed and is approximately 1.1 times 
the average wind speed. References 8, 9, and 10 describe these Weibull dis­
tribution characteristics in much more detail. 

The wind distribution below a wind machine's cut-in wind speed is unimportant 
to the wind machine's performance, but the percentage of time the wind is in 
this region is useful. Because of this concept, WEIBUL curves are developed 
only in the wind velocity region above a user input cut-in wind speed. As a 
result, a good WEIBUL curve fit is obtained in this region. The region below 
this cut-in wind speed is represented only by the probability of the wind 
being in this area. A cut-in value of zero will create a WEIBUL curve for the 
entire range of wind speeds, with the curve fit not being as accurate in the 
area above cut-in as in the case where a positive cut-in value is specified. 

This cut-in wind speed that is input to WEIBUL will need to reflect the dif­
ference in wind speeds between the height of the wind measurement tower and 
the wind machine huh height. A hand calc1.1lation as follows will indicate 
which value of the cut-in wind speed is input to WEIBUL: 

15 



8.28 

8.15 

8.18 

i: -...,_ -1: 
1.85 

I.BB 

K-1 k' 
PM a (1(/C) CV/0 EXPHV/CJ' ·1 

/ 

1/ 
'I/ 
" 1 :: 3 ' 5 6 7 8 

WDIJ VELOCITY <MIS> 

Figure 4.·1. WEIBULL Wind Dlsirlbutlon (Examples of Different 
C and K Values) 

9 11 

UI 
Ill 
N ---1 I 

-



S5fl 1lf1 ________________________ T_R-_6_0_4 

Main Calls INCARD 
- Read and Check 

Input Card Data 

! 
Main Calls INTAPE 
- Read and Check 

• Days= 36 5 x NYears 
Main Calls· TRAN 

i 
Read Day's Selected 

Hourly Weather Values 

l 
TRAN Calls CONVRT 

CONVRT Calls UNPACK 
- Converts Data to 

Proper Units, Checking 
for Bad Data 

! 
TRAN Calls INTERP 
- Replaces Bad Data 

by Linear Interpolation 

Hour= 1, 24 I 
i 

Weather Parameters 
Are Sorted by 

Month and Hour .. 
For Each Hour of 

Each Month, Wind 
Speeds Are Sorted 

into Bins 
I 
I 

·+ 
Weibull Parameters 
Calculated by Curve 

Fit Procedure for 
Each Hour ul Mi:i1Hl)I)' 

Typical Days 

i 
Average Weather 
Values Are Found 

for Each Hour of the 
Monthly Typical Day 

+ 
: 

Write Missing 
Data Summary 

.. 
C Stop ) 

Figure 4-2. WEIBUL 
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where 

Yciw = cut-in velocity to be input to WEIBUL, 

Vcihub = wind machine cut-in velocity at hub height, 

8w = height of wind measurement tower, 

Hhub = wind machine hub height, and 

a= terrain factor to be in~ut to ROSEW. 

This calculation should be made "for all wind machines to be analyzed, with the 
minimum value of Yciw input to WEIBUL. 

WEIBUL can use either of two methods to determine the shape and scale factors, 
with the user selecting one. The first method is a least-squares fit of cumu­
lative probabilities [10). For this approach, all the observed wind speeds 
for one hour. of a month are divided into n velocity intervals: V cut-in-V 1, 
v1-v2, ••• , Vn-i-Vn• .Each interval has a frequency of occurrence f 1,f2, . 
• • • , fn, as well as cumulative probabilities Pl = f1, P2 = P1 + f 2 , ••• , 
Pn = Pn-1 + fn. 

The Weibull cumulative probability distribution function is given by: 

P(V < vx) = 1 - exp [ -(vx/c)K] • (4-1) 

To estimate· parameters C and K, we wish to transform the data so that it will 
satisfy a linear relationship. Hence, we take Eq. 4-1 for any interval j: 

· and if we regroup, we obtain 

or 

ln [-ln (1 - Pj)] = K ln Vj - K ln C. (4-2) 
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Now, we let 

xj = ln vj 

and 

Yj = ln [ -ln (1 - Pj)] • 

Then we see that Eq. 4-2 is of the linear form 

Y =a+ bx 

where 

a = -K ln C 

and 

b = K 

In conclusion, we find that 

C = exp ( - :) 

and 

K = b 

Coefficients a and b can now be determined by a standard least-squares · fit 
routine, such as the unweighted solution 

and 

where 

Care must be taken in the calculation to avoid including the very last contri­
bution Qf cumulative probability (pn = 1) because of th~ resulting undefined 
Yn. Any zero cumulative probabilities must also be ignored in the calculation 
for the same reason. 

Because this is a curve fit, as many velocity intervals as possible should be 
used for accuracy. WEIBUL allows up to 100 intervals if extreme accuracy is 
desired, and only slightly extra ~omputer time i.s -required. 
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The second method to calculate the Weibull parameters is the maximum likeli­
hood technique, believed to be more accurate than the least-squares method 
[9,10]. An iterative solution is required for the equations 

and 

where 

A 'X'K) 1 
'"1 1· N 

N 

E 
i=l 

N = total number of nonzero wind speed 9bservations, and 
A1 = number of observations of wirnl speed x1 • 

Both methods can be tried by the user before final selection. Experience has 
indicated that results from both methods are very similar. 

For both methods WEIBUL also calculates average temperature, pressure, rela­
tive humidity, and wind speed for each hour of the monthly typical day. These 
values are simple averages of all the individual values. 

Now WEIBUL has calculated C and K parameters, the probability of the wind 
speed being less than a cut-in value, and averages of temperature, pressure, 
relative humidity, and wind speed for each hour of the monthly typical day for 
12 months. These values are output to a file that is to be used as input to 
ROSEW for wind power calculations. The User's Guide, Sec. 3.0, gives much 
more detail on WEIBUL's inputs, outputs, and program structure. 
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SECTION 5.0 

ROSEW--wEQ; ELECTRIC POWER Q\LCJJLATION 

The computer code ROSEW (Representation of Solar Electrics-Wind) calculates 
the electrical energy available from wind machines. As Fig. 2-1 shows, ROSEW 
accepts either processed weather data from WTP or Weibull wind distributions 
from WEIBUL. These data are combined with wind machine design information to 
determine the wind-derived electrical energy. These results proceed to ULMOD, 
where the utility load forecasts are modified to account for this wind 
energy. ROSEW is a strongly modified version of ROSPAM, which was developed 
for DOE by the Stone and Webster· Corporation. 

5.1 OPTIONS 

ROSEW has three different execution options: Weibull Option, Hourly Power 
Option, or Typical Day Option. The Weibull Option is the recommended execu­
tion strategy for ROSEW because it can capture the long-term wind speed expec­
tation and randomness of the wind resource. With this option, the Weibull 
wind distributions for each hour of a monthly typical day created from WEIBUL 
are used as input data. ROSEW uses these Weibull distributions to determine a 
distribution of expected wind-derived electrical energy. These results appear 
as a number of power-probability pairs, each expressing the probability of a 
certain amount of power being supplied to the grid. 

The Hourly Power Option produces single-hour wind powers based on the hourly 
weather data produced from WTP. This option assumes incorrectly that the 
reported wind speed is constant over the entire hour; it does not represent 
the variability of the wind resource. 

The Typical Day Option also uses WTP data to calculate hourly energies and 
thus is similar to the hourly option in its failure to accurately represent 
wind power. These hourly energies are used for the creation of one, two, or 
three average typical days for any given month. A single typical day in any 
month would contain 24 hourly values made up of hourly averages. For example, 
all 2 a.m. to 3 (i.m. values of wlud energy in January (::H values) are averaged 
to obtain that hourly average for January's typical day. 

Two typical days for a month consist of a typically high-wind power day and a 
typically low-wind power day. The user inputs how to divide the month's days 
among the low and high values. For example, of the 31 days in January, the 16 
highest values for a certain hour may be chosen to determine the high day's 
average for the hour. Therefore the low day's average for that hour consists 
of an average of the 15 lowest wind energy values. Three typical days per 
month are handled similarly, with the user inputting the number of values to 
be used to determine the averages for the low, medium, and high days. 

A simplified flowchart of ROSEW in Fig. 5-1 gives an overview of the program's 
operation. Other detailed discussion of the program's contents follows. 
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5. 2 CAL<IJLA.TIONS 

First, the program reads in the wind machine design and capacity data. ·Data 
for up to nine wind machine designs can be input with up to 999 of each type 
of design acceptable. · The number of each type of wind machine can be changed 
each month, a feature that can simulate planned maintenance. 

5.2.1 Weibull Execution 

Since the Weibull Option is the most desirable and most often used, it is 
important to understand some of the concepts of this type of ROSEW execution. 

5.2.1.1 Hub-Height Wind Speed 

After reading input data, the Weibull output file produced by WEIBUL is con­
nected and the first Weibull distribution C and K parameters are read (for the 
first hour of January's typical day). As previously discussed in Sec. 4.0, 
these two parameters completely describe a wind probability distribution for 
this monthly typical hour. These Weibull C and K parameters were determined 
for the height of the anemometer tower at which the data was collected and 
will be different for the wind turbine hub height. Thus, assuming that the 
wind regime is approximately the same at the weather station and the wind tur­
bine site, the Weibull C and K values can be projected up to the hub height by 
many means given in the literature (10,12,13]. Based upon knowledge of the 
terrain factor alpha (power ·exponent), the power law is chosen as the most 
appropriate method. 

If alpha is known· for the specified site from measurements on ·a representative 
day, it can be input by the user (see "STTERR" in "ROSEW Inputs" in Sec. 4.0 
of Volume II). However, this terrain, factor is generally not measured, and 
some advocate the blanket use of a= 1/7 as a conservative estimate for flat 
terrain (13]. If the user does not want to input the terrain factor, it is 
calculated by the following method from Justus (10]: 

where 

a = ( 0.37 - 0.088K ,1n c) /[ 1 - 0.088 ln· (z/10)] 

C = Weibull scale factor (m/s), 
K = Weibull shape factor, and 
Z = anemometer height (m). 

Whether alpha is input or calculated, Weibull parameters C and Kare projected 
up to hub height by the following method, also from Justus (10]: 

Ch• Ca [::r 
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and 

where 

Kh = Ka[l - 0.088 ln (Ha/10)]/[1 - 0.088 ln (Hh/10)] , 

Si= Cat hub height, 
Ca= Cat anemometer height, 
~=Kat hub height, 
Ka= Kat anemometer height, 
Hh = hub height, and 
Ha= anemometer height. 

5.2.1.2 Wind Speed Probabilities 

Now that the wind speed probability distribution at the turbine hub has been 
estimated for this typical hour, the wind turbine's bahavior in Llu~se winds is 
to be calculated. Figure 5-2 shows a typical power curve for a wind turbine. 

As Fig. 5-2 indicates, no power is produced until the wind reaches the 
machine's cut-in velocity. After that, power increases by roughly a cubic 
relationship until the machine's rated velocity is . reached. As wind speed 
exceeds rated velocity, power output is held constant by blade feathering. 
Once cut-out velocity is reached, the blades feather completely to protect the 
turbine, and power output drops to zero. 

As stated in Sec. 4.0, the Weibull distribution is created only for velocities 
greater than or equal to a cut-in velocity that is input to WEIBUL (W). This 
cut-in velocity represents a value at the wind anemometer height. Therefore, 
thi.s velocity is extrapolated to the hub height by using: 

where Wei = cut-in wind speed at machine hub (the other variables have been 
defined previously). Together with the Weibull parameters, the probability of 
the wind occurring below this wind speed .[P(V < Wei)] is given to ROSEW. 

The cut-in velocity for the specific wind machine being analyzed in ROSEW 
(Uci) must be greater than or equal to Wei. Note that the Weibull distribu­
tion input to ROSEW was created with Wei as the effective "zero point." 
Therefore, the machine velocities for cut-in (Uci), rated (Ur), and cut-out 
(Uc0 ) must be shifted by the amount Wei before the Weibull dist:ributiou c.:an be 
used for finding wind probabilities. Thus, for the probability calculations 
only: 

vci = u - w ci ei• 
= u r 
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For the power calculations in the following section, these velocities are not 
shifted by Wei. 

Also, any probabilities found from the Weibull distribution must be multiplied 
by (1 - P(V ( Wei)]; since the.actual area under the curve (total probability) 
created in WEIBUL is (1 - P(V < Wei)], and the area under the curve as viewed 
by ROSEW is 1. 

By using the probability curve, one can determine the amount of time that the 
wind velocity is between these wind machine control velocities. Since the 
Weibull probability density function is 

P(v) = (K/r.)(v/r.)K-1 exp (-(v/c)Kl 

it can be easily shown that the probability of the wind being below cut-in 
velocity (no power production) is 

The probability of the wind being greater than cut-in velocity but less than 
rated velocity is 

(5-1) 

Likewise, the· probability of the wind beil'lg between raL~tl and cut-out (pro­
ducing rated power) is 

Finally, the probability of the wind exceeding cut-out velocity (also no power 
production) is 

Thus, we have the probabilities for this hour of zero power output, maximum 
(rated) power output, and variable power output, when the machine is between 
cut-in and rated velocities. 

This cut-in to rated region is handled by dividing it into equally spaced 
intervals so that each interval will possess a single power-probability 
pair. The num~er of intervals is input by the user. The probability of the 
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wind speed being in these intervals is easily found by Eq. 5-1. Finding a 
representative wind speed (and thus, power) is somewhat more involved because 
wind power is proportional to the wind speed cubed. To account for this, each 
interval is divided into a user-directed number of "slots," as Fig. 5-2 
shows. The probability of the wind being in each slot is calculated, and an 
average wind speed for each slot is found by the following calculus-based 
method: 

where V1 and v2 are velocities on the edges of the slot. 

From all of the slot data,·an interval "power-probability weighted wind.speed" 
Vint is then found: 

where 

3 
slot • 

Pslot , 
),

1/3 

Pint · 

Vint= power-probability weighted interval wind speed, 

Pslot = probability of wind speed being in slot, and 

Pint= probability of wind speed being in interval. 

The use of this wind speed to calculate power for this interval will yield 
accurate results. 

5.2.1.3 Output Power 

Now that we have the rated velocity and all representative velocities for the 
intervals between cut-in and rated, the wind turbine's power output for each 
of these velocities must be found. These velocities are the actual input val­
ues and are not shifted as in the probability calculations. First, we find 
the wind power that passes through the swept rotor area for the specific wind 
velocity being considered: 

Pswept ... O. 5pAV3 ' 
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where 

· P swept = wind power through swept area (W)., 
P = air density (kg/m3 ) 
A= swept rotor area (m~), and 
V = wind velocity (m/s). 

Since A= 1rR2 = 1rn2/4, we find Pswept = (1r/8)pn2v3 , where D = rotor diameter 
(m). 

Of course, not all of this wind power is captured by the turbine, and aerody­
namic losses are inevitable. Thus, the power coefficient Cp of the turbine is 
introduced, representing the ratio of wind power captured by the blades to the 
total wind power available through the swept area. Cp is gl:!m:!u:tlly Jei:,~11d~nt 
on wind speed and has a theoretical maximum limit of 0.593. 

Losses .also occur in the wind machine's gearbox, generator, and transformer 
before the power actually reaches the utility grid. The change of these effi­
ciencies with the wind machine's power level must also be accounted for. 

A general expression for the power output from the wind turbine is 

· wherP. 

Cp = power coefficient (range: 0-0.593), 
n

883
r = gearbox efficiency (range: 0-1.0), 

ngcn = generator efficiency (range: 0-1.U), and 
ntran = transformer efficiency (range: 0-1.0) • 

. Values of. · the power coefficient and efficiencies are input by the user as 
tables. The power coefficient must be l<nown as a function of che wind 
machine's tip speed ratio (ratio of the blade's tip speed to hub height ~ind 
speed), and the efficiencies vary with the machine's power level. See 
Volume II, Sec. 4.0 for input details. 

The air density is found for each hourly set of calculations by the ideal gas 
law: 

p = P/RT 
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where 

p 

p 

T 

R 

= 
= 
= 
= 

air density (kg/m3), 
average barometric pressure (bars), 
average dry-bulb temperature (K), and 
ideal gas constant [bar m3/(kg K)]. 

R is calculated by 

where 

Rair = ideal gas constant for dry air [0.00287 bar m3/(kg K)], 
R__ = ideal gas constant for water vapor [0.0046 bar m3/(kg K)], and -1t2o 
PH O = partial pressure of water vapor (bars). 

2 

PH O is calculated using an approximate saturation pressure of water as a 
fuftction of temperature: 

where 

t = average fractional relative humidity~ 
Psat = 218.17(10x), 

X = -(6/T)(3.24 + 0.00596 + 1.17 x 10-863)/(1 + 0.00226), and 
6 = 647.27 - T. 

Remember that average temperature, pressure, and relative humidity are passed 
over to ROSEW frou1 WEIBUL. Relative humidity is included in the calculation 
but is supplied only if the original data were from the TOF-14 format. 

The final step in the power calculation accounts for forced outages of the 
wind turbines and can be approached in two ways. The first method derates the 
power output by multiplying the power by the availability (1 - forced outage 
r.ate): 

where 

Pout== single machine.power previously calculated, 
N = number of wind machines of this design for this month, and 
F = forced outage rate (1 - availability). 
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The second method, which is recommended for the Weibull option, adjusts the 
probabilities of certain power outputs. The probabilities of all power out­
puts, except zero power output, are multiplied by the availability. These 
adjusted probabilities are added, and the sum. is subtracted from one. This 
remaining value is now the adjusted probability of zero power output. These 
adjusted probabilities can now be matched with the corresponding power outputs 
(NPout) for output to ULMOD. 

The user chooses which method he or she will use for all machine designs. 

5.2.1.4 Enhancements 

Some enhancements are possible throughout the previously discussed calcula­
t:t.ons to improve the accuracy of the wind power results. The first of these 
involves the inaccuracy of the wind data itself. Justus corrects the measure­
ment errors in the anemometers that measure wind speed (10): 

where 

Vtrue = true wind speed, 
Vohs= observed wind speed, 

au= longitudinal nus gust magnitude, 
a,,.1 = vertical rms gust magnitude, and 
ay = horizontal nus gus~ magnitude. 

Generally, au, aw, and ay are hard to determine, but a conservative average 
value for aJVobs' aw/Vohs• and ay/Vobs is 0.2. If this value is input, as 
recommended, the previous equation reduces to Vtrue = 0.94 Vohs" This correc­
tion is made to the wind speed before the .power calculation. 

A correction procedure for wind gusts is also included in the ·program, since 
turbines usually respond to gusts of a few seconds duration which are not 
represented by the initial data. This correction (also from Justus) is 
incorporated after the initial swept power has been calculated: 

Ptrue = 1 + 3(au/V)2 
Pswept 
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where 

ptrue = gust-corrected swept power, 

Pswept = uncorrected swept power, 
longitudinal nns Ou = gust magnitude, and 

V = mean wind velocity. 

Orice again, if a ulV 

Vtrue = 1•038Vobs). 
each other, although 

is a conservative O. 2, then Ptrue equals 1.12P swept ( or 
The anemometer error and gust corrections tend to cancel 
not exactly. 

The last correction deals with the boundary layer (wind shear) effect. The 
problem of wind velocity varying with height above ground has previously been 
discussed in regard to obtaining the value of the scale factor C at the hub 
height. Thls vertically nonun1fonn wind velocity profile across the swept 
rotor area presents a problem, since wind machine power is calculated assuming 
unifonn hub-height wind speed across the entire swept area. Justus gives a 
numerical approximation of the wind power corrected for this phenomena [10]: 

where 

p 
corr 

p 
swept 

2 =a+ba+ca 

Pcorr = shear corrected swept power, 

a= 0.9949 + 0.194(R/Z) - 0.02(R/z) 2, 

b = 0.035 - 0.1267(R/Z) - 0!255(R/z)2, 

c = -0.0441 + 0.1574(R/Z) + 0.98(R/z) 2 ,. 

R = rotor radius (m), 

Z = hub height (m), and 

a= terrain factor. 

This terrain factor can either be input by the user or calculated by a method 
similar to the one used when projecting the scale factor C up to the hub 
height: 

a= [0.37 - 0.088 ln V]/[1 - 0.088 ln (H/10)] 

where 

-
V = mean wind velocity (m/s), and 
H = height of weather station anemometer (m). 
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After these final power corrections are made, ROSEW has successfully calcu­
lated a number of power-probability pairs for this first hour of a typical day 
in January. There are pairs now for zero power output, rated power output, 
and a known number of power outputs between zero and rated. ROSEW then loops 
to the second hour of January's typical ·day, and the process is repeated until 
every hour of the twelve months' typical days are completed. These results, 
shown in Volume II, Sec. 4.0, are then available to ULMOD for processing. 

5.2.1.5 Input Power Table 

The previously discussed computation of machine power output may not apply to 
certain vertical-axis or innovative wind turbines. To account for these 
machines, an option exists to input a set of matched wind velocity.;..turbine 
power output; valuils. One C/\1-0 ·thi.nk of these pairs repre~ent;::f,ng points on a 
curve of wind speed versus machine power output. Given a wind speed that 
falls between these points, the program uses linear interpolation between the 
known points to find a representative power output. 

Since these wind speed-power output pairs are probably obtained from empirical 
data of velocities and wind machine power outputs, no enhancement or effi­
ciency calculations can be made. The variation of air density that is not 
treated here must also be remembered when . considering the accuracy of the 
results. 

This option for one or more wind machine designs can be used smoothly in con­
junction with other machines that require the power calculations. Section 4~0 
of Volume II indicates the input changes required. Care has been taken in the 
program to project the wind speed data from the recorded height to the height 
used for velocity in the velocity-power pairs input. 

5.2.2 Hourly Power Option 

The Hourly Power Option is handled with much greater ease than the previously 
described Weibull Option. First, the wind machine data and hourly weather 
data from WTP are read in. Then for each hour, weather data are converted 
into hourly wind machine power outputs by much the same techniques as previ­
ously discussed. The air density calculation is identical to the calculation 
in the previous Weibull section, since WTP and WEIBUL pass the same weather 
parameters to ROSEW. The wind speed is projected up to hub height by the sim­
plP. power law, with the terrain factor either input or calculated as before. 
The previously discussed input power table can be used, and all of the 
enhancements except the improved forced outage adjus tmtml a.i.'~ available. 'l'he 
forced outage rate adjustment cannot be made to the probabilities, since the 
probabilities are not calculated with this option. The hourly output values, 
shown in Volume II, Sec. 4. O, are also available to ULMOD for utility load 
modification. 
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5.2.3 Typical Day Option 

The performance of this option is identical to the hourly power option, except 
that all calculated hourly powers are averaged together to create either one, 
two, or three monthly typical days. 

As mentioned earlier, a single typical day in any month consists of mean 
hourly power values created by averaging all powers of that hour for that 
month. For example, the 31 hourly wind power values for 1 p.m •. to 2 p.m. in 
July (31 days) are averaged together to come up with the average power for 
1 p.m. to 2 p.m. for the typical day. 

With two typical days per month, one typical day represents a low wind power 
day and the other, a high wind power day. The user can input the number of 
the lowest hourly values used to find the average for the low typical day, and 
the number of the highest values that make up the high day's average. For 
example, suppose April's 30 power values (30 days) for midnight to 1 a.m. con­
sist of: 6 hours of 100 MW, 6 hours of 150 MW, 6 hours of 200 MW, and 
12 hours of 300 MW. Also assume that the user wants the low day to be made up 
from the average of 13 values and the high day to use 17 values ( the sum of 
the low and high values must equal the days of the month). Then the low typi­
cal day's average power from midnight to 1 a.m. is 130.8 MW [(6 x 100 + 6 x 
150 + 1 x 200)/13]. Similarly, the high day's power from midnight to 1 a.m. 
in April is 270.6 MW [(5 x 200 + 12 x 300)/17]. Obviously, each of the two 
typical days for each month has 24 hourly values. 

Three typical days represent low, medium, and high wind power. days for each 
month. As in the case of two typical days, the user decides how to divide the 
month's values for the averaging calculation for each of the three typical 
days. Example: In June (30 values for each hour), .each day may · receive 
10 values that constitute the hourly averages. Alternatively, .the low day can 
have 5 values for its averaging, the medium day 15, and the high wind power 
day 10. Again, the sum of all three averaging assignments must equal the days 
of the month. 

Example output from this option is shown in the User's. Guide, Sec. 4.0. Not 
surprisingly, these results are also available to ULMOD. 
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SECTION 6.0 

UUIOD-UTILITY LOAD MODIFICATION 

The location of ULMOD in the overall value determination process is displayed 
in Fig. 2-1 and is discussed in Sec. 2.4. The function of ULMOD is to incor­
porate the estimated intermittent generation into the utility load forecast so 
that the results can be easily provided as inputs to electric utility planning 
models. This section describes how this model performs. Refer to Sec. 5.0 of 
the User's Guide for a description of the required inputs and. available 
results as well as definitions of important variables .and required computer 
data files. 

6.1 OPTIONS 

There are three input options available for ·the WECS power data provided from 
ROSEW. The preferred is the power-probability option for which the inter­
mittent generation data are provided in sets of power and probability pairs 
for each hour of · a typical day for each month. These pairs were created in 
ROSEW by processing the appropriate Weibull wind distributions. Each set of 
power and probability pairs consists of a group of estimated intermittent gen­
erations ranging from zero to maximum possible generation. Associated with 
each of these powers is the probability of its occurrence. The second option 
is a single power estimate made from each hour of weather data in the year. 
The third option entails the calculation of one to three typical days of 
single hour values per month. The calculations for these ULMOD intermittent 
generation input options are provided in Sec. 5.0. Also, a discussion of ·the 
advantages and disadvantages of each option is contained in Sec. 2.0. 

Since ROSEW output may include more than one wind machine design, ULMOD will 
select the design indicated by the user. From this point, the entire value 
method must continue with only this one design being considered. ULMOD and 
the following programs must be executed again to consider other machine 
designs. For completeness, the user may also execute ULMOD with no intermit­
tent genera ti nn inputs and thus provide base case load data to the utility 
planning models. 

There are only two utility load input data options. These are to provide (1) 
a typical week of hourly load data per month or (2) · a full year's worth of 
hourly load data. The calculated results of ULMOD can be output to paper 
and/or a computer data file at the user's option and control. Note that the 
load do.to providl:c'rl tn ULMOD should be in local standard time and should not be 
shifted according to daylight saving time. 

Uniquely, ULMOD can simulate the uncertainty or variability uf utility load 
forecasting. This is a requestable option requiring information about the 
portions of the utility loads that are subject to variation, the amount and 
direction that the load forecast might vary in these regions, and the prob­
abilities that these variations from the forecast will occur. An additional 
option within variability is whether the potential amount of forecast variance 
will (1) be applied to all points of the desired load portions equally or (2) 
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taper from the maximum value (as input) down to near zero (for explanation, 
see the calculations in Sec. 6.2.5). 

6.2 CALCDLATIONS 

The mathematical functions performed in ULMOD are relatively simple and 
straightforward, but the organization of all the data and results is compli­
cated. The flow of operations performed by ULMOD are depicted in Fig. 6-1. 
The center path represents the flow of calculations when the WECS power data 
being used is either the power-probability (using Weibull curve results) 
option or the two or three typical days of WECS power per month. Since this 
is the most difficult calculation path, it is discussed first, · in 
Sec. 6.2.1. When the WECS power data being used arc made u~ of either a full 
month of hourly values or a single typical day of val 11Ps p,ar month, the cah.u­
lation process is greatly simplifiP~ by the abocncc of prouabllity data. The 
calculations performed for this situation are given in Sec •. 6. 2. 2. For 
completeness, it is also possible to have no intermittent gener.;i.tion and to 
petfol.'111 var1.nU$ operations to the unmodified input utility loads (see 
Sec. 6.2.3). So that the results of ULMOD may be used by utility planning 
models requiring segmented or stepwise-approximated load duration curves as 
load data inputs, the ability to create these is included and is discussed in 
Sec. 6.2.4. Finally, in the process of forecasting loads, many utilities also 
develop a measure of the uncertainty of the mean demand forecast. As 
described in Sec. 6.2.5, ULMOD can handle this uncertainty. Each calculation 
box of Fig. 6-1 is numbered to assist the reader. 

6.2.1 Power-Probabi1ity 1 or Two or :rbree Typtc . .ffl Days 

All these possibilities have probabilities associated with each intermittent 
generation point developed. The power-probability data can have up to 12 data 
pairs per hour of each month's typical day, and this information can be devel­
oped from a number of years of weather data. The two or three typical days 
data are made from only one year of weather data and only have what can be 
interpreted as two or three power-probability pairs, respectively. The 
calculations are the same for these intermittent generation options, although 
the quantity of data to be processed can be much larger for the power­
probability data. Similarly, calculations are the same for both utility load_ 
options, but the number of calculations are increased by at least a factor of 
four if all hours in the year are input instead of a typical week per month. 
To help the reader understand ULMOD's operations, a hypothetical numerical 
example is provided, consisting of the single day of utility load data shown 
in Table 6-1 and the typical day of power-probability data shown in Table 6-2. 
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Figure 6-1. ULMOD 
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Table 6-1. SAMPLE UTILITY LOADS 
Local Standard- Time 

(Only Day 1 Presented) 

Utility Load Utility Load 
Hour (MW) Hour (MW) 

1 600 13 850 
2 550 14 900 
3 500 15 1000 
4 450 16 950 
5 400. 17 900 
6, 500 18 850 
7 550 19 800 

·s 600 20 1,0 
9 650 21 700 

10 700 22 650 
.11 750 23 600 
12 800 24 600 

The day of utility data represents Day 1 of a month and would normally be 
accompanied by 6 (for typical week option) to 30 (for a 31-day month) addi­
tional days of data. The example of intermittent generation data represents 
all the power-probability data needed for the month if only three data pairs 
are given per hour. This is similar to the maximum .data available for the 
three typical days option and is more than what is available for the two typi­
cal days option. The calculations performed in the boxes of Fig. 6-1 are 
explained in the order of the boxes, except that Variability (Box 7) and 
Segmented LDC (Box 8) are discussed later (Secs. 6.2.5 and 6.2.4, 
respectively) to maintain continuity. 

Box 1: Calculate Residual Loads--This function is . a simple· subtraction of 
intermittent generation from the appropriate utility loads to create what are 
called residual loads. This process is complicated more rthan one intermittent 
generation and the associated probability of occurrence. Each of the power 
points of intermittent generation (three in the example) are subtracted·from 
the proper hour of all days of utility load data, and the associated intermit­
tent generation probabilities are ·transferred to the residual load results. 
Table · 6-3 presents the result for the example. 

Box 2: Create Monthly Load Duration Curve (LDC)--This function orders all 
Table 6-3 residual loads into descending order, while keeping the associated 
probabilities. This. step for the example is shown in Table 6-4. Within 
ULMOD, the sorting is performed by the CDC Sort/Merge package. Any similar 
package could be used for this purpose. The possible number of residual loads 
per month is 8928 (31 days x 24 hours x 12 maximum powers), and each of these 
has an associated probability. 
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Table 6-2. INTEBMITTENT GENERATION P<IIERS AND PROBABILITIES 
(One Typical Day per Month) 

Power Probability Power Probability Power Probability 
Hour (MW) (%) (MW) (%) (MW)' (%) 

1 0 25 40 60 100 15 
2 0 15 50 75 100 10 
3 0 15 40 70 100 15 
4 0 20 30 60 100 20 
5 0 40 50 35 100 25 
6 0 35 30 60 100. 5 
7 0 

.. 
25 20 45 : 100 20 

8 0 20 40 70 100 10 .. 
9 0 30 20 55 100 15 

to 0 35 30 55 100 10 
11 0 40 40 30 100 30 
12 0 30 50 40 100 10 
13 0 35 50 45 ' - 100 20 
14 0 30 40 60 100 10 
15 0 20 30 75 100 ·. 5 
16 0 25 40 60 100 15 
17 0 20 20 30 100 10 

. 18 0 30 30 55 100 15 
19 0 25 40 55 100 20 
20 0 20 50 55 ·100 25 
21 0 15 30 65 100 · 20 
22 0 20 20 65 100 15 
23 0 30 (' ' 30 60 100 10 
24 0 35 

, 
40 50 .100 '. 15 ........ 
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Table 6-3. RESJDUAL LOADS AND HOURLY EXPECTKDS 

Expected 
Residual Probability Residual Probability Residual ?robability Residual 

Day Hour (MW) (%) (MW) (%) (MW) (%) (MW) 

1 l 600 25 560 60 · 500 15 561.0 
1 2 550 15 500 75 450 10 502.5 
1 3 500 15 460 ·70 400 15 457.0 
1 4 450 20 420 60 350 20 412.0 
1 5 400 · 40 350 35 · 300 25 357.5 
1 6 500 35 470 60 400 5 477.0 
1 7 550 25 530 55 450 20 519.0 

"'" 
1 8 600 20 560 70 500 10 562.0 

0 1 9 650 30 630 55 550 15 624.0 
1 10 700 35 670 55 600 10 673.5 
1 11 750 40 710 30 650 30 708.0 
1 12 800 30 750 60 700 10 760.0 
1 13 850 35 800 45 750 20 807.5 
1 14 900 30 860 60 800 10 866.0 
1. 15 1000 20 970 75 900 5 972.5 
1 16 950 25 910 60 850 15 911.0 
1 17 900 20 880 70 800 10 876.0 
1 18 850 30 820 55 750 15 818.5 
1 19 800 25 760 55 700 20 758.0 
1 20 750 20 700 55 650 25 697.5 
1 21 700 15 670 65 600 20 660.5 
1 22 650 20 630 65 550 15 622.0 
1 23 600 30· 570 60 500 10 572.0 
1 24 600 35 560 50 500 15 565.0 

., 

' °' 0 

"'" 
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Table 6-4. RESIDUAL LOADS IN DESCENDING ORDER 
(Load Duration Curve) · 

Residual Probability Residual Probability Residual Probability 
(MW) (%) (MW) (%) (MW) (%) 

1000 20 710 30 550 15 
970 75 700 35 550 25 
950 25 700 10 550 15 
910 60 700 20 550 15 
900 30 700 55 530 55 
900 5 700 15 500 75 
900 20 670 55 500 35 
880 70 670 65 500 15 
860 60 650 30 500 10 
850 15 650 30 500 15 
850 30 650 25 500 10 
850 35 650 20 500 15 
820 55 630 55 470 60 
800 25 630 65 460 70 
800 30 600 20 450 · 20 
800 45 600 10 450 10 
800 10 600 20 450 20 
800 10 600 30 420 60 
760 55 600 25 400 40 
750 40 600 35 400 4 15 ,1 

750 60 570 60 400 l 5 
750 20 560 so 350 35 
750 15 560 70 350 20 
750 20 560 60 300 25 
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Table 6-5. 

Actual 

EXPECTED RESIDUAL LOADS 
IN DESCENDING ORDER 
(Load Duration Curve) 

Day Hour 
Expected Residual 

(MW) 

1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 

15 
16 
17 
14 
18 
13 
12 
19 
11 
20 
10 
21 

9 
22 
?~ 
24 

8 
1 
7 
2 
6 
.3 
4 
5 

TOTAL 
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972.5 
911.0 
876.0 
866.0 
818.5 
'807. 5 
760.0 
758.0 

' 708.0. 
697.5 
673.5 
660.5 
624.0 
622.0 
.572.0 
565.0 
652.0 
561.0 
519.0 
502.5 
477.0 
457.0 
412.0 
357.5 

15,740.0 
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Box 7: Variability--See Sec. 6.2.5. 

Box 3: Full Hour Expected Residuals--The term "expected" here means the 
residual load that is most likely to occur. This is determined by calculating 
the probability-weighted average of the original residual loads (see 
Table 6-3). These original residuals are still in chronological order. The 
day and hour together with each expected residual load are stored on a com­
puter data file (TAPE20) for later use in Box 4. 

Box 4: Expected Residuals LDC--Like that of Box 2, this operation is to cre­
ate a list of residuals in descending order. The expected residuals of 
Table 6-3 are ordered, and the associated day and hour are carried along in 
the sort process. The example is presented in Table 6-5. There are no 
probabilities, since they have all been eliminated in the averaging 
calculation of the expected residuals. The Day colunm of Table 6-5 contains 
only one value, whereas in an actual case this column would contain a variety 
of values ranging from 1 to the given maximum number of utility load days for 
the month. If there were 31 days of utility loads input, then the actual 
table corresponding to Table 6-5. would contain 744 (31 x 24) rows of 
information. 

Box .5: Accumulate Residuals LDC--The results of Box 4 are useful but would 
not take full advantage of the power-probability data available, since this is 
equivalent to subtracting the single expected alternative generation from the 
forecasted utility loads. To take full advantage, the results of Box 2 
(Table 6-4) will be processed for ready use by utility planning models because 
few utility models are designed to handle anything more detailed than one load 
per hour. To reduce data, a process similar to that of Box 3 is performed. 
This operation calculates the probability-weighted average residuals by 
proceeding down the results of Box 2 by increments of 100% probability. Where 
necessary, a given residual's probability of occurence is split; the part not 
needed to total 100% is saved for the next calculation sequence. In this way, 
all of the original residuals (all with probabilities less than 100%) are 
accumulated into new residuals with a likelihood of 100%. Table 6-6 gives the 
result for our example. Like the result of Box 4, the actual result of this 
box would contain up to 744 rows of information. 

Box 8: Segmented LDC--See Sec. 6.2.4. 

Box 6: Estimated Chronological--Many utility production cost models require 
their input loads to be chronological. Therefore, to estimate this order from 
Box 5 results, the Box 4 results (Table 6-5) will be used. Since the Box 4 
and Box 5 results are both in descending order, consist of only 100% probabil­
ity (whole hour) values, and contain the same number of rows, it is assumed 
that the chronological order of the expected residuals (Box 4) will be a suit­
able estimate for the accumulated values. To estimate the day and hour values 
given in Table 6-6, the values of Table 6-5 are taken in order. It is 
important to note that the total residual energy to be served by the utility 
is the same for both the Box 4 and Box 6 results (as shown in Tables 6-5 and 
6-6). 
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Table 6-6. WHOLE-HOUR AC<DMULATKD RE-
SIDUAL LOADS IN DESCENDING 
ORDER AND ESTIMATED (]I.RONCr 
LOGICAL LOCATION 

Accumulated Residuals Estimated 
(MW) Day Hour 

975.0 1 15 
916.0 1 16 
887.0 1 17 
857 .5 1 14 
833.5 1 18 
800.0 1 13 
765.5 1 12 
750.0 1 19 
718.0 1 11 
698.5 1 20 

· 670.0 1 10 
653.0 1 21 
634.0 1 q 

612.0 1 22 
594.0 1 23 
564.0 .. 1 ' 24· 
560.0 1 8 
550.0 1 1 
513.5' 1 7 
500.0 J. 2 
474.0 1 6 
455.0 1 3 
412.0 1 4 
34/.~ 1 . 5 

TOTAL 15,740.0 
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The rationale for executing the extra complications of Boxes 2, 5, and 6 
instead of using the results of Box 4 is to better represent the fluctuations 
in the residual loads when intermittent generation sources are on the 
system. This effect is captured by the residuals of Box 6 (Table 6-6) being 
larger than those of Box 4 (Table 6-5) near the peak residual and smaller than 
those of Box 4 near the minimum residual (see Fig. 6-2 for the peak portion of 
our example). For an actual case and with more power-probability points per 
hour, the graphic results would be smoother and even better illustrative of 
this result. Whether the differences are significant will depend on several 
points including the particular utility's load profile, generation mix, the 
penetration of the intermittent generation source into the utility system, and 
the correlation of the intermittent generation with the utility's load 
profile. 

6.2.2 All Hour~ .QI One Typical Day 

The calculations are much more straightforward when the WECS power estimate is 
given for either all hours in the year or only a single typical day each month 
because of the lack of any probability information. The lack of probability 
information that is more reflective of long-term expectations is also this 
option's shortcoming. No numerical example is needed for this explanation. 
In Fig. 6-1 the flow of calculations is down the left' side. 

The residual load calculation (Box lA) is a subtraction of the hourly inter­
mittent generation from the utility hourly load forecast. If only a single 
typical day of intermittent generation is given, each hour's generation is 
subtracted from the corresponding hour of each day's worth of utility loads 
provided. If a full month of both utility loads and intermittent generation 
are provided, then the residuals are calculated in a straight hour-by-hour 
process. A full month of intermittent generations is not allowed if only a 
typical week of utility loads is provided. Toes~ residuals are next put into 
descending order (Box 2A) to form a load duration curve (LDC). Discussion of 
variability and segmented LDCs is deferred since . their treatment is the same 
for each intermittent generation option. 

6.2.3 No Alternative Generation 

To create data for a base case, this option is also available and is shown as 
the right side of F.ig •. 6-1. Since there is no intermittent generation, res­
iduals need· not be calculated, and the first step is to sort these utility­
forecasted loads into a LDC. Discussion on variability and segmented LDCs 
follows. 

6.2.4 Box 8: Segmented Load Duration Curve (LDC) 

Since many utility models, especially expansion planning models, require seg­
mented or stepwise-approximated LDCs as the input for utility loads, a means 
of creating such curves is desirable. There is no optimization involved in 
this segmentation process. Rather, the actual hour-by-hour LDC is broken up 
by the user who must tell ULMOD how many segments or time periods are desired 
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and what percentage of time during the month (or year) each segment is to 
cover. Each of these segments can also be further divided into a number of 
smaller, equally spaced pieces. 

The point at which segmentation in ULMOD is required depends on the intermit­
tent generation option being used. These locations are shown on Fig. 6-1. 

Enough residual load points (a full hour each) are identified to equal the 
desired time percentage of each LDC segment by adding the probabilities asso­
ciated with the residuals until the desired amount of time is equaled or just 
exceeded. If the total exceeds the time desired, the last probability point 
is split to equal this time period, and the unused portion is used to begin 
the next segment. If a typical week of utility loads is provided, it is 
assumed that each hour point occurs during the month a number of times; this 
number equals seven divided into the number of days in the month. After the 
members of the LDC segment are identified, these may be divided into any 
desired number of smaller pieces. All points belonging to a common piece are 
then averaged, with these averages being the final result. There is wide 
flexibility in the number of these small, equally spaced pieces per segment, 
but there can only be up to 15 segments produced. 

6.2.5 Box 7: Load Forecast Uncertainty or Variability 

Appendix B discusses the role of utility load forecasting uncertainty or vari­
ability in relation to intermittent generation variability. ULMOD attempts to 
accommodate utility load forecasting variability into value determinations. 
This is done with five input amounts by which the peak demand might vary from 
the forecasted mean and a · probability that this variation will manifest 
itself. Each of these five points represents an area or interval of MW loads 
(such as segments of a Gaussian distribution), each interval having a proba­
bility of occurence. Usually one of these intervals will be centered about 
the forecasted mean (zero MW variance). (All discussion will refer to the 
peak portion of the LDC, but there is the same capability for the minimum load 
portions of the LDC.) This variability in demand (expressed in MW) can be 
applied in one of two ways referred to as the "full" and "taper" methods. 
Each. of these methods will be illustrated by elaborating on the previous 
numerical example that followed the middle column of F'i8• 6-1. If varlability 
is desired for either of the outside paths of Fig. 6-1, probability values are 
created, requiring a jump into the center path of the figure, as shown. Since 
there were no probability data before the variability step, a substitute for 
the result of Box 3 is needed to estimate chronological order (Box 6). The 
substitute is either the result of Box lA or the original utility loads, 
depending on the original direction down Fig. 6-1. 

6.2.5.1 Full Method Uncertainty 

Figure 6-1 shows that if consideration of load forecast uncertainty is desired 
for the power-probability option, it is performed immediately after the com­
plete set of residual load points are put into descending order, corresponding 
to Table 6-4 of our example. To illustrate, let us assume that it is desir­
able to perform variability l:1.1lculations on 10% of the time this month~ 
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starting with the peak residual load, and the maximum amount of variability is 
75 MW. Let us further assume that 75-MW variability has a 15% probability of 
being applied positively and 10% probability of being applied negatively. 
(This example uses only three of the possible five points of uncertainty modi­
fication.) Our example consisted of only a single day of utility loads 
instead of 7 days or up to 31 days. For this example, we will assume that 
31 days of utility data are provided, but we will apply the variability to the 
top 2. 4 accumulated hours instead of the actual 74. 4 (31 x 24 x 0.10). For 
this case, the accumulation to total 2.4 proceeds from the 1000 MW and 20% 
point through the 900 MW and 20% point and also needs 5% of the 880 MW and 70% 
point. (If there were only a typical week of utility load data provided, to 
accumulate the desired amount of time would require a ratio to be multiplied 
by each probability, the ratio being a value such as 31/7 for a 31-day month, 
before the accumulation was act1,1ally done.) Under the full variability 
method, the assumed 75 MW will be applied to all points indicated p~eviously, 
and the associated probabilities will be modi Herl hy the variability prob­
abilities (see Table 6-7). The uncertain residual load probability is equal 
to the product of the prohahi lity of the original residual load and the 
probability of the proper MW variability. 

Before considering again the flow of Fig. 6-1, the results of variability 
(both top and bottom of LDC) must be merged with the unchanged center area of 
the LDC and all residuals put into descending order (similar to the result of 
Box 2). If a whole month of utility load data is provided and the maximum of 
12 power-probability pairs are used, the total number of residuals is equal to 
8928. If variability is also desired, the total number could be as much as 
5 x 8928. If all days of utility loads are provided and the power-probability 
option is desired, a check is performed to see if a reduction of data points 
is needed to prevent expansion above 8928. The total number of points created 
in the variability process (five times the number needed to total the desired 
time period) is known. In the reordered result created, this total number of 
points is probability weighted in groups of fives, allowing the total number 
of residuals to be kept to no more than 8930. The difference between 8928 and 
8930 is due to the fact that an extra point on the top and bottom may be 
created by splitting residual-probability points to equal the desired time 
period. As far as the rest of ULMOD knows, calculations are the same as 
before except that the total number of power-probability pairs has prnb;:ihly 
been increased. Similar to the effect of power-probability data, the taking 
of load variability into account tends to increase the residuals near the peak 
and decrease those near the minimum. 

6.2.5.2 Taper Method Uncertainty 

The only difference between the taper and full methods is the amount of the 
input MW of variance that is applied to each starting residual load. The full 
method applies the input MW variance to all points equally. By the use of a 
multiplier to the MW variance, the taper method varies this variance amount 
from the input maximum at the peak residual point to near zero at the last 
desired variance point. The rationale for the taper method is that the 
ability to forecast in the area of the peak is less reliable than in the cen­
ter area. The MW variance multiplier is determined by a fraction, where the 
denominator is equal to the total number of points in the upper residuals 
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section to which variability will be applied, and the numerator is equal to 
the denominator minus the number of residual points that the current calcula­
tion point is away from the peak. For our example, the denominator equals 8, 
and the numerator varies from 8 at the peak to 1 at the 880 MW, 5% point. The 
use of this taper fraction is the only difference between the full and taper 
methods. Table 6-8 shows the results of our example using taper variability. 

Table 6-7. UNCERTAINTY DF.MONSTRATION-FULL METHOD 
(75 MW, 15% Positive, 10% Negative, 75% Unchanged) 

Original Positive Unchanged Negative 

Residual Prob. Residual Prob. Residual Prob. Residual Prob. 
(MW) (%) (MW) (%) (MW) (%) (MW) (%) 

1000 20• Ra 1075 3 1000 15. 925 2 
970 75• R 1045 11. 25 970 56.25 895 7.5 
950 25• R 1025 . 3. 75 950 18.75 875 2.5 
910 60· n 985 9 q10 45 835 6 
900 30• R 975 4.5 900 22.5 825 3 
900 5• R 975 0.75 900 3.75 825 0.5 
900 20• R 975 3 900 15 825 2 
880 5• R 955 0.75 880 3.75 805 0.5 

88,0 65 Unchanged portion remaining 

aR = Ratio of number of days in the month to the number of days of load 
data provided; R = 1.0 if all utility loads during month are given; R 
= 31/7 for a month with 31 days and if only a typical week of utility 
loads is given. 
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Table 6-8. UMCBRTAINTY DEMONSTRATION-TAPER MKTHOD 
(75 MW, 1c., _,, P,:>si ti ve, 10% Negative, 75% Unchang~d) 

Original Positive Unchanged Negative 

Residual Pl"ob. Taper 1.esidual Prob. Residual Prob~ Residual Prob. 
(~) (%) Fraction (MW) (%) (MW) '%) •, 0 (MW) (%) 

1000 20• Ra 8/8 i..075 3 . 1000 15 925 2 .. 
970 !' 5• R 7/8 1035.6'.: 11.25 970 56.25 904.38 7.5 
950 !5• R 6/8 1(•06. 25 3.75 ·950 l8.75 893.75 2.5 
910 6'0• R 5/8 956.88 9 910 :.5 863.13 6 
900 30• :1 4/8 937.50 4.5 900 22.5 862.5 3 
900 5• R 3/8 928.13 0.75 900 3.75 871.88 0.5 
900 20• R 2/8 918. 75. 3 900 15 881.25 2 
8.:30 5• R. 1/8 889.34 0.75 880 3.75 870.63 0.5 

880 65 Unchanged portion re-:naini,g 

aR = Ratio of number of days in tlie -:nonth to the number of days of l::>ad data provided; R = 1. 0 
if all utility load.; during month are given; R = 31/7 for a month _i.,:lth 31 days and if only a 
typical week of utility loads are given. 
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SECTION 7.0 

FINAM-FINANCIAL ANALYSIS MODEL 

As can be seen in Fig. 2-1, FINAM is the final program needed in the value 
determination process. Note that ULMOD has been executed for each of the· 
change cases (different WECS penetrations), creating modified load shapes for 
each case. The utility planning models have been executed for each of these· 
modified load shapes, as well as for the base case with no WECS generation 
(unmodified load shape). Now FINAM compares th.e planning model results of 
each of the change cases to the results for the base case. These comparisons 
yield the break-even cost of WECS for each of these WECS penetrations. This 
value is the utility's present worth savings, expressed as an equivalent 
capital cost ($/rated kW) of the intermittent source, fr9m reduced operating. 
costs and modified capital additions. 

Utilities may desire to use their corporate model instead of FINAM. FINAM 
requires a base or zero intermittent generation case and up to 10 change or 
positive intermittent ·generation cases. It is assumed that the. change cases 
are using the same intermittent generation design and that the difference• 
between the change cases is the assumed amount of alternative generation 
capacity installed. This section describes the model's performance~ 
Section 6.0 of The User's Guide (Volume II) will fully describe the required 
inputs and available results as well as define important variables and 
required computer data files. 

7.1 OPTIONS 

The first available option is that the user may designate that annual expendi­
tures given as input (operating costs, fuel costs, etc.) are either first-of­
year or end-of-year quantities. If end-of-year values are used, they must b.e 
discounted to the beginning of the present worth year. This is true even for 
the case when the first annual expenditure is indicated to be the desired 
present worth year. The choice of which to use is arbitrary but should be 
consistent with previous studies and company policy.· The DOE and EPRI 
generally accepted standaru 1~ Lu assume that expenditures occur at the end of 
the year. Reference 17 describes the calculations performed under this 
assumption. Section 7.2 discusses the situation if expenditures occur at the 
beginning of the year. 

The second option is the ability to perform sensitivity or parametric studies 
after initially determining the intermittent generation value for the data 
provided as inpuL. A sensitivity study is the modification of only one class 
of input data from the original and the performance of the value calculations 
again. Examples of cla8ses of input data include fuel costs, capital costs, 
and operating and maintenance costs, as well as the rates of escalation of 
these costs. For sensitivity studies, FINAM assumes that the amount . of 
installed capacity and the estimated amount of operation for each conventional 
generation type .does· not change . from the · original. The sensitivity feature· 
can only indicafe the relative importance of specific input data in deter­
mining th~ result. Its results should therefor~ unly be used for this 
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purpose, unless it can be verified that the data modification does not alter 
the optimum conventional generation capacities or electricity production. 
Sensitivity cases may be performed at the time of or.iginal execution or during 
a subsequent execution without reentering the original data if these data were 
saved after being validated and stored in a computer file. See the flow 
diagram of Fig. 7-1. 

7. 2 CALarr.ATIONS 

Before describing calculations of FINAM, it will be helpful to know what data 
are required. Since all results are presented in a specific year's present 
worth dollars, the desired year is needed. The discount rate is also needed 
to discount to the des.ired year. All dollar inputs to this model are assumed 
to be nominal dollars (i.e., including general inflation) in the associated 
input year. A ro.a,dmum of 12 conventional generation types (coal, nuclear, 
hydro, oil-steam, combustion turbines, etc.; not intermittent sources) may be 
considered and up to 20 years of detailed capacity and operation data (from 
produc'Cion c1Js t model simulation or exp~ni,: I 1111 muuel estimate) may be 
a~alyzed. For each conventional generation type and simulation year, data are 
needed on the fuel cost ($/MBtu) and capital cost ($/rated kW), as well as 
fi."ll'Pil ($/MW yr) and variable ($/MWh) operating and maintenance (O&M) costs. 
The capital costs input here are the same as would be provided 'CO a utlllty 
expansion planning model--the year of initial operation, present worth 
equivalent of all capital expenditures. It is assumed that capacity additions 
are available at the beginning of the year. To approximate the years after 
the last simulation year by applying an escalation rate, the desired escala­
tion pattern for each of the four cost items listed pr.eviously is needed for 
ea~h generation type. 

For the base case and each intermittent generation capacity case, specific 
additional data are needed for each simulation year. Though the previously 
listed data would typically also be input to utility expansio.n planning and 
production cost models, the data referenced here would be the· output · from · 

\ 

these utility planning models. These data are the capacity of each conven-
tional generation type added and the corresponding estimated total expendi­
tures (in thousands of dollars) for fuel, as well as fixed and variable O&M 
costs. Total expenditures needed to meet the expected unserved energy for 
each year can be accounted for in this model if the data arQ available. 

With respect to the intermittent source, limlletl iuforn1ation b required by 
FINAM. The total rated capacity is needed for each change case. Also, the 
assumed operating lifetime and fixed charge rate are needed. The operating 
lifetime will be used lo dt!termine either the last year for wh:tch operating 
cost data must be given or the year to which the last given year· of operating 
data must be extended by the use of escalation rates. 

FINAM determines the total present worth of 
case and each intermittent generation case. 
to either the base case or one of the change 
formed for each. The description provided 
occur at the beginning of the year. 
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Figure 7-1. FINAM 
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7.2.1 Present Worth Modifier 

The first calculation is the determination of a present worth modifier to be 
used for each simulation year and for each year that capacity additions are 
made. The present worth modifier converts expenditures in each year to a 
present value equivalent in the base year of interest. It is calculated as 
follows: 

where 

GNP= (1 + GNPDEF)[IYRPW - JYR(l)] , . 

PWD(J) =GNP• (1 + PWDISC)[JYR(l) - JYR(J)] , and 

PWDCC(JJ) = GNP • (l + PWDISC) [JYR(l) - JCAPYR(JJ)] ; 

J = 1, number of simulation years (NSIM), 
JJ = 1, number of capacity addition years (NCAPYR), 

PWD(J) = present worth modifier simulation for year J, 
PWDCC(JJ) = present.worth modifier for capacity addition year JJ, 

GNPDEF = gross national product deflator, 
PWDISC = present worth discount rate~ 

IYRPW = base year in which the present value of costs will be reported, 
JYR(J) = simulation year J, and 

JCAPYR(JJ) = capacity addition year JJ. 

As an example, consider the following: 

PWDISC = o. 10 1 

IYRPW = 1980, and 
JYR = 1980, 1985, 1990. 

Under these assumptions, PWD = 1.0, 0.6209, and 0.3855. 

7.2.2 Simulation Year Variable Costs 

For each simulation year, total variable costs will be convertd to a present 
value equivalent for the base year and summed into· a total revenue require­
ments variable. The first simulation year's contribution is the i.npnt: tntal 
variable expenditures multiplied.by the first present worth modifier: 

where 

TREVRQ = TOTVAR(l) • PWD(l) 

TREVRQ = total revenue requirements summation variable 
for this case (1000$), and 

TOTVAR(l) = total input variable costs in simulation year (1000$). 

The following years are more complicated, since it may be desirable to use 
simulation years that· are not sequential (e.g., 1980, 1985, and 1990). Hence, 
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it is assumed that the total variable costs escalate at an even rate between 
given simulation years. After calculating this rate, it is applied for each 
intermediate year-, and the escalated total variable costs are discounted to 
the first of these simulation years. These intermediates are totaled and then 

·discounted to the desired base year. The calculations are presented in the 
following sequence: 

TR= L 

where 

DELTAYR = JYR(J + 1) - JYR(J) 

ESC = TOTVAR(J+l) 
TOTVAR(J) 

1/DELTAYR 

[ TOTVAR(J) • (ESC) 1/ (1 + PWDISC)I], I = 1, 

TREVRQ = TREVRQ + TR • PWD(J) ; 

J = 1 to (NSIM - 1), 

DELTAYR and 

OELTAYR = number of years between simulation years J and J + 1, 
ESC = even escalation rate, 

PWDISC = present worth discount rate, and 
TR= temporary counting variable. 

By this procedure, the · (J + 1) year total variable cost is produced in the 
escalation process and need not be handled separately. As can be noted from 
the above sequence, the procedure will work properly even if the simulation 
years are given sequentially. 

7.2.3 Calculations for Years Beyond the Last Year of Simulation 

To approximate the effect of operations after the last simulation year, it is 
possible to perform extension calculations. Of course, these calculations are 
not performed if the extension calculation year is less than or equal to the 
last simulation year. These calculations are performed on the variable cost 
components (fuel costs as well as fixed and variable operating and maintenance 
costs) of each conventional generating unit type and the expected system 
unserved energy cost. These input values (in thousands of dollars) for the 
last simulation year are escalated individually using the given rate of each 
for the appropriate number of years. This escalation simultaneously performs 
a present worth summation into the last simulation year's dollars. This value 
then must be niscounted to the desired base year and summed with the previous 
total of revenue requirements. · 

The sum of variable costs after the last simulation year are estimated and 
discounted to the last year of simulation by the use of a modifier. This mod­
ifier is determined by performing the following calculation enough times to 
cover all needed years [12]: 

For K = 1 through NESC, 
ELASTl and ELAST2 initialized to 1.0, 

RK = [l + ESCRTE(K)]/(1 + PWDISC), and 
N = IYR2 - IYR2. 
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where 

If RK = 1.0, then ES01(K) = N· 
if RK°* 1.0, ES01(K) =.RK• (1- RKN)/(1-

ELASTl = ELASTl • ESCRTE(K)N, and 
NYRDIS = IYR2 - JYR(NSIM). 

RK) ' 

· If NYRDIS is) 1 or< 1, 
then ES01(K) = ES01(K) • ELAST2/(PworscNYRDIS) , 

ELAST2 = ELASTl, and 

ESCMOD 
ESCRTE 

lYRI 
IYR2 

IYREXT 

N 
NESC 

ELASTl 

ELAST2 
NYRDIS 

= 
= 
--
= 

= 
= 
= 

= 
= 

ES010D = ES010D + ESCM(K); 

modifier, 
input escalation rate, 
flrsl _yea1 E3CRTE appllt!ll - f11sl u1:1al,le lYlU • SYH.(Nt.ilM), 
last year ESCRTE applied - last usable IYR2 = IYREXT, 
extension calculation year= JYR(l) + intermittent source 
life ".'" 1, 
number of years to perform partial extension, 
number of escalation rate periods, 
escalation modifier sufficient to raise a cost in the 
year JYR(NSIM) to IYR2, 
ELASTl for the last escalation period, and 
number of years that IYRl is from JYR(NSIM), used 
to discount to the year JYR(NSIM) • 

. After this modifier is calculated for each individual cost component, it is 
applied to_ each last year variable cost and discounted to the desired base 
year by the following: 

TREVRQ = TREVRQ + PWD(NSIM) • ESCMOD • VARCST, 

VARCST = the last year variable cost (1000$) of fuel as well as fixed 
and variable O&M for each generation type and system unserved 
energy cost. 

7.2.4 Olpital Costs Calculations 

FINAM's total of conventional generating unit capital costs are added in the 
. first year of operation and discounted to the desired year. To account for 
the fact that capital will be expended over a number of years before the unit 
is operated, the capital cost ($/kW) provided as input must be equal to the 
installation-year present worth equivalent of the actual stream of previous 
precommercial operation expenditures. This is the same value needed by. most 
utility· expansion planning models. · 

The calculations performed use an input fixed charge rate together with the 
capital cost ($/kW) and capacity addition (MW) of each conventional generation 
type to approximate annual utility expenditures during the initial commercial 
operation year and all subsequent years. The number of years in which these. 
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expenditures are accounted for depends on the number of years used to calcu­
late the fixed charge rate. The calculations performed are as follows: 

NN = NFCRYR(I) - 1 , 

CRF = PWDIS C/ [ (1 + PWDIS C)NN - 1] , 

TR= TR+ [FCR(I) • CAPCST(I,JJ) • CAPADD(JJ,I)] • [l + 1/CRF] , and 

TREVRQ = TREVRQ + [TR • PWDCC(JJ)] 

where 

JJ = 1 to last capacity addition year, 

I= 1 to last generation type, 

JYR(NSIM) = last simulation year, 

NN = number of years of capital payments within the study but not 
including the commercial operation year, 

NFCRYR(I) = number of years that fixed charge rate is based on for genera­
tion type I, 

CRF = capital recovery factor, 

FCR(I) = fixed charge rate for unit I, 

CAPCST(I,JJ) = capital cost ($/kW) for unit I in year JJ, and 

CAPADD(JJ,I) = capacity addition (MW) in year JJ. 

7.2.5 Value Determination 

After the total present worth of revenue requirements is calculated for the 
base and each assumed alternative generation case, a comparison is performed 
to determine the value of the specific alternative generation source being 
considered. The first component of this comparison is the total revenue 
requirement of each intermittent case subtracted from the revenue requirements 
of the base case, which i R the gr·oss total value in thousands of present worth 
dollars. With the amount of assumed intermittent capacity provided by input, 
the break-even cost per rated installed kW of intermittent generation is next 
calculated. This break-even cost is calculated by first multiplying the gross 
present worth value by a capital recovery factor determined by the use of the 
discount rate and assumed life of the intermittent capacity. This converts 
the gross value into an equivalent stream of equal annual payments. Finally, 
this result is divided by the assumed fixed charge rate of the intermittent 
capacity to convert a single annual payment into the equivalent first year 
expenditure. After the- break-even cost per kW is determined for each inter­
mittent capacity case (up t~ 10), the marginal value per rated kW is deter­
mined by using a set of routines to fit a polynomial curve to the break-even 
costs for all cases analyzed. The polynomial equation developed next is 
differentiated and evaluated at each solar capacity penetration for the mar­
ginal values corresponding to the previous break-even costs. The routines 
ttf;lec'I for this are part of the International Mathematics and Statistical 
Library (IMSL), but any polynomial fitting routines could be used. 
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7.3 SENSITIVITY ANALYSIS 

The sensitivity of the WECS value to certain economic parameters can be 
roughly determined without rerunning the entire financial portion of the 
methodology. This is done by changing any of the following in the sensitivity 
section of FINAM's input data: 

• present worth year, 
• assumed date that expenditures occur, 
• intermittent life and fixed charge rate, 
• present worth discount rate, 
• fuel costs ($/MBtu), 
• capital costs ($/kW), 
• fixed O&M costs ($/MW/yr), 
• variable O&M costs ($/MWh), and 
• expected unserved energy costs ($/MWh). 

This FINAM sensitivity feature should be used cautiously, since it assumes 
that the economic changes do not affect the operation of the conventional 
generation system as previously simulated in the utility planning models. The 
result of the FINAM sensitivity feature are intended only tn iciPntify the 
important economic parameters to be investigated further in the utility 
planning models. Only when the planning models are executed with the 
sensitive economic parameter can the true importance of this parameter be 
determined. 
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SECTION 8.0 

USE OF RESULTS 

After the analyses described in the preceding sections have been completed, 
the value of WECS can be compared to its cost. The value of WECS is the 
present value of savings to the utility of reduced operating costs and modi­
fied capital additions. The cost of WECS is the present value of total cost 
over the machine's lifetime. This total cost must include costs for the 
machine itself, installation, operation and maintenance, interest on capital, 
insurance, and property taxes. 

Remember that the value calculations are for a particular wind turbine at a 
specific site and are based on numerous utility system and financial assump­
tions. Parametric studies help to identify effects of certain scenarios and 
assumptions on the final results. Recall that FINAM has · the ability to 
perform limited sensitivity studies on financial parameters. The use of 
analytic intuition by the user will help simplify the ·sensitivity task. For 
example, the analyst should initially recognize the importance of parameters 
such as site, wind, velocity, and fuel cost escalation rates upon the final 
value result. 

The equation of WECS marginal value as a function of WECS capacity, as 
described in Sec. 7.2.S, is extremely useful to the utility planner. If the 
marginal value curve is plotted along with the WECS cost curve (Fig. 8-1), 
then the break-even point (cost/value ratio equals one) of WECS addition to 
the utility for the specific case considered is indicated by the intersection 
of the two curves. A useful plot of the cost/value ratio with respect to WECS 
capacity can also be easily generated. 

Because manufacturers of wind machines choose different rated wind velocities 
for their design, a comparison between values ($/rated kW) of different types 
of wind machines is not valid. Only an inspection of a specific wind 
machine's marginal value compared with total cost will indicate its economic 
viability for this specific utility system. 

Besides considering different types of WECS, electric utiiities must consider 
investment options other than WECS. Some options could be installing conven­
tional generating units, purchasing power from neighboring utilities, insti­
tuting a load management program, or financing conservation projects. A care­
ful inspection of each of these competing choices must be made before a 
complete economic evaluation of the situation has been achieved • 

. If the WECS cost/value ratio is favorable and serious consideration is being 
given to the WF.r.S optlon, then the utility planner might also perform a finan­
cial analysis by using the utility's corporate model to determine the effects 
on cash flow, debt requirements, etc. 

Also, many factors other than economics will af feet a utility's decision 
regarding WECS installation. Technical questions of WECS not addressed in 
this analysis include effects upon the transmission and distribution system 
and on system stability, and cycling effects upon thermal generating units in 
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· Marginal Value of WECS 

Total Cost of WECS 

Breai.evenWECS Capacity! 

wees Capacity - MW 

Figure 8-1. wees Marglnal Value Compared with Total Cost 
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the system. Also, a utility must consider financing, regulation, land use, 
public acceptance, and energy supply security. 

This volume has described the models currently available from SERI to analyze 
the long-term economic impact of wind systems on electric utilities. Efforts 
to extend this analysis to photovoltaic and solar thermal systems will include 
models similar to WEIBUL and ROSEW. SERI is also considering modifications to 
ULMOD that will include storage dedicated to the solar generation system. 
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APPENDIX A 

INTEGRATION OF INTERMITTENT SOURCES INTO 
BALERIAUX--BOOTH PRODUCTION COST MODELS 
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INTECRATION OF IRTERHITTENT SOOKCBS 
INTO BALERIAUX - BOOTH PRODUCTION COST MODELS 

George R, Fegan C, David Percival 
Solar Energy Research Institute 

Golden, Colorado 

Abstract· - An intermittent generation source is one 
over which a utility dispatcher has minimal contr-ol 
with regard to the amount of power available at any in­
stant. The po:,,er may fluctuate freely over the range 
from zero to some maximum, Examples of such sources 
are wind machines, photovoltaic cells and, in some 
cases, run-of-river hydro. For a utility planner this 
form of resource presents problems in the determination 
of reliability and worth. A method of integrating 
these resources into a utility production cost model is 
presented; the method should improve approximations i:i 
production costing and in the loss-of-load calcµlation. · 

INTRODUCTION 

In electric utility planning measures of the risk 
of failure to meet load are extremely import3nt. These 
measures are used in determining the value of a new 
source to a system mix and in expansion planning for 
the system. Historically, the introduction of the Cal­
abrese loss of load calculation (LOLP) was an improve­
ment over the "per cent reserve margin" and hence be­
came a popular reliability measure, With the intro­
duction of production codes based on Baleriaux-Booth 
theo::-y, the probability of failure to meet load could 
be obtained directly from an equivalent load duration 
curve, By multiplying this probability by the hours 
for which the load duration curve is applicable, one 
obtains the loss of load hours as the measure of 
risk. Since an expanded fonn of the LOLP calculation 
is equivalent to the Baleriaux-Booth measure, the lat­
ter measure has the advantage of giving production· cost 
values and the corresponding loss of load probability 
from the same computer run. 

However, when one examines sources other than those 
which are conventional fossil or nuclear fueled, one 
can run into problems with the Baleriaux-Booth codes. 
In particular, if one is analyzing a source which sup­
plies energy intermittently or in variable amounts 
within an hour period, then one does not get a true 
probability of failure to meet load if the input data 
is based on hourly values, In particular th.l.s problem 
arises with wind or solar sources, and to a lesser 
extent with a highly variable run-of-river source. 

Thh paper will: (1) demonsti:ate the e(fuiv.i.le11c::y 
of LOLP methods and the Baleriaux-Booth method for con­
ventional source11, (2) show that the failure of the 
equivalency to hold in the case of intermittent sources 
is due to a correlation between load and energy avail­
ability and the use of hourly input data, (3) suggest 
alternative methods for calculating reliability mea­
sures for intermittent sources. (These alternate meth­
ods would enable one to calculate the economic measure 
which is commonly called a capacity credit,) 

Equivalency.Betveeo Measures· 

The historical Calabrese LOLP calculation used 260 
hours for the failure to meet load calculation, The 
260 hours consist of the peak hour per day for the five 
weekdays in fifty-two weeks (1 x 5 x 52). If one ex­
pands the calculation hours to every hour of the ·.study 
interval and if one weights the LOLP value for the hour 
with the prob.ability of the hour, the equivalency of 
the Baleriaux-Booth measure can be demonstrated. 

For what follows, the following assumptions-will be 
used: 

. l) los~ of load is defined as the failure to meet·· 
load due to the failure of generation resources 

2) the outage of a source will be patterned after a 
conventional source, namely that at a given instant we 
conceive of the plant ~s being in one of a very limited 
number of availability states. This is in contrast· to 
the intermittent resource which is often regard~d as' 
possessing great variability in output, ranging over 
zero output to full output in a small time interval. 

FORMULATION 

The equation for the Baleriaux-Booth measure of re­
liability is 

where 

Pr~ probability 

L c load.regarded as a random variable 

CAt'i = capacity in MW regarded as the deterministic 
na111eplate rating of the i-th resource not on 
maintenance 

FOi=- forced outage in MW of the i-th source re­
garded as a random variable 

N = the number of sources on the system 

The bases behind Baleriaux-Booth theory are the ex­
pression of load as a probability distribution function 
and the convolution of the distribution of the forced 
outage random variable with the distribution of the 
load random.variable, The convolution of the distribu­
tion of the sources guarantees that all the possible 
combinations of outages are considered, 

The LOLP calculation requires that in comparing the 
output of all the sources with the load at each hour., 
one must consider all combinations of out.ages. If the 
total output of the sources is less than the load, the 
probability of the event is the loss of load probabil­
ity. If one weights this LOLP with the weight of the 
hour w.lth respect to the interval and sums over all the· 
hours, one gets the identic11! result as that der.lv1?rf 
from th~ ~aleriaux-Booth procedure. · · 

The use of a simple example wi 11 demonstrate the 
equivalency. 



Table I. Assuapt:lons for the·Ezaaple 

Load Nameplate Cap Prob .• of 
Hour MW Machine MW Outage 

l 50 l 40 .20 
2 50 2 70 .20 
3 50 
4 100 
5 100 
6 100 

Table II. LOLP Calculations 

Machine 
States Prob. of 

Hour (In/Out) Loss of Load 

1 Machine 1 in any state; 2 out l X .2 - .2 
2 Machine l in any state; 2 out l X .2 • .2 
3 Machine 1 in any state; 2 out 1 X •~ = .2 
4 Machine 1 and/or 2 out l - (.8) = .36 
5 Machine land/or 2 out 1 - ( .8 )2 = .36 
6 Machine 1 and/or 2 out l - (.8)2 = .36 

1.68 

Weighted LOLP = 3(1/6 x .2) + 3(1/6 ·x ;36) = 
= .28 

The logic behind the loss-of-load probabilities is 
given below. For hours 1 through 3, machine 2 is es­
sential in carrying the load. Machine l cannot carry 
the load by itself and hence its state is immaterial. 
A failure to carry load is then described by: machine l 
is on and machine 2 is off ( .8 x • 2) or machine 1 is 
out and machine 2 is out (.2 x .2). Hence the calcula­
tion can be given as 1 x • 2. For hours 4 through 6, 
machine 1 and 2 are both necessary to carry load. 
Failur~ to meet load is then l minus the probability of 
both machines being in the on-state. 

A standard LOLP calculation would not weight the 
LOLP values by the hourly weight but would add up the 
LOLP values for each value to arrive at the expected 
number of hours, which is 1. 68 hours in this example. 
However, it is easier to show the equivalency with the 
·weighted value since one reads a probability number and 
not an expected value from a LDC. 

Table III. (a) Pr [Load ) L) for original LDC 
(b) Pr (Load + Outage > L) for convolved LDC 

(a) (b) 

Pr Pr 
L 1.n MW (Load> L) L in MW (Load +-Outage > L) 

0 1.00 0 1,00 
so .s~ so .68 

100 o.o 90 .60 
100 ,28 
120 .20 
140 ,12 
160 .10 
170 ,02 
210 o.o 

a 

·pr 
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Figure 1. (a) Orlglnal Load Duration Curve 

(b) Load Duration Curve after the 
Two Convolutions 

The va 1 nP.R f.n the (b) part of Table III may be ob­
tained from the recursive formula for two-state avail­
abUity .. 

where: 

FN is probability distribution after the distribu­
tion of the N-th machine has 1:een convolved with 
FN-1 

PN is the probability of the N-th machine bein 
available 

CN ia the ~1pacity for the N-th machine. 



·However,· for such a simple example one can approach 
the calculation on an intuitive level, To have the ca­
pacity of load and the outages sum to less than or 
equal to 50 MW, the load must be less than or equal to 
SO MW and both machines must be available 
(,5 x ,8 x ,8 = ,32, Hence the entry in the table is 
l -.32 • .68, To have load and outage swn to a value 
between SOMW and 90MW, the load must be less than or 
equal to SOM\.I, machine 1 must be out, and machine 2 
must be available (,5 x ,2 x ,8 • ,08), Hence the 
entry in the table is .68 - ,08 = ,60, One can 
continue through the table matching the physical event 
with the value in the first column, Sophisticated 
techniques are called for in more complex situations, 
but the value of this example is its simplistic form. 

From Table III and Figure 1, one sees that for a 
capacity of 110 MWe• which is the combined capacity for 
the two machines, the failure to meet load has a proba­
b-ility of 0,28; if one multiplies this by the time un­
der consideration, 6 hours, one gets the expected num­
ber for the hours of loss of load, 

The Correlation Between Load and Intermittent Energy 

Let us now assume a wind rMchtne with 100 per cent 
reliability and the energy from a wind regime as given 
in Table IV, 

Table IV. Hourly Load and Wind Energy 

Load Wind Energy (Lo~d-Wind) 
Hour M\.le MWH MWe 

1 so 20 30 
2 so 20 30 
3 so 20 30 
4 100 0 100 
5 100 0 100 
6 100 0 100 

For the moment we will assume that the wind energy 
is not intermittent but rather remains constant over 
the hour. We are al.so assuming that the load is con­

. stant over the hour, Hence we have equivalent values 
albeit different dimensions for energy and capacity, 
The last column is the difference of the capacities. 
With this assumption, we will contrast the construction 
of a load duration curve (LDC) by means of an hourly 

.construction with that in which energy is given a dis­
tributf.on which has been built up over the entire six 

·hour period, 
It is common for production costing purposes to 

form the LDC for the difference of (LOAD - Wind Capac­
ity), If one subtracts the wind capacity on an hourly 

.basis and forms an LDC, one gets the LDC shown in (a) 
of Figure 2, However, if one treats each ·of the two 
distributions of load and wind capacity as independent 
distributions with the description given in Table v·, 
one gets. the LDC in (b) of Figure 2. · 

Table V: Distributions tor Load and Wind Capacity 
over the Six Boar Period 

Lin MWe 

0 
so 

100 

Pr [Load > L] 

1.00 
.so 

o.o 

. L in MWe 
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Figure 2. (a) LDC of Load - Wind Energy Subtracted 
on an Hourly Basis 

(b) LDC of Load - Wind Energy with 
Distributions Treated as Independent . 

One should note that the expected capac.ity demand 
under both the LDC's in Figure 2 are equal, Le,, 
E [Load - Wind Capacity] = 65 MW , Howlfver. the load · 
shapes are quite different; in fact, if one assumes 
that the machine from Table I with capacity 40 ~n~e is 
loaded first, its expected energy output over., the six 
hour period in (a) is t68 MWh · 

((30 MW x 1.0 + 10 x .5) x ,80 X 6 hr) whUe in· (b) • 
the expected energy is 180 MWh . 

((30 MW x 1.0 + 10 x .75) x .80 x 6 hr). It is ob-
vious that costs and reliability measures will be dif­
ferent in the two cases; hence it is essential to de­
cide which method is the more representative one, 

If the energy from an intermittent source has a 
distribution which is independent of the time of day 
then it is legitimate to convolve the two distributions 
without consideration of the time of day as was done in 
(b) of Figure 2; Huwl!ver, if the energy output is a 
function of time of day, taking the difference in hour­
ly values is the correct procedure, 

In this particular example the LDC in (b) would 
call for a different generation mix than. the one in 
(.a), The variety in 'the load shape would be met by ma­
chi!les which would be more efficient and less costly 
over the different levels of demand, The two-state de-
11111nd level in (a) preseo~11 simpl,,r planning problems, 
However, one should not read too much into the present 
phenomenon; the shapes are a function of the assum.ed 
data, Still one c11n make the generalization that there 



will always be more demand states under the independent 
assumption. This is true since a single wind capacity 
value will be subtracted from all load levels in the 
convolution. In the hour-by-hour case, a single wind 
value will be subtracted from a single load value. The 
implication is that there is more involved in choosing 
the representative procedure than a reliability calcu­
lation; the optimum mix is a function of the choice. 

In some of the studies which have considered inter­
mittent energy sources, there has been great care taken 
to show that there is little correlation between load 
and intermittent energy in the regions studied [2,3). 
What has been shown in these studies is that there is 
no interrelationship between increasing load and dimin­
ishing or increasing intermittent energy in the regions 
studied. The concept being investigated is whether 
load goes up as a resource ·such as wind velocity goes 
down as might occur in a hot climate or whether load 
goes up as a resource like wind velocity goes up as 
might occur in a cold climate. However, it is not this 

:concept of correlation in a directional sense which is 
·at question here. For a resource like wind or solar it 
ts the time of day which is important. As an example, 

.wind energy is highly tlepe,\dent on th'l w,nmine ;1nd 
· c:ool. f ng nf the land (5 J. Since the warming and cooling 
. ln)uro ogc:ur ,H a reasonably ptedlCtable tliuo!. of day, 
.the energy at that time of day is corre!a ted co tht! 
·1oad demand at the same hour. The amount of demand is 
·also predictable if one knows the system's chronologi-
cal load shape. · 

By way of explalllltion consider the data in Table 
VI. 

Taltle VT. Tiae of Day Loads and Wind Velocity 

Load Velocity 
Hour MWe m/s 

l 10 2 
2 6 6 
3 2 2 

Let us assume that the table represents a static 
situation, i.e., that at the first hour of every day 
the load will be a constant 10 MWe al\d th" wind veloc­

:1ty will be a constant 2 m/s for the fol 1 hour, The 
Tal,le i111pl100 that thp,re is .i relationship between 10 
MWe and 2 m/s, between 6 MWe and 6 m/s, and betweel\ 2 
:MWe and 2 m/s. The correlation is traceable through 
the time of day and, for each hour in this example, the 
relationship is deterministic. However, across the 
three ho~•rs, if one tries to find a relationship like 
rfAfni:/fa:Uing or rising/rising, the correlation coef­
ficient ls :zeI'6. 

It is this time of day correlation which forces one 
to subtract the energy ot the inLtHmittent oource frnm 
the load on a hourly basis. If this time of day cor­
reh tion is not true, one can treat the intermittent 
source as any other source in a Baleriaux-Booth code. 
There would bv '".I.. need to eui,.tr. .. rt enereY but rather 
the standard (Load - (CAP - FO)) equation would work 
if a sufficient number of availability states are input 
to adequately model the resource. For an uncorrelated 
type of resource, the accuracy of the reliability mea­
sure depends on the number of availability states and 
the otep-sf.,:p nf the code. However, when correlation 
exists in the specialized 11ense we are using here, theo 
time of day relationships must be retained and, as will 
be shown below, problems arise .with the reliability 
measure due to the hourly input. 

Let us consider a source in a more realistic wind 
profile which will give intermittent or variable energy 
output over each hour, The problem is that the usual 
input to a Ba lerlaux-Booth production cost model is a 
single value for wind energy, This single value must 

be subtracted from the hourly load. The following ex­
ample will show that an expected value for the wind en­
ergy will not give the correct loss of load probabil­
ity. 

In the example let us assume that a wind regime is 
such that a constant output is available for the quar­
ter hour periods so that capacity and energy ha 
equivalent values and that wind energy is the only e 
ergy to be considered. Let us also assume that t .. c 

load is constant over the entire hour. Table VII pre-
sents such.data. 

Table VII. Hourly Load and Wind Energy Data 

----- ---------------
Time Load MWe MWe Max {o, Load - Energy} 

:15 5 0 5 
:30 5 8 0 

.:45 5 20 0 
1:00 5 32 0 
l: 1. 'i 10 0 10 
1:30 10 8 2 
1:45 10 20 0 
2:00 10 32 c) 
2:15 15 0 15 
2:30 15 8 7 
2:45 15 20 0 
3:00 15 32 0 

Tin, 11\"oblem with t:rying tn inout hourly data is im­
mediately apparent. If one calculates the expected 
wind capacity for any hour, one gets 15 MWe· Moreover, 
if there is a reason to believe that time of day cor­
relation exists and hence the hourly relationship must 
be mafntained, then subtraction of expected hourly wind 
capacity from load gives a zero load ror each hour and 
hence a zero losA of load probability. 

However, if one attempts a standard loss of load 
calculation uoing th" ava ilabillty states for wind ca­
pacity as 0, 8, 20, 32, each with probability of 1/4, 
one gets the weighted LOLP of 5/12 (l/3 hrs x 5 hrs x 
1/4) and the expected loss of load hours of 5/4 (3 hrs 
x 5/12). (Note: There are 5 quarter hours in which 
the wind capacity does not cover Litt: load.) 

nut! Lu th.t cnt •1.i~.:i ,_...,_ l.11P.a ,rned in thl,; example, it 
is apparent that neither the reliability·=value nor any 
prutl.uction cost values which would be derived from a 
Baleriaux-Booth code would be very good approximations 
if one used the expected hourly values as inpYts. How­
ever, in a less extreme case than given in this example 
when on.P. 11Aes a ~leriaux-Booth code, it seems likely 
that the production tosc valut! mlght poooocc a 1,,.., r t':r 
degree of approxirna t ion than the reliability figure. 
This ls merely another way ot · saying Lhal for small 
penetrations of intermittent resources, the expected 
hourly energy might do an adequate job in estimating 
production costs. However, more than production costs 
au: usu11i1;; docirurJ. Tt 1a i!PPQttant tn be able to 
calculate the total value of the intermittent source, 
Thls value consists of production cost savings and ca­
pacity credit. 

Capacity credit in this context refers to the capi­
tal costs which are saved by installing an intermittent 
resource on a tiy,;tem for a fixed level of reliability; 
the savings may take the form of savings in reduced in• 
terest charges, from the costs of plants deferred by 
the new installations and/or the substitution of less 
costly plants as dictated from a reoptimization of F .. -

ture expansion. The method of arriving at this cap 
ity credit ill usually achieved through equating t. 
valu~s for different schedules of sources [2,4,6). For 
the dotermiM t lo,n of LOLP the example above shows that 



hourly expected value of energy is inadequate. How­
ever, if one uses an hourly availability distributfon 
for the intermittent source in the LOLP calculation the 
LOLP method will lead to an-adequate.measure. This me­
thod, of course, is nothing more than using various 
levels of availability over the hour interval [3,5). 

In summary one method of handling small penetra­
tions of an intermittent source is to use a Baleriaux­
Booth code to calculate production costs. Average 
hourly wind energy is subtracted from the hourly 
load •. The capacity credit is calculated by. means of a 
LOLP using an hourly availability distribution for the 
intermittent source. The hourly availability could of 
course be subtracted from the load in the LOLP as long 
as all availability states with concomitant probabil­
ities are considered. The problem of course is getting 
the necessary data in order to arrive at the distribu­
tion. A suggested solution for this problem is given 
below. 

However, the solution wftich we would recommend for 
the reliability and accompanying capacity credit prob­
lem is to -make direct use of the Baleriaux-Booth 
codes. As an introduction to this solution, consider 
running "scenarios", using a different level of avail­
able energy from the intermittent source. One could 
~hen weight the loss of load probability according to 
the probability of the level. The problem here is that 
one is in danger of choosing all the worst "cases" 
across all hours, and then moving through the scenarios 
until all the best "cases" are treated [6). The pro­
cess would not be exhaustive and quite inefficient with 
regard to computer usage. This method does, however, 
suggest a more accurate procedure using Baleriaux-Booth 
theory. 

Using once again the data of Table VII, one can or­
der the quarter hour data in the last column and form a 
LDC. It is merely an arbitrary convention of most 
Baleriaux-Booth codes to accept data in hourly fash­
ion. The theory really desires a continuous flow of 
input values; the normalization with regard to time is 
not dependent upon the size of the time mesh used for 
the inputs. So quarter hour inputs, or more generally, 

:any orderable inputs with the proper probability values 
will do. The resulting LDC is given in Figure J. 
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Figure 3. The LDC Based on the Last Column of Table VII 

Since we have assumed in this ex.ample that only 
wind energy is to.be considered and since the intermit­
tent sources .have been included via subtraction, one 
reads the loss of load proba bi.lity at O MW ·, i, e,, 
S/12, The exper.ted loss of load hours is 5/4 ('S/12 x 3 
hrs), These values, of course, are the same as those 
derived in thP. l,nl.P calc:ul:ition done earlll!r, There­
fore what is needed to make the usual Baleriaux-Booth 
codes work in this situation is a preprocessor for the 

data which considers the hourly distribution of inter­
mittent energy, does the subtraction, orders the data 
according to magnitude, and then chooses dat!i points in 
a manner con·sistent with standard input requirements 
[1,5). All chronology is lost; chronology, of course, 
is not necessary for a production cost approximation 
but some method of restoring chronology is needed if 
one desires narginal cost estimates. At this time we 
would recommend the creation and storage of a matrix 
whose function would be to trace the original ho11rs 
based on the new LDC inputs, 

We have been assuming an intermittent source with 
100 per cent reliability. This restriction can be eas­
ily removed. What is required 'is to calculate correct­
ly the probabi.lity of each level of availability. For 
the zero output one must sum the probability of zero 
wind energy and the product of the proba bUi ty of non­
zero wind energy and the forced outage rate. For the 
non-zero levels, we need the product of the probability 
of the level of availabi"lity and the probability of be­
ing on-line (1 minus forced outage rate). 

The purpose of this paper has been to present a 
methodology to approximate with a fair degree of accu­
racy the effects of a source which may provide a range 
from zero output to maximum output, possibly more than 
once, during the interval of an hour. The reader is 
perhaps aware that the data for these sourr.es is quite 
often available only itl the form of an hourly observa­
tion. With this data the distribution profile is 
lost. With data in the form of an hourly average, the 
chance of a zero value over the hour is lowered [ 7 I• 
This paper has pointed out the effect of this type of 
data on the reliability measures. In' the case of a 
wind resource one can restore the distribution profile 
from the average value of the wind velocity. 

Ideally if one has multiple years of data, one 
could reassemble an hourly profile. Lacking this data 
one could fall back on one of the descriptive distribu­
tions which are being suggested in the literature. The 
Weibull or Rayleigh and the Beta distributions are com­
mon ones. One might even consider mixing a discrete 
weight at a velocity below cut out with one of these 
continuous distributions. By using estimators for the 
mean and variance of these distributions, a histogram 
of wind velocity for each hour could be produced. The 
histogram can include as many "bins" as the planner be­
lieves necessary. This method will produce the various 
levels of availability with their concomitant probabil­
ities. Unfortunately, we are only aware of descriptive 
distributions for wind enPrgy; for other intermittent 
sources the "fitting" distributions are~·-not commonly 
found in the literature. However, as ·the resources 
move closer to commercial feasiblity, we can be certain 
that their output .pro.files will be better qescribed, 
We would also .like to .emphasize that the. "fitting" dis­
tribution is no substitute for good data. The. better 
the data, the easier it is to build profiles or to make 
estimates of the distribution parameters. 

We would like to close with comments on some of the 
problems remaining in system source modeling in general 
and in Baleriaux-Booth modeling in particular. For 
large penetrations of intermittent sources, the control 
problems for system stability are not adequately under­
sluod, There are the problems of feasibility of large 
penetration, cost penalties for the up and down behav­
ior of backup resources with any penP.tratl.on, possible 
reallocation of hydro resources, and spinning reserve 
requirements, There is the problem of actual response 
time of conventional sources, as the time increment for 
the intermittent source decreases below that of an 
hour, the response of replaceme:it energy may not be 
quick enough for losd following, With regard to the 
Baleriaux-Booth models, the sequential time correlation 
of th~ energy from intermittent resour~PR Is in danger 
of being ignored. The output from consecutive hours is 
correlated and if one uses lhe hourly averages from a 
particular· year to build rlistributions, this correla-



tlbn will be modeled- However, as hourly data from 
various years are built up, the relationship between 
distributions from consecutive hours may be lost- How­
ever, this loss of hourly correlation may be irrenedlal 
in the Baleriaux-Booth model; we see the same phenome- 
noo in the duration aspect of forced outages for con­
ventional sources-

COHCmsiOMS
The use of an average value for an intermittent re­

source does not give an accurate estimate of the util­
ity system loss-of-load probability or production 
costs- Therefore, any capacity credit established for 
the intermittent resource will be in error. The use of 
a probability distribution over the capacity from the 
intermittent source will give an Improved approximation 
and is compatible with the theory of Baleriaux-Booth 
production cost models-

The methodology outlined in this paper is the 
starting point in an on-going process- The next step 
is to investigate the formation of dally wind energy 
profiles. If the construction of common daily pro­
files, consisting of distributions dependent on time of 
day and on season of the year, can be constructed for 
yperifir. sites and/or regions, Chen sysLeiu BOneraelen 
modeling can be greatly facilitated. foilowlng the 
characterization of wind energy, a comparison of the 
method described in this paper with those of previous 
studies will be carried out to see the effects of the 
more accurate modeling endeavor- Finally a comparison 
of predicted results with the operational data from a 
system-connected machine will be made in order to 
establish what further conceptual changes must be ef­
fected in order to model more accurately the intermit­
tent resources-
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Abstract - Previous studies have shown the 
necessity of the consideration of hourly varia­
bility in the output from the intermittent gen­
eration source. However, the studies did not 
take into account the variability in the de­
mand. Major questions concerning the variabili­
ties of demand and intermittent source output 
are ( 1) does the demand variability dwarf the 
intermittent output variability?; (2) can demand 
variability be handled in the Baleriaux-Booth 
framework?; and (3) what effect does the demand 
variability have · on the LOLP criterion and the 
reserve margin? Before attempting answers to 
these questions, the term variability in demand 
is clarified by distinguishing between variabil­
ity due to randomness and variability due to 
forecasting uncertainty. A result is presented 
which shows that under general conditions the 
variability due to randomness can be ignored ex­
cept in the neighborhood of the peak and minimum 
demands. The above questions are then addressed 
in terms of the two types of variability in de­
mand. 

INTRODUCTION 

Most of the solar applications.for the elec­
tric· utilities' generation system are catego­
rized as intermittent sources; that is, their 
power output may fluctuate freely from zero to 
some maximum during small time intervals. In 
two previous papers [1,2], the authors have 
claimed that measurements of average output from 
intermittent sources is inadequate and that the 
hourly variability in output 1111st be consider­
ed. However, there is some inconsistency in 
this position if one fails to take into account 
the variability in load or demand. In fact the 
most often heard objection to our position is 
"why should we consider the variability of the 
output from the solar devices when its effects 
are swamped by the variability of demand?• 

Thi.9 i::omment geto oomc t:hcortical support 
from one of the mo.st widely used formulations of 
the reliability/production cost problem. The 
basic equation for the measure of reliability in 
the Balereaux-Booth formulation is 

where 

Pr O probability 

• • load regarded as a random variable 

Capi • capacity in MW regarded as the deter­
ministic nameplate rating of the i-th 
resource not on maintenance 

FOi • force outage in MW of the i-th source 
regarded as a random variable 

N • the number of sources on the system 

Now t~ conceptualization for the random 
variable L is usually done quite poorly as 
will be discussed below; the problem in concep­
tualization is usually due to making a transi­
tion. from the concept ~ours in which a certain 
load is exceeded" to the concept of probabil­
ity. However, the observation to be made here 
is that the load or demand is a random variable; 
it possesses a nonzero variability. To ade­
quately address the variability of the intermit­
tent output, one must have at least an intuitive 
handle on the variability in demand. 

Once it is recognized that this demand vari­
ability must be considered, the question is how 
shall it be treated. The most common tools used 
in the evaluation of reliability and production 
costs are the Calabrese LOLP calculation and the 
Baleriaux-Booth framework. It has been demon­
strated [l] that for reliability calculations 
the two methods are equivalent. Therefore we 
will give a procedure for the incorporation of 
demand variability into the Baleriaux-Booth 
framework. Its handling in Calabrese-type cal­
culations should follow immediately. 

Since it is most common not to recognize 
load variability in the Baleriaux-Booth frame­
work, the LOLP calculations based in the proce­
dure described in this paper are qutte different 
than those in which the variability is ignored. 
We will also try to establish some relationship 
between the LOLP calculation and the reserve 
margin as· a percent of l'oad in· the situation in 
which variability in demand is being considered. 

VARIABD.ITY DUE TO RANDOMIIESS VERSOS 
VARIABD.ITY DUE TO ASSlm'TIONS 

When one seeks to answer the objection that 
the variability in demand dominates. any varia­
bility traceable to the output from the inter­
mittent source, one must be certain as to what 
is meant by variability in demand. At one lev­
el, the variability reflects the randomness in 
demand from excursions due to weather, transito­
ry cha,,g,=::i in electric motor usage, and varia­
tions due to entertainment habits. To ·be speci­
fic a forecaster makes a prediction for energy 
and peak demand for the next year on a month by 
month basis. The forecast interval, of course, 
could be shorter. If in the realization of that 



year all the. assumptions, which the forecaster 
made, remain true, the deviation of the actual 
demand from the forecast will be governed by 
random events. This deviation we will can ran­
dom variablity. 

At the next level we have variation due to 
assumptions. We can imagine a forecaster, faced 
with uncertainty in the economic sector, specu­
lating on possible scenarios for the future, 
each of which would be weighted by some proba­
bility. His econometric model then will produce 
different demand forecasts consistent with the 
respective sets of assumptions. The spread of 
these forecasts for a given year represent what 
we will call variability due to assumptions or 
scenarios. 

The answer to our mythical objector then de­
pends upon which variability in demand is in­
tended. Both levels of variability can be 
c reau~LI iu a B4lo:douk Booth fra.mewo!'ll but wo 
will argue Lhdl lt is slmoot: mconinglooo to 
handle the variability due to scenario in this 
fashion. Also the question of dominance is not 
meaningful if the error distributions of the 
forecast remain· identical in the random vari­
ability case. 

RANDOM VARIA'81LITY 

In order to examine th1! random_ variability 
we must look at the very nature of L, the ran­
dom variable representi.ng load in the Baleriaux­
Booth framework. Booth himself leaves this term 
ill-defined: 

The probability distribution of the 
load levels experienced by the power system 
may conveniently bl! shown 1n a load tluraUou 
curve as that shown in Fig. 1 (a). This 
curve relates the loading levels to the per­
centage of the total time that each load 
would be equalled or exceeded (3). 

How we get such 4 curve ts largely 
immaterial to this explanation, so here we 
have the probablibity diotribution (or den­
sity function) for the loads we are to 
meet [4]. 

If one looks at the typical method of 
cre.,idng ,i. load duration curve, one gees an in­
sight into the basis of confusion over the ran­
dom variable L. Standard discussions recom­
mend that one_plot the percent of time load ex­
ceeds a particular load level versus the load 
level. The percent of time is then interpreted 
as a prol;>ability number. The problem wtth this 
is that if one is dealing with historical data 
and doing calculations over this history, every-_ 
thing is deterministic. There doesn't seem to. 
be any probability questions wh.lch can be 
answered because history has already happened; 
there is no uncertainty involved. The concep­
tual trick when dealing with past history is to 
imagine one is at an unknown time in history; 
the LDC merely represents the chances of seeing 

loads in excess of given values. Therefore, 
since one doesn't know the actual load at that 
point in history due to the lack of chronologi­
cal data representation in the LDC, one can ask 
questions· llke "what are the chances of exceed­
ing a load of 1000 MW?" The mistake is to re­
gard the LDC as an aggregated history over an 
interval; one should pretend that one is stand­
ing at a unknown instant in that time interval 
equipped only with information concerning a fre­
quency distribution. 

An easier way to conceive of L, the random 
variable for demand or load, is to look at the 
problem from the forecasting point of view. Let 
us imagine a forecaster being forced to make 
hourly forecasts over a given time interval. At 
each hour the forecaster gives an estimate of 
the \I (hr) a mean value for the hour. These 
mean forecasts give a trajectory for the load 
over this interval. However, the forecaster 
uadarotonde tnat ;,a h:f.11tocy 1'"-RseR and the time 
intorval iii. sct•.1111 ly ,.,. .. U.zP<l, there are an in­
finite number of trajectories which could be 
realized. What the forecaster hopes for is that 
the actual trajectory will lie in a band around 
his forecasts of the means. Figure 1 gives a 
graphical representation of the proces·s. 
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The Forecast 
Realized Demand 
A Probable but not 
Realized Trajectory 

Figure 1. Mean Forecast Vs. Possible Trajectories 

In reality the utility forecaster usually 
gives only a munthly eneLgy <1t'ld pl!''-'k f,·1,l!l"!A,H 
rather than hourly forecasts; the argument is 
the Gamel he io estimating tha 1.,( .. maan) and 
there are an infinite number of trajectories 
which can be realized. 

Turning our attention from. the forecast to 
past hlstoL·y, one cau concet,tualiz:e the seem­
ingly ·deterministic event in an analogous fash­
ion. If one had made an hourly forecast of the 
demand and the actual demand deviated from the 
forecast within reasonable limits and without 
systematic patterns, then one could imagine the 
forecast as bef.ng t.he mean hourly values for 
that year and the actual history as a single 
realization. If the year could be played over 



and over again, the hourly arithmetic averages 
would estimate mean values. In fact a utility 
system which shewed little growth or change in 
load profile from year to year would be in a 
sense replaying the year. Variations in hourly 
values· would be due to random events, one of 
which would be weather. 

Now if one had not made a forecast for the 
previous years, one could use the actual demand 
to estimate the mean •1alues. However, one would 
try to correct values which were noticeably· out 
of bounds, for instance, a demand reaction to 
unusually cold weat.her. Of course this is what 
is actually done whe:i. one attempts to build a 
typical LDC: the utility planner either cor­
rects for weather or averages normalized shapes 
over multi-years in an attempt to smooth unusual 
variations. 

BALERIADX-BOOTH FORMIJLATION FOR RANDON 
VARIAB(LITY 

Before attempting to place random variabil­
ity. into the Baleriaux-Booth context, one should 
sharpen one's concept of load duration curves 
(LDC's). As mentioned earlier the transition 
from building an LPC from realized demand values 
to a probabilistic interpretation causes some 
confusion. In Fig. 2 we see how the 8760 hourly 
va.lues are normalized to give a probability 
scale. 

Load 
MWe 

Probability 

7008 8760 
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1.001----~ 

.80 
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Figure 2. (a) LDC as Percent of Time (hours) 
(b) LDC with Time Normalized and Axes 

Switched 

At the point marked in the (a) figure, it is 
correct to say that 80 per cent of the hours ex­
ceeded this value since the LDC represents val­
ues realized. At some point, however, one must 
switch one's thinking from realized values to 
the estimate of the mean values. Therefore in 
the (b) figure it is not correct to say that 80 
per unit of the values exceeded the marked 
point. Since we are now conceiving of the LDC 
as being constructed of mean values it is quite 
possible that no actual values would lie exactly 
on the curve; that is, the values given are ex­
pected values. In this context it is correct to 
say that there is an 0.80 probability that the 
given value will be exceeded; we can also talk 
about the expectation that 80 per cent of the 
values will exceed the given one. But to say 
that 80 per cent of the values will exceed this 
value is to conceive of the demand as a deter­
ministic event or as a realized set of values 
rather than as the set of means of random vari­
ables. 

It is the concept that the individual hourly 
means do not have to be realized which allows us 
to incorporate the variability due to randomness 
directly into the Baleriaux-Booth formulation. 

The way LDC's are presently constructed is 
that if there. are n hours in a time interval 
each hour receives 1/n for a probability weight~ 
Demand values are then ranked and weights accu­
mulated. In the present construction we propose 
to take the hourly forecast of the mean and the 
variation and distribute the 1/n weight over a 
range of values for the hour. These vr.lues will 
then be ranked, weights aggregated,. and a LDC 
formed. 

To clarify matters we will use the following 
simple example 

1 
2 
3 
4 

Table I. (a) Hourly Demand Given as 
Conventional Averages 

'(~) Pr [Load> L] 
(a) ( b) 

DemaRd (MW) L <mn I"r [Load > _LI 

100 0 1.00 
150 100 0.50 
100 150 o.o 
150 

The probability values in (b) of Table II 
are arrived at by weighting those probability 
values in (a) of Table II by the probability of 
the hours and summing up the weights for each 
value, i,e. for 70 MW we have 0.20 x 1/4 + 0,20 
x l/ 4 where 1/ 4 are the weigh ts for hours l and 
3. The values are then ranked and the probabil­
ities consecutively substracted from l. 
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Table II. (a) Actual Forecast Range 
(ID) Pr (Load )L) 

(a) 

Demand 
(MW) Probability 

130 
115 

11-100 
85 
70 

170 
11'•150 

140 
130 

130 
115 

11-100 
85 
70 

170 
11•150 

140 
130 

Pr 
1.00t-----u 

.50 -

.20 

.20 

.20 

.20 

.20 

.35 

.10 

.40 

.15 

.20 
• 20 
.20 
.20 
.20 

.35 

.10 

.40 

.15 

0 .__ ___ .... , ___ ....... 

100 

MW8 
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.80 

.60 

.40 
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(b) 

L 
(MW) 

0 
70 
85 
100 
115 

130 
140 
150 
170 

.175 
0 .._ __ _._-1... ............ i.....&........_ ........ _ ... _ 

70 85100115·130140150 170 
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l'r 
[Load 
> L] 

1. 00 
0.90 
0.80 
0.70 
0.60 

0.425 
0.225 
0.175 
o.o 

. Figure 3. (a) LDC for Conventional Forecast 
(b) LDC for Forecast with Uncertainty 

In Table I we are given a conventional fore­
cast; that is, hourly averages without uncer­
tainty information for a four hour period. In 
Table II we are given detailed information con­
cerning lhoo forecast, its range nt e3ch hour, 
and the probability of realizing the particular 
values in the range. 

Table I contains the information of Table II 
in aggregated form. Figure· 3 gives load dura­
tion curves for the information in Tables I & 
II. We wish to note in Table II that we have 
chosen the distribution within an hour in un­
realistic but entirely different manners. For 
hours 1 and 3 we have symmetric uncertainty 
ranges with a uniform distribution and a mean 
value of II• 100. For hours 2 and 4 we have an 
asymmetric uncertainty range with a mean value 
of II• 150. The fact that the distributions are 
not identical is extremely important for what is 
dona below • 

We would like to call attention to two 
things concerning the two Load Duration Curves 
(LDC's) of Fig. 3: 

(1) the expected energy for both LDC's are 
equal; 

(2) the second LDC is entirely consistent 
with the concept of an LDC which we 
•'V'f'n11nrlPrl in the heginnin11 9f t;hj,s section. 

The fact that the expected energies are 
equal is immediate on an intuitive level since 
we are merely doing something quite similar to 
taking averages of averages. The mathematical 
justification is that we are applying the dis­
tributive law to 

" E[E(forecast, f), P] • E 

where 

iml 

E • the expectation 
f .. distribution over the forecast 
P • distribution over the hour 
01 ., number of uno1111tainty point& .. 

P• 

In this case we can consider that P equals 
1/n identically, where n is the nwuber of hours. 

In our earlier discussion we pointed out 
that the ordinate values of an LDC should not be 

· thought of. as the percentage of time which the 
load was at value L. The interpretation we de­
sire 11 that there is some chance or probability 
that the load will take on this value, To make 
this idea clear lot 1111 look at the toad vRlue nf 
70 MWe, This number comes from the forecast for 
hours 1 and. 3, The forecaster says that at 



those hours that load might occur with 0,20 pro­
bability, Howeve·r, there is a 0,80 probability 
that it will not occur, When looking properly 
at the LDC, one must. imagine oneself at some 
unknown instant of --file in the 4 hour internal; 
that is, he is unaware of the specific hour, In 
2 out of 4 hours he has a 0, 20 probability of 
seeing a load of 70 MWe' Therefore it is r.ot · 
correct to say that he will not see 70 MWe 10 
per cent of the time; but it is correct to say 
that he has a ,10 probability of seeing 70 MWe' 

We have shown that the probabilistic LDC 
which is essential to the Baleriaux-Booth frame­
work can handle the random variability in the 
forecast, Next we would like to show the effect 
of this uncertainty in demand, Let us continue 
the example by ass=ing generation plants with 
the characteristics given in Table III, 

Table III. ASSUl!!PTIONS OF POWER PLANT CHARAC­
TERISTICS 

Nameplate Cap Probability 
Machine l1W Outage $/MWH 

100 o.o 40 

2 50 0.0 60 

We have assumed 0,0 for a forced outage 
rate, The Baleriaux-Booth framework has gained 
its importance by its ability to handle forced 
outage in connection with loac through the con­
volution technique. However, at this point we 
are concentrating on variation in load; any non­
zero forced· outage rate will only complicate 
matters and obscure the purpose of the example. 
Using the values in Fig, 3 and applying economic 
dispatch we get the following costs and relia­
bility measure 

Costs for Figare 3 (a) 

L (l1W) 
100 1, 0 X 100 MW x $40/MWH x 4 HR = $16000 
150 ,5 x 50 MW X $60/MWH X 4 HR• 6000 

. TOTAL COST= $22000 

Probab1lity of lnAA of load• 0.0 

Costs for Figllllre 3 (~) 

Cost = Production costs plus cost of expected 
unserved energy 

L(MW) 
70 1, 0 X 70 MW X $40/MWH x 4 HR,. $UZOO a, ,,;, X !!> }IW x $40/MWJ X 4 HR., 2160 

100 ,8 X 15 MW x $40/MWH X 4'HR,. 1920 
!lS ,7 X 15 MW X $60/MWH X 4 HR• ?.520 
130 .6 x 15 MW x $60/MWH x 4 HR ,. 2!60 
140 ,425 x 10 MW x $60/MWR x 4 HR., 1020 
150 ,225 X 10 MW X $60h!WH X 4 HR a 540 

TOTAL PRODUCTION COST .. $21520 

170 Probability of loss of load 
• (Q,35 X X 2) • Q,175 

Expected unserved energy 
• , 175 x 20 MW x 4 HRS • 14 MWH 

We note that the change in plant usage 
between Figures 3(a) and 3 (b)is not just in the 
high cost peaking machine (/12); (Ill) also gets 
less usage because there is some chance that 
there will be less than 100 MW of demand, The 
case which used demand averages (a) does not 
recognize this possibility, We also have the 
peculiar situation where the costs in (b) are 
less than those in (a) but the reliability meas­
ures are reversed, This is explainable if one 
considers the extreme: if a system is 100 per 
cent unreliable there are no incremental fuel 
costs, So in (b) by fixing a cost for unserved 
energy greater than $60/MWH, one's intuition 
concerning reliability and cost is met, 

We have shown that both the reliability 
and the production costs are dependent upon the 
random variability or uncertainty in the 
forecast, i,e, , average hourly forecasts give· 
different results than the range of values over 
the hour, 

When one considers the position the 
authors have developed in previous work [ 1, 2) , 
one sees the implications of this result, The 
standard procedure ,for· the evaluation of the 
worth of a solar technology is to subtract the 
hourly solar output from the hourly demand, The 
authors have shown that for wind machines and 
other solar sources, especially those without 
storage, there is a.discrepancy between evalua­
tions based on hourly inputs and tho.se based on 
distributions over the hour, From the example 
above it appears that demand as. a function of 
the hour and uncertainty in forecast should be 
expressed as 

where: 

D 

' s 

· .. residual forecasted demand 

• mean of the forecast for the 
hour 

.. a random variable representing 
the range of uncertainty in the 
demand 
• mean of the output from the 
solar source 

• a random variable representing 
the variation in output from the· 
solar devices, 

The dimensions are in MWh, 

If one were to approximate the range of val­
ues in order to handle deviation values for de-



mand for th~ hour,_ we would suggest· choosing 
values for ~F' µS' ~S as given below: 

~ .. i aD i • 0,1,2,3 

ts • i/n (Range of values) i - 1,2,. . . • ,n 

µs a 0 

Where aD is the standard deviation for the 
forecast for the hour and n is some reasonable 
number of bins or intervals for the range, 

The combinatorics of the situation imply 
that we are taking every combination of the rea­
sonably discretized forecast with the discre­
tized range of output from the solar source .or 
7n cases for each hour. 

The increased computer cuaLs when one 
switches from the difference between hourly av­
erage forecast and the hourly average solar out­
put. to thii. combination case arc not trivial. 
However, the pleasant surprise is thaf 1C 1s not 
necessary to do the 7n calculation for each 
hour; in most cases one can ignore the random 
variation in the forecast except at the end­
points of the LDC, the maximum and minimum de­
mand values. The formal lemma which we prove in 
the Appendix states: 

Lemma: Let f(x) be a probability den­
sity defined in [a, b], For each x in 
[a+ e:, b - e:J, (e: > O), let there be 
defined one and only one density gx (T) 
Tin [x - e:, x + £] such that xis the 
expected value of the distribution de­
fined by 8x (T), 

Define 
b 

h(x) = f(x) f &,<x) dT, 
a 

Then· h(x) if and only if gx(X + z) • gx 
_ z(X), for all X and ( ." < £), That 
is, the probability mass for h(x) at 
each X in [a+£, b - £] is the same as 
that for f(x) if there exists a 
distribution Sx ('r) and all the other 

'O 
8x('c) are merely translated copies if 
r.h.it d.i.:;it.ri.hution, 

In less formal language and i~ the case of a 
forecast, the lemt:1a states that if the forecast 
range at each hour is bounded fairly tightly and 
if the error distribution is the same al each 
point in the forecast, then after one ranks the 
forecast values, one can forget about the vari­
ation in the forecast except perhaps at dis­
tances from the endpoints of the forecast which 
equal the range of uncertainty. The conclusion 
of course depends ·on the shape of the LDC. 

The proof in the Appendix handles the le!llllla 
in a more formalistic approach. We would like 
to present at this point a more intuitive ex­
ample of the Lemma, Suppose forecasts are being 

made at the points n • 1,2,3,4,5,6, Suppose 
that the mean of the forecast is the point it­
self, i.e., at 4, the mean of the forecast is 4. 
Further suppose at any interior point the fore­
cast range only includes the · adjacent points. 
Also at the endpoints the forecast is the point 
itself with probability 0.5 and th~ adjacent 
point with probability 0.5. This information is 
summarized in Table IV. 

If one accumulates the probability masses at 
each point one gets the results in Table v. 

From the example one gets an idea of the 
smoothing effect the forecast distribution has 
on the interior points. The uncertainty process 
begins to smooth out the values so they end up 
with the determistic mass of 1. 0 and of course 
this is·due to the uncertainty process borrowing 
mass from a value only to repay it from the un­
certainty surrounding its neighbors. 

Table IV. DATA FOR EDMPLE BASED ON LEMMA 

Point Pore;;;aet llango Prr,,b1tb:ll 1.t.y 

1 

2 

3 

4 

5 

~ 

1 o. 5 
2 o. 5 

1 0.25 
2 o. 50 
3 0.25 

2 0.25 
3 0.50 
4 0.25 

3 0.25 
4 0.50 
5 U,:!!> 

4 0.25 
5 o.so 
(, 0.2, 

s o.s 
6 o.s 

Table V. ACCDIIBDLATION OF PROBABILITY MASSES 
IN TABLE IV 

Point Probability Mass .. _ ...... ~---~·------=--------
1 
2 
3 
4 
5 
6 

0.75 
1. 25 
1.0 
1. 0 
1.25 
o. 75 

It is obvious that the forecasting procedure 
dces not meet the basic assumptiO!\S of che 
Lemma: 

(1) the range of uncertainty at any 
hour is unbounded. • 
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(2) the forecast has different stan­
dard deviations (a's) according to the 
following regime: when one ranks the 
forecasts, the extreme values have 
larger a' s ·than the· interior values. 

(3) ·f(x) should be interpreted as the 
density for the occurrence of demand. 
In reality we are dealing with the 
product of probability of demand and 
the probability of error in forecast; 
that is 

only if f(T) is a constant do we get· 

(1) can be justified by forecasting theory. 
The standard assumption in forecasting is that 
the error of the forecast is normally distrib­
uted. Forgetting that negative forecasts are 
meaningless, we are left with a theoretical 
range of (..ao, "'). However, the application of 
forecasting leans heavily on the fact that most 
of the probability distribution lies within 3 
standard deviations of the mean; it is this fact 
which precludes worrying about negative fore­
c1tsts. Therefore if one is to discretize the 
range in a rational manner, one might choose 
bounds of (ll - 3a, ll + 3a) for the range of 
forecast. Since most of the probability mass is 
located in that region, the approximate range is 
both adequate and bounded. 

The second problem is that there are "seams" 
in the forecast, areas where the distribution of 
uncertainty changes. In the example above we 
have seen the effects of changes in a (see 
points 1,2,5,6 in Table V). We can justify this 
change in a by examining an LDC. The slope of 
the LOC is much greater at the endpoints than at 
the interior values. This implies that there is 
more probability of an interior interval occur­
ing than one of tlu" teittn!me values. The obvious 
reason for this is that more hours · have been 
forecasted to lie around average demands; the 
neighborhoods of the peak demand and, quite pos­
sibly, the minimum demands reflect very few 
hours and have a greater level of uncertainty. 
However, the lemma states that one can only dis­
miss the demand variability in the interior if 
all the uncertainty distributions are identical. 
It is our contention that one can make an excel­
lent approximation by assuming constant a except 
at the extremes and thereby not worry about the 
r:andoci variability of the forecast except ill the 
region around the maximum and minimum values. 
The conventional LDC of hourly averages should 
only be altered then in small intervals around 
the endpoints, Thea's of the peak and minimum 
forecasts can be estimated from historical data, 
Using our earlier concept of a historical·reali­
zation as a trajectory lying within bands around 

the mean value of the forecast, one can estimate 
these a' s. It is also quite likely that the a 
for the peak forecast will be greater than that 
of the minimum. Some personal observations of 
utility data have resulted in a guess at the a 
as being .6 . to 9 per cent of the forecast at 
these points, We would then suggest an altera­
tion of the LDC only in the neighborhood of 1 a 
above and below the peak and minimum forecasts 
respectively. 'nle assumption is that the a•s at 
other points are identical. 

Finally (3) above implies that distribution 
over demand is uniform, That this is not so can 
be seen from the S shape of the LDC. However, 
for most LDC's a straight line can be fit 
through the inflection point of this S curve; 
that is, if one disregards intervals around the 
maximum and minimum points the cumulative 
distribution function for demand can be fit by a 
straight line. 'nlerefore this interior section 
can be approximated by a uniform distribution 
and f(X) can be removed from the integral, It 
is this section which we wish to approximate, · 
The larger the range of adequate fit to the 
straight line, the more justification we have 
for ignoring the random variation in demand, 
This is a function of the LDC. 

The conclusion on the effect of random vari­
ability of the demand is that its effects on 
cost are minimal but its effect on LOLP can be 
quite important. The increased spike in the LDC 
due to peak uncertainty can have a major effect. 
In relationship to the varibility in the output 
of a solar source, the random variability in de­
mand does not dominate the picture. Rather it 
is the variation in output which has the major 
role since at this time there is not evidence 
which suggests that the hourly distributions 
over output are identical as would be _required 
by the Lemma. If, of course, the f;S were 
shown to be identically distributed, the use of 
hourly averages for the output of the solar 
source could be justified. Finally the combina­
tions needed to represent both random variation 
in the demand and variability in output are re­
duced by the need to examine only the endpoints 
of the LDC. 

RESERVE MARGIN VERSUS LOLP 

There are two reliability criterion used 
most frequently in electric utility planning: 
per cent reserve margin and LOLP. Per cent re­
serve margin is usually defined as capacity in 
excess of a certain percent of the forecasted 
peak demand, The LOLP criterion has been used 
in this paper and is assumed to be well-known. 

Either one of these criteria make an ade­
quate planning goal, In fact many utilities 
calculate an equivalency between the two 
criteria, recognizing the fact that the 
equivalency is a function of time. 

There is a curious phenomenon, however; some 
institutio~s use the per cent reserve margin as 
the basis for planning and then make LOLP calcu-



lation separately. The reason usually expressed 
for this is that the per cent reserve margin 
takes care of any untoward contingency where the 
LOLP gives the loss of load· risk if conditions 
happen as expected. The concern being expressed 
here may be due to the fear of the uncertainty 
in the forecast. If this uncertainty is re­
stricted to random variabili.ty, the alteration 
of the LDC at peak to represent this variability 
might make the LOLP more palatable as a planning 
criterion. This measure would then be respon-· 
sive to mix and random uncertainty. 

VARIABILITY DUE TO ASSOl!ll!'TIONS 

The second level of variability in demand is 
that due to the basic assumptions upon which the 
forec~st is made; for what follows let us iden­
tify this level of uncertainty as scenario var1~ 
at.inn. 

If we imagine a forecaster using some form 
of econometric forecasting tool, we can under-
11t.a.n.rl r.hP demand d:l.fl;~rencial as a function of 
the myriad of economic assumptions. We are alllo 
familiar with the current situation of different 
forecasts of growth rates that are filed by ad­
versaries in various siting cases. These var­
ious growth rates would give rise to different 
LDC's, dif£erent production costs, and different 
loss of load risks. 

We will show that scenario variation can_ 
also be handled in the Baleriaux-Booth framework 
by presenting a simplified example. 

Table IV. ASSOIIIFl'IONS FOR EX.AMPLE IN VARIATION 
DUE TO SCENAlUU 

J.oad 
(MW) Forced 

Scenario Nameplate 01.1tage 
Hour ril it2 113 Machine Cap (MW) Rate $/MWH 

100 125 75 
2 150 175 125 

l 
2 

Probability for scenarios 
0.2 o., O.!l 

100 
50 

o.o 40 
o.o 60 

We are given three point forecasts with no 
uncertainty bounds; each forecast could-be as­
sumed to represent a different rate of growth. 
The LDC's for the three scenarios are so trivial 
we will omif t:l'lem. Table VU 11uw1uad;1:i:11 the 
basic statistics. 

Table VII. BASIC STATISTICS OF THE THREE 
SCENARIOS 

Expected Unserved 
Energy Cost of Energy 

Scenario (MWH) Production LOLP (MWH) 

1 250 $11,000 o.o 0 
2 300 $12,500 o.s 25 
3 200 $ 8,500 o.o 0 

Expected Values over All Scenarios 

Energy• [0.2 (250 MWH) + 0.5· (300 MWH) + 0.3 
(200 MWH)] a 260 MWH 

Cost a 0.2 ($11,000) + 0.5 ($12,500) + 0.3 
($8,500) • $11,000 

LOLP • 0.2 (0) + o.s (0.5) + 0.3 (0) • 0.25 

Unserved Energy a 0.2 (0 MWH) ~ o., (25 MWH) 
+ o.3 co MWH) 0 12.s MWH 

To show the simplicity of the example we 
give the calculation of costs for scenario Ul: 

1,0 x 100 MW X $40/MWH X 2 HRS•$ 8,000 

0.5 x 50 MW x $60/MWH x 2_HRS • $ 3,000 

$11,000 

Now if · one regards the three scenarios· as 
forecasts of the amount of damand and the prob­
ability of demand for each hour, one gets the 
following Table, · 

Table VlH. (a) 5C!NA1U03 TREATED AO fOIIECA6T6 
(!,) Pll. (I.nAn > I.J FOR FORECASTS 

·--,-------.,...,., 
(a) (b) 

Demand Pr 
HR (MW) Probability L (MW) [Load> L] 

75 0,3 0 1.00 
1 100 0.2 75 0.85 

125 0,5 100 0,75 

125 0.3 125 o. 35 
2 150 0,2 150 0.25 

17' 0.5 175 o.o 

In the (a) section of Table VIII we have 
handled the scenarios just as we did the fore­
casts earlier, i.e., the values given are the 
range for the hour, In the (b) part of the 
table we have weighted the probability by the 
hourly weight of 1/2 and formed the va!liH tor 
the LDC table giv~n below 

a. 
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Figure 4. LDC for Scenarios Treated as Forecasts 

From the LDC and the machine characteristics 
we get the following statistics: 

Expected Energy• 
(1.0 x 75 MW)+ (0.85 X 25 MW) 
+ (0.75 x 25 MW)+ (0.35 x 25 
MW)+ (0.25 x 25 MW) x 2 HRS 
'" 260 MWH 

Cost '" 1.0 x 75 MW x $40/MWH x 2 HRS • $ 6,000 
0.85 x 25 MW x $40/MWH x 2 HRS•$ 1,700 
0.75 X 25 MW X $60/MWH X 2 HRS•$ 2,250 
0.35 x 25 MW x $60/MWH x 2 HRS•$ 1,050 

$11,000 

LOLP • 0.25 

Expected Unserved Energy'" 0.25 x 25 MW x 2 HR 
• 12.5 MWH 

These statistics are as expected: from the · 
expected values over the scenarios one gets the 
same results as taking· the distri-bution over the 
demand and calculating the expected values. We 
also note . that if one wanted to take into ac­
count random variability of forecast given a 
particular scenario, we would proceed as before. 
The Baleriaux-Booth framework handles th~ ~ije of 
scenario variability as weil as random variabil­
ity. It requires only that one view the LDC as 
giving probabilities with respect to an instant 
of time. 

While the Baleriaux-Booth framework handles 
scenario variability, it is questionable whether 
there is any value in using the technique for 
this kind of uncertainty. The expected values 
for cost and reliability are pertinent for ran­
dom variation. Given a set of .assumptions, 
costs .and service failure due to randomness are 
conditiu,1s uf life, They can be considered un• 
avoidable risks, However, costs and risks due 
to scenario construction are a different matter, 
The individual costs and LOLP for each scenario 
is important, The planner is concerned with the 

risks of a planning schedule in the face of de­
mand uncertainties. When one takes expected 
values over all the scenarios as one does in 
treating the scenarios as forecasts, one loses 
the individual results from the· scenario. They 
become aggregated and smoothed by the 
expectation process. For the planner it's quite 
important, as shown in our example, that he 
realize that he may be facing costs of $12500 
and 25 MWH of unserved energy from Scenario f/2, 
the most probable scenario, The smoothing that 
occurs in the respective expected values of 
$11000 and 12. 5 MWH could be trlsleading 
information. 

With regards to the relationship between 
variation in the output from the intermittent 
source and that from scenario variation, it is 
usually stated that· large differences in rates 
of demand growth will dominate if the pentration 
of the intermittent sources is small in compar­
ison to the growth rates. But this is basically 
a misleading statement. If one choses to com­
bine all scenarios with appropriate weights as 
we have done above, scenario variation domi­
nates. However, if the scenarios are placed 
individually into the Baleriaux-Booth framework 
then, as was shown in the random variation sec­
tion of this paper, the variation in the inter­
mittent output is the important concept. If one 
is interested in evaluating risks in the sce­
narios, it is important to be concerned about 
the variability in output. 

CONCLUSIONS 

The major result of the paper is that ·if one 
. is concerned with a forecast, which has been 
ranked or ordered so that chronological order is 
lost, random variation in the forecast can be 
ignored except in the neighborhood of this end­
.points if the error distributions are identical 
at every point in the forecast. If it were true 
that output from intermittent sources were iden­
tically distributed and if one subtracted the 
output from the load on an hourly basis and then 
ranked the residuals, variation in output could 
be ignored. However, it is more reasonable to 
assume that the variation in output of intermit­
tent sources will be a function of the mean of 
the hourly output; and since the mean will vary 
dL1,1•T1ally for ruo,sc 1ncerm1ttette sources, the 
hourly distributions will not be identical, 
Therefore the variation of output l!llSt be con­
sidered. The random variation of the forecast 
must only be considered near the peak and mini­
mum demands. However, variation in demand due 
to assumptions can have a major effect on costs 
and reliability. Unless one is willing to lose 
the individual results from a scenario through 
the smoothing effects of expectation, the effect 
of output variation should still be considered 
on a scenario by scenario basis, 

APPENDIX 

Lemma: Let f(x) be a probability density 
defined on [a,b], For each X in [a+ c, b - c], 



(c > 0)·, let there be defined one and only one 
.density &x (T), T in [x. - c, x + c] such that x 
is the expected value of the distribution 
defined by &x (T). Define:· 

b 
h(x) • f(x) f gT(x) dT 

a 

Then h(x) • f(x) if and only if &x<~ + z) • 

gX<:> 2 , for .all X and ( z < c). lbat is, the 

probability mass for h(X) at each X in [a+ c, b 
- c] is the same as that for f(x) if there 
exists a distribution gX (T) and all the other 

0 . 

gx(T) are merely translated copies of that 

distribution. 

[Defore gJ.vJ.ng tha prnnf we wo1,1id like to 
make a few clarifications on the assumptions of 
the lemma for the continuous case. For each 
poinc in ehe subin~erval we are defining secon­
dary distributions as in the case of forecasting 
aµ and acknowledging an uncertainty around this 
µ. lberefore at each x, probability mass is be­
ing accumulated from the densities which have 
expected values in the neighborhood of x. For 
this given x the accumulation has a magnitude of 
1 if the secondary densities· (error distribu­
tions) are identical except for translation. We 
also note that only expected values in the [x -
c, x + E] neighborhood of x can contribute 
probability mass to x]. 

Proof: we first prove the ..!f. part. 

Since &x(T) is a density defined on [x - £, 
x + c], for all x in [a+£, b - c] 

~("r) • 0 

x+E 
J gX(T) dT "' 1. 

x-£ 

Then for all x in [a+ c, b - E] 

h(x) • f(x) 

But 

and 

g (x) ., g (x+z) for all z such that -£<z<O • x-z X 

Therefore 

x+E 
h(x)"' f(x) f gT (x) dT 

x-e: 

x+c 
·f(x) f g (T)dT .. f(x) 

· . x-c X 

For the only if part we will manufacture a 
counterexample, showing that if g (T) is not 
identical the result does not hold. 1hie counter­
example will be for a discrete distribution 

· without any loss of generality since integrals 
and summations could be interchanged in the 
above or alternatively the integrals could be 
interpreted as Riemann-Stieltjes integrals. 

Let f(11) be a uniform distribution on 11 • 
1,2, •• ,10, that is f(11) • 1/10 11 • 1,2, •• ,10 

Let c • 1 

Let g11(T) be 
manntu: 

for 11 • 1 

for 11. 10 

for 11 - 5 

for all other 11 

defined in the following 

81 (1) • 1 

810 (10) • 

85 (4) • 0.1 
&5 (S) • 0.8 
85 (6) '" 0.1 
s11 (n - 1) • 0.25 
g11 (11) .. 0.50 
g11 (11 + 1) • 0.25 

Since £ • 1 our concern is for the points 
2,3,4, •• ,9. We have defined g11 (T) identically 
except for 11 = 5. 

For 2,3,7,8,9 

h(x) '" f(x) 

as CAn be seen in ~he calculation of h(2): 

3 
h(2) • f(2) r gi<i> • f(2) co.25+o.so+o.2s> 

i•l 
= f(2) 

But for 4,5,6 

h(x) * f(x). 
For 11 • 4 

s 
h(4) • f(4) r gi(4) .. f(4) [.02S+o. 5+o.1] 

ioJ 
"' 0.85 f(4) 

6 
h(S) '" f(S) r. gi(4) .. f( S) [O. 25+o. 8+0. 2'.i] 

J.•4 
" 1.3 f{5) 

7 
h(6) '" f(6) r gi{6) = f(6) [o. 1+0. 5+o. 25 J 

i•5 
.. 0.85 f{6) 

[In intuitive terms it is at the seams, the 
points where the distributions. differ, that 
probability mass starts to accumulate to values 
other than 1). 
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