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Foreword

The U.S. Department of Energy h1s conducted programs of research and development in hydrogen and
related technologies since 1975. The current program, conducted in accordance with the DOE Hydrogen
Program Plan FY 1993 - FY 1997 published in June 1992, establishes program priorities and guidance
for allocating funding. The core program, currently under the Office of Energy Management, supports
projects in the areas of hydrogen production, storage, and systems research. At an annual program review,

each research project is evaluated by a panel of technical experts for technical quality, progress, and
programmatic benefit.

This Proceedings of the April 1994 Hydrogen Program Review compiles all research projccts supported
by the Hydrogen Program during FY 1994. For those people interested in the status of hydrogen
technologies, we hope that the Proceedings will serve as a useful technical reference.

Thomas Cawthon

Hydrogen Program Manager

National Renewable Energy Laboratory
Golden, Colorado
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HYDROGEN ENERGY SYSTEM STUDIES

Joan M. Ogden, John W. Strohbehn, and E. Dennis
Center for Energy and Environmental Studies
Princeton University
Princeton, NJ 08544

Abstract

Our previous research suggests that beginning in the early part of the next century, renewable hydrogen
could become competitive as a low polluting energy carrier. Our current work is focussed on the near
term role of natural gas in a transition toward use of renewable hydrogen. There are a number of reasons
why natural gas could be attractive as a transitional source of hydrogen: it is currently the least expensive
source of hydrogen and natural gas is widely distributed via pipelines.

In Task 1, we assess various possibilities for producing hydrogen from natural gas for use in hydrogen
vehicles. We consider several options including: 1) hydrogen produced in a large, centralized steam
reforming plant and distributed via pipelines or truck to refueling stations, and 2) hydrogen produced at
the refueling station via small scale steam reforming of natwral gas. Conceptual designs for hydrogen
refueling stations based on small scale reformers are presented, and preliminary cost estimates are made.

Task 2 involves assessment of the feasibility of using hydrogen blends and pure hydrogen in the existing
natural gas transmission and distribution system. This study is being done in collaboration with
researchers at the Institute of Gas Technology and Southern California Gas Company.

In Task 3 we continue our earlier work on fuel cell systems, assessing the use of PEM fuel cells for
dispersed residential cogeneration systems producing electricity, space heat and domestic hot water. A
model of a small scale PEM fuel cell cogeneration system is being developed, and performance of the
system in various types of buildings is estimated. The value of the electricity to an electric utility is
estimated based on utility demand curves and saved transmission and distribution costs for distributed
generation.




Introduction

For several years, we have carried out technical and economic assessments of hydrogen energy systems
(Ogden and Williams 1989, Ogden 1991, Ogden and DeLuchi 1993, Ogden and Nitsch 1993, Ogden
1993). The objective has been to understand the potential for producing hydrogen from various sources
and using it in low polluting, efficient end-use devices such as fuel cells. To assess alternatives for
producing and using hydrogen we consider 1) the cost and performance of hydrogen production systems,
2) the levelized hydrogen production cost, 3) the cost of delivering hydrogen for various end-uses, 4) the
cost and performance of hydrogen end-use equipment, 5) the consumer’s lifecycle cost of energy, 6)
environmental effects (e.g. emissions), 7) resource constraints, and 8) infrastructure issues.

Much of our previous research has assessed the long term potential of hydrogen energy systems based on
renewables (including solar, wind, and biomass). These studies indicate that beginning in the early part
of the next century, renewable hydrogen could become competitive as a low polluting energy carrier
(Ogden 1993, Ogden and Nitsch 1993). Our current work is focussed in the nearer term, asking how a
transition toward renewable hydrogen might begin. Our earlier assessments and those of other analysts
suggest that natural gas could play an important near term role as a transition fuel leading toward a
hydrogen energy system, based on renewable sources (Birk 1992, Blazek 1992, Lynch 1992). There are
a number of reasons why the expanded use of hydrogen from natural gas is likely to be the first step
toward a renewable hydrogen energy system:

* Most industrial hydrogen today is derived from natural gas. At present, steam reforming of natural gas
is the least expensive way of producing hydrogen over a wide range of plant sizes (Ogden 1993, Moore
and Nahmias 1991, Katofsky 1993).

* The natural gas infrastructure is vast and widespread. In the US about 300,000 miles of high pressure
pipelines (Cialone 1984) and 650,000 miles of distribution mains serve 45 million customers (Blazek
1992), delivering 20 EJ per year of energy. [In contrast, the present hydrogen distribution infrastructure
consists of a few hundred miles of industrial pipelines, plus fleets of trucks delivering compressed
hydrogen or liquid hydrogen. Although about 1 EJ per year of hydrogen is consumed in the US, most
of this is produced and used onsite for chemical processes. Merchant hydrogen (hydrogen which is
distributed) amounts to about 0.5% of the total.] There are several ways the natural gas infrastructure
could be used to bring hydrogen to consumers. First, it is possible to produce hydrogen onsite from
natural gas using steam reforming, even at relatively small scale. Since most large users of hydrogen
currently produce it onsite from natural gas, this is in essence how most hydrogen is distributed today.
Alternatively, hydrogen could be blended into natural gas at concentrations of 15-20% by volume without
major changes in the gas distribution system or in consumer appliances (Blazek 1992). Blending could
be done at the gas utility plant, with hydrogen produced from natural gas, biomass or other sources.
Undes certain combustion conditions, hydrogen/natural gas blends would produce lower emissions of CO
or NOx than pure natural gas, when used directly as "hythane" in modified compressed natural gas
vehicles (Lynch 1992, Foute 1992). If pure hydrogen were needed for fuel cell vehicles, it might be
possible to separate out the hydrogen at the point of use (Mezzina 1992). It has also been suggested that
the existing natural gas distribution system might be used with pure hydrogen with only minor changes
(Blazek et. al. 1992, also see Task 2 below).

* Use of natural gas in vehicles is growing rapidly, and the technologies for natural gas refueling stations
are being demonstrated and improved. This experience could be valuable for hydrogen vehicles as well,



since vehicles using compressed hydrogen gas would require similar equipment.

Two tasks are now underway which assess the role of natural gas in the development of a hydrogen
energy system. A third task continues our earlier work on fuel cell systems.

In Task 1, we assess various possibilities for producing hydrogen from natural gas for use in low polluting
hydrogen vehicles. We consider several options including: 1) hydrogen produced in a large, centralized
steam reforming plant and distributed via pipelines or truck to refueling stations, and 2) hydrogen
produced at the refueling station via small scale steam reforming of natural gas. Conceptual designs for
hydrogen refueling stations based on small scale reformers are presented, and preliminary cost estimates
are made. The best option for providing hydrogen transportation fuel depends on the type of demand.

Task 2 involves assessment of the feasibility of using hydrogen blends and pure hydrogen in the existing
natural gas pipeline system. This study is being done in collaboration with researchers at the Institute of
Gas Technology and Southern Califomia Gas Company. Drawing on earlier work by IGT we are looking
at how the natural gas system would have to be changed as the concentration of hydrogen in natural gas
was increased.

In Task 3 we assess the use of PEM fuel cells for dispersed residential cogeneration systems producing
electricity, space heat and domestic hot water, A model of a small scale PEM fuel cell cogeneration
system is being developed, and performance of the system in various types of buildings is estimated. The
value of the electricity to an electric utility is estimated based on utility demand curves and saved costs
transmission and distribution costs for distributed generation.



Task 1: Assessment of Alternative Methods of Producing Hydrogen Transportation
Fuel from Natural Gas

One of the first uses of hydrogen fuel is likely to be in low polluting hydrogen vehicles. Hydrogen
intenal combustion engine vehicles have been demonstrated by automotive manufacturers including
BMW, Daimler-Benz and Mazda (DeLuchi 1989, DeLuchi 1992). Several groups are developing
experimental hydrogen fuel cell vehicles (DeLuchi 1992, SAE 1993). A bus based on a PEM fuel cell
was demonstrated by Ballard Power Systems (Prater 1993) last year and several other fuel cell vehicles
are scheduled for demonstration over the next few years. Recently, hybrid hydrogen internal combustion
engine/electric vehicles have been proposed as another low polluting, high efficiency alternative (Smith
1993). After initial tests in the 1990s, hydrogen vehicles might be ready for use in larger fleets. If
hydrogen fleet vehicles are successful, the next step might be to bring hydrogen vehicles into the
California zero emission vehicle market, offering hydrogen to the public in hydrogen refueling stations.

In this task we look at a range of issues, focussing on the introduction of hydrogen as a transportation fuel
for zero (or near zero) emission vehicles. Because the first use of hydrogen vehicles will probably be in
Southemn California, we are planning to use data from this area where possible.

A variety of options exist for producing hydrogen transportation fuel. (Some possibilities are sketched
in Figure 1, where the production method, distribution system, refueling station and end-use are shown.)
In the early stages of developing a hydrogen transportation fuel infrastructure, hydrogen will probably
come from natural gas. This could be done in several ways.

* Hydrogen could be produced in a large steam reforming plant and distributed to refueling stations via
gas pipelines or truck (as a compressed gas or liquid).

* Hydrogen could be produced at the refueling station site via small scale steam reforming of natural gas.
To compare these alternatives, we plan to address the following questions:

* What is the delivered cost of hydrogen transportation fuel derived from natural gas for various supply
options and levels of demand (ranging from small demonstration fleet to city supply)?

* What would a hydrogen refueling station look like for various options? Under what conditions does
it make sense to produce hydrogen at the refueling station?

* How does hydrogen from natural gas compare to other hydrogen sources in terms of resource size and
environmental impacts?

* In the longer term, a range of renewable hydrogen supply options might be phased in. What are the
synergisms between renewable systems and natural gas hydrogen systems?

Clearly, the type of hydrogen storage used on the vehicle has a major impact on hydrogen distribution and
refueling station design. For this study, we have chosen high pressure gaseous hydrogen as the storage
method. both at the refueling station and onboard the vehicle (we look at a range of vehicle pressures from
3600 to 8000 psia). Although gaseous hydrogen storage systems have a lower energy density than those
for liquid hydrogen, the simplicity, similarity to compressed natural gas (CNG) vehicle technology and




speed of refueling are attractive features. Moreover with high efficiency vehicles such as fuel cell or
hybrid IC/electric vehicles, a reasonable range could be achieved even with onboard compressed gas
cylinders (DeLuchi 1992, Ogden and DeLuchi 1993).

Designing the total hydrogen energy system to give the lowest delivered hydrogen cost generally involves
a tradeoff between production costs (which would decrease with plant size) and transmission and
distribution costs (which could increase significantly if a larger transmission and distribution network were
needed). The best solution depends on the total hydrogen demand (which determines the total production
capacity neceded) and the geographical location of the demand (which determines what kind of
transmission and distribution system is needed).

Production of hydrogen at the refueling station via small scale reforming of natural gas

A gaseous hydrogen refueling station based on small scale reforming of natural gas is sketched in Figure
2. The refueling station consists of a natural gas reformer, with a pressure swing absorption unit to
produce fuel cell quality, high purity hydrogen (99.999% pure), a hydrogen compressor, pressure cylinders
for hydrogen storage, and a hydrogen dispenser.

To look at various possible designs for hydrogen refueling stations:

* Cost and performance data were gathered on the major components of the station: small scale steam
reformers, hydrogen purification equipment (pressure swing absorption units), hydrogen compressors,
hydrogen storage cylinders, and hydrogen dispensing systems.

* We estimated the daily hydrogen production needed to serve various types of hydrogen vehicle demand.
From this we were able to estimate the approximate size of the reformer needed.

* For several hydrogen hourly demand profiles, we estimated the amount of hydrogen storage which
would be needed to meet peak station demands. The rest of the station equipment was sized for various
refueling strategies.

* Using ASPEN-PLUS software, we simulated the performance of the reformer and hydrogen compressor.
* We estimated the hydrogen refueling station cost and the delivered cost of hydrogen transportation fuel.

In Figure 3a, onboard hydrogen requirements are shown for vehicles as a function of vehicle range and
energy efficiency. Depending on the conditions, about 0.15 - 1.1 GJ of hydrogen (or about 400-3000 scf)
must be stored onboard. Figure 3b shows the hydrogen demand for a refueling station in standard cubic
feet per day (scf/day) as a functior. of station size (in number of vehicles refueled per day) and vehicle
energy efficiency (in equivalent miles per gallon gasoline). In discussions with vendors, we found that
the minimum size for commercially available steam reformers is about 0.1 million scf/day. Below this
size, the capital cost decreases very little and other sources of hydrogen (truck delivery or electrolysis)
would be less expensive. Thus, refueling stations based on commercially available reforming technology
would require a fairly large demand (a hundred cars per day or more).

Manufacturers” cost data for small scale steam reforming plants in the range 0.1-1.2 million scf/day are

shown in Figure 4. We see that there are strong scale economies, and that the reformer is an expensive
piece of equipment, costing about $1-3 million installed. To achieve good performance, low emissions
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and long equipment lifetime, reformer manufacturers indicated that the reformer should be run
continuously at constant output (King 1994). The reformer start-up time is 4-6 hours, so that following
a variable hydrogen demand would be difficult.

We considered two hourly demand profiles. For a fleet application, the hydrogen demand might be
scheduled to be approximately censtant (Figure 5a). For a public refueling station with a pattern similar
to today’s gasoline stations, there would probably be peak periods in the morning and afternoon (Figure
5b).

We explored several different strategies for refueling hydrogen vehicles. As a starting point we considered
adapting refueling systems commonly used for compressed natural gas vehicles. Several configurations
are used in CNG stations (Figure 6):

* In a "booster compressor” system, hydrogen is stored at high pressure. As vehicles are refueled from
storage, the storage pressure drops, and is "boosted” back to a higher pressure for vehicle refueling. The
advantage of this type of system is that most of the hydrogen could be recovered from storage. The
disadvantage is that compressor costs are higher.

* In a "cascade" storage system, a series of pressure vessels are connected. Initially, hydrogen in all the
vessels is above the desired vehicle storage pressure. When the first vehicle is refueled, the pressure in
the first storage cylinder drops. The next vehicle then refuels from storage cylinder 1 until it reaches the
maximum possible pressure. If this is lower than the desired storage pressure, it switches to vessel 2.
The next vehicle starts with the lowest pressure storage cylinder and moves to the highest pressure
cylinder until the desired vehicle storage pressure is reached. This system has the advantage of saving
on compressor costs. However, the total recovery from the system is typically 40-60%, so that more
storage capacity is needed than with a booster compression system.

* "Direct compression” systems are sometimes used with CNG vehicles. Here the compressor follows the
demand for fuel. However, this would not work with hydrogen produced via onsite reforming, since the
reformer must be run continuously.

We examined both booster compressor and cascade storage designs. We find that the design
considerations are rather different for CNG and hydrogen. In a hydrogen refueling station, the reformer
is the dominant capital cost. Moreover, the reformer has a long start-up time (several hours). Thus, the
best strategy appears t0 be running the reformer continuously, both from an operational and economic
viewpoint, and storing any hydrogen produced during off-peak demand hours. For a refueling station with
an hourly demand profile similar to a public gasoline station (Figure 5b), this means that the hydrogen
storage system must be sized to hold the nighttime hydrogen production. A storage system this size
should be able to meet the peak hydrogen demand with capacity to spare. This contrasts with a CNG
station where storage is generally sized on the basis of meeting peak demand.

Data on hydrogen storage vessels and compressors were collected, and based on this information, we
calculated the station performance and cost for several cases (Tables 3 and 4). We assume the station
serves 300 cars/day, each with 0.4 EJ of gaseous hydrogen stored onboard at 8000 psia. The daily station
demand is 0.366 million scf/day. The cavital cost of the reformer can be estimated at $2.24 million (King
1994). Depending on the refueling stratey;y (cascade or booster cornpressor) and the hydrogen storage and
vehicle pressures, the capital costs for compressors and storage cylinders vary from about $730,000 to $1.6
million. (In the two cases shown the total capital cost is about $730,000.) The total station cost for our
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two best cases was about $3.0-3.1 million (Figure 7). In both cases, the reformer dominates the capital
cost of the station, accounting for 75% of the capital cost. For our assumptions, the design with cascade
storage is slightly less expensive than the best booster compressor design.

In Figure 8, the delivered cost of hydrogen transportation fuel (in $/GJ) is shown, based on the
information in Tables 3 and 4. The largest single factor is the reformer capital cost, which contributes
almost 40% of the total cost of hydrogen. Natural gas costs are also large, roughly 25% of the total
(assuming natural gas costs $4/MBTU). The sum of compression and storage costs accounts for about
20% of the delivered cost of hydrogen. The delivered cost of hydrogen transportation fuel is found to be
about $18/GJ (equivalent in energy terms to about $2.35/gallon gasoline).

The results shown here are still preliminary. Next we plan to look at design tradeoffs in more detail. For
example, we would examine how the station design is effected by the vehicle storage pressure, and the
station size, and make a more thorough comparison of cascade and booster compressor designs. We will
also examine the sensitivity of the delivered cost to changes in the technical and cost assumptions.

It is clear, however, that the reformer capital cost is an important factor. If this could be reduced, the cost
of hydrogen from onsite reforming might be significantly lower.

Production of hydrogen via large scale reforming of natural gas

The cost of producing hydrogen via large scale steam reforming has been estimated by various authors
(Katofsky 1993, Moore and Nahmias 1992, Steinberg 1988) as about $6-9/GJ. Industrial hydrogen
suppliers in Southern Califomnia indicate that truck delivered compressed hydrogen gas or liquid hydrogen
would cost about $15-20/GJ for a demand of 0.5 million scf/day (Kerr 1993).

The next phase of this study will be to gather better data on the cost of distributing gaseous hydrogen via
a local gas distribution system or via truck (as a compressed gas or liquid). We would also examine
refueling station designs based on hydrogen delivered to the station by truck or pipeline.

Task 2: Assessment of the Feasibility of Using Hydrogen Blends and Pure
Hydrogen in Existing Natural Gas Pipelines

One of the key challenges facing hydrogen is the lack of infrastructure., Unlike eleciiicity and natural gas,
there is currently no widespread transmission and distribution system for hydrogen. Experience in the
petrochemical and chemical hydrogen industries has shown that it would be possible to build and safely
operate long distance pipelines and local distribution systems designed for gaseous hydrogen. However,
building a new system for hydrogen would be a costly undertaking. If pure hydrogen or hydrogen blends
couid be used in all or part of the existing natural gas system, this might save a huge capital investment.

In this task we examine how existing natural gas long distance transmission, distribution and end-use
systems might have to be changed to allow the use of hydrogen/natural gas blends and pure hydrogen.
[Note: in this paper the term "transmission system" refers to long distance, large pipelines operated at
typical pressures of up to 1000 psia. "Distribution system" refers to a gas utility type local distribution
system operated at pressure of between 50 and 500 psia. "End-use systems" are gas using equipment
(heaters, gas engines, etc.)]




In particuiar, we are interested in how an increased percentage of hydrogen might impact:
* the materials used for pipes, seals, etc.

* compatibility of existing natural gas pipeline and distribution system equipment including compressors,
meters, etc.

* compatibility of existing natural gas end-use equipment.
* the energy flow rate and leak rate from the system
* safety

This study is being conducted in collaboration with researchers at the Institute of Gas Technology (IGT)
who have done work on a number of these issues for hydrogen distribution and end-use systems.

Since many studies have been done on the use of hydrogen and hydrogen blends in the existing natural
gas system, we began our work with a survey of the literature. We summarize the results of some
previous studies below, and indicate questions for further investigation.

Use of hydrogen In natural gas distribution systems

Much of the published work on using hydrogen and hydrogen blends in the natural gas distribution system
was done by IGT starting in the 1970s. Their results to date were summarized in a recent paper (Blazek
et. al. 1992). It was found that it would be possible to use hydrogen in natural gas distribution systems
with minor changes. Some key results from this study are listed below.

* With the possible exception of meters, existing components and piping should be adequate for hydrogen
service. Larger capacity meters may be needed.

* Short term (6 month) exposure to hydrogen did not effect the metallic components of the distribution
system. There are some indications that plastic components and adhesive might be effected. More testing
is needed to resolve this question.

* Assuming that the distribution system pressures are the same, the energy flow rate for hydrogen would
be similar to that for natural gas.

* Depending on the type of materials used, the volumetric leak rate for the distribution system would be
about 2.9 to 3.5 times that of natural gas. The energy loss would be about the same as that for natural
gas.

Use of hydrogen In natural gas end-use systems

The feasibility of using hydrogen and hydrogen blends in end-use systems designed for natural gas has
also been investigated by researchers at IGT (Blazek 1993, Jasionowski 1993). Here it was found that
no changes in end-use equipment would be necessary at hydrogen concentrations up to about 15-20% by
volume. Above this level, major changes in burners, metering equipment and seals would be necessary.
End-use equipment designed for hydrogen has been demonstrated for transportation, power
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and heating applications.
Use of hydrogen In natural gas long distance pipeline systems

The suitability of existing long distance natural gas pipelines to hydrogen service is more problematic.
This is true because higher pressures are present (up to 1000 psia for long distance pipelines) which may
make hydrogen embrittlement a serious issue.

The term hydrogen embrittlement is used to refer to several materials effects of hydrogen on metals.
Three types of hydrogen embrittlement have been identified (Louthan and McNitt 1977):

* Internal hydrogen embrittlement (I-H) can cause delayed failure in cases where hydrogen has been
absorbed into the metal during plating or direct contact with gaseous hydrogen or from reactions with
water during melting, casting, or welding operations. In order for embrittlement to take place, hydrogen
must diffuse from within the metal to the vicinity of a crack. I-H embrittiement is most severe near room
temperature.

* Hydrogen reaction embrittlement (H-R) where a chemical reaction takes place between hydrogen and
the meial. This type of embrittlement is seen in refineries. Increased temperatures and pressures
accelerate the reaction rate.

* Hydrogen environment embrittlement (H-E) 1s the degardation of mechanical properties which takes
place while the metal is exposed to a hydrogen environment. H-E embrittlement occurs when the metal
is under stress and cracks are present. Unlike I-H embrittlement, there is no time delay. Embrittlement
occurs once a stress level greater than the yield strength is reached. Interactions of hydrogen with the
metal surface are the likely cause of H-E embrittlement.

For hydrogen pipelines, H-E embrittlement is thought to be the most important mechanism (Cialone 1984).

The basic materials science of hydrogen embrittlement has been investigated, and many of the physical
mechanisms are well understood (Flis 1991, Fullenweider 1984, Gibala 1984, Raymond 1989, Beachem
1977). However, applying this knowledge to practical situations is complex because several competing
effects may be present. It is not possible to predict a priori the degree of embrittlement in a given
material from first principles. Embrittlement will be effected by the pipeline construction (type of welds,
etc.) However, data has been gathered on the effects of hydrogen on a variety of materials, including
steels commonly used in natural gas pipelines.

Following unexpected problems with high pressure gaseous hydrogen storage vessels, NASA sponsored
numerous studies on hydrogen embrittlement, particularly by Rocketdyne (Jewett et.al 1973). The
Rocketdyne study gives a large data base on hydrogen reaction with metals. The American Petroleum
Institute also publishes data on materials for hydrogen service (API 1990).

The only published work we found on the possible effects of hydrogen on existing natural gas pipelines
was carried out by researchers at Brookhaven National Laboratory and Battelle Columbus Laboratories
(Holbrook et. al. 1982, 1986, Cialone 1984.). These studies indicate that several types of steel commonly
used in natural gas pipelines would experience serious embrittlement from pure hydrogen at 1000 psia.
Embrittlement might be reduced to low levels with various gas additives (e.g. oxygen, ethylene, carbon
sulfide, sulfur dioxide, nitrous oxide, carbon monoxide, and ethane). Adding a few percent oxygen or
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sulfur dioxide to pure hydrogen essentially eliminated embrittlement, but posed safety problems.

Summary and Future Research Directions
In summary, our understanding at present is:

* It appears that hydrogen blends and pure hydrogen could be used in existing natural gas distribution
systems with only minor changes.

* Existing natural gas end-use systems could be used with blends of up to 15-20% hydrogen by volume.
Above this level significant changes in the end-use equipment and metering equipment would be needed.

* Because of the higher pressures used in long distance pipelines, hydrogen embrittlement could be a
serious problem for natural gas pipelines carrying pure hydrogen. The situation for hydrogen blends has
not been examined explicitly.

Although the outlook for using hydrogen in the distribution system and end-use systems is well studied,
the situation for hydrogen in long distance natural gas pipelines is less clear. We hope to answer several
questions with regard to hydrogen in natural gas pipelines:

* Various remedies for embrittlement have been proposed including gaseous additives (small percentages
of oxygen or sulfur dioxide strongly inhibit embrittlernent), coating pipelines with plastic, testing pipeline
sections and replacing those having materials susceptible to embrittlement, and replacing the entire pipeline
with hydrogen compatible steels. How feasible are these measures and what would they cost?

* What would be the effect on long distance pipelines of blending hydrogen with methane at various
concentrations? At what percentage of hydrogen would embrittlement become a problem?

* Although natural gas pipelines typically have a long life (in excess of thirty years), they will eventually
need replacement. Are there pipeline steels which would be appropriate for both natural gas and hydrogen
service at a cost comparable to present pipelines? If not, how much would it cost to make new natural
gas pipelines hydrogen compatible?

The product of this task will be an updated summary of the feasibility of using hydrogen and hydrogen
blends in existing natural gas distribution, transmission and end-use systems.

In the future we would like to explore the implications of this study for building a gaseous hydrogen
infrastructure. The relative ease of changing local natural gas distribution systems to hydrogen suggests
that hydrogen might be produced locally from natural gas or renewable resources as needed and introduced
into local distribution systems. Because the United States has a wealth of widely distributed renewable
resources (solar, wind, biomass), it may not be necessary to transport hydrogen long distances via high
pressure pipeline, even in the long term. It would be interesting to do a case study, examining the issues
involved in changing the local distribution system in a particular site.
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Task 3: Assessment of PEM Fuel Cells For Residential Cogeneration

Proton exchange membrane (PEM) fuel cells are attractive candidates for residential cogeneration. They
are compact, quiet and could potentially reach low costs at sizes of 5-10 kW. Fueled with hydrogen and
air, PEM fuel cells fueled based on near term technology could convert about 45% of the energy value
of hydrogen to electricity and 40% to heat in the form of hot water at 70° to 100°C. The PEM fuel cell
can produce domestic hot water, space heat and electricity.

In this task, we consider PEM fuel cells for residential cogeneration applications.

We are currently collecting data on PEM fuel cell performance from manufacturers. In parallel a model
of a PEM fuel cell cogeneration system is being developed.

We plan to estimate the performance of the fuel cell cogeneration system for energy demands in various
types of buildings (for example: conventional and superinsulated houses). The value of the electricity to
an electric utility would be estimated, based on utility demand curves and saved transmission and
distribution costs for distributed generation.

Future Research Directions
In the future, we would like to conduct further research on how a hydrogen infrastructure might deveiop.

We would continue studies of how a hydrogen transportation fuel infrastructure might evolve. We would
like to assess electrolysis from off-peak power as an option for small scale onsite hydrogen production
and look at the infrastructure issues for hydrogen transportation fuel at specific sites (for example,
Southem California or the Northeastern US).

We would explore the implications of our ongoing assessment of using hydrogen in the existing natural
gas system. It would be interesting to do a site specific study of converting a local natural gas distribution
system to hydrogen.

Finally, we would plan to continue our studies of fuel cell systems for transportation and power
generation.
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Table 1. Conversion factors
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TABLE 3. ALTERNATIVE DESIGNS FOR HYDROGEN REFUELING STATIONS BASED ON SMALL
SCALE STEAM REFORMING OF NATURAL GAS

CARS FUZLED PER DAY : 304 (assumes 0.4 GJ/vshicle f£cr range of 400 <n 37Smp

REFORMER
Crerating -amperactura 345-370°C
Qu:slet prassure £rom PSA 200 psig
Capacity 0.366 million scf HI/day
Installad Capital cost $2.24 x 10°
Nazural gas consumption 0.400 MBTU/.000 scs H2

Enargy conversion effisncy 36% !(HHY)
Elacrcricicy consumption 220 kwh/day

Watar consumption 1023 gallons/day
C&M cost $15,300/yrx
Egiipment lifatime 20 years
rand area 30 = x 30 £:
Booszar Cascade
HYDRCGZM STCRAGE CYLINDERS
Stsorage prassurse (psia) sCCO 340
Tztal Storage capacity ‘s3cf hydrogen) 335,220 305,920
s ‘rassels 13 32
Yassel zapacity sci H2) 95370 5350
Cagirzal cost '3 357,530 34,240
C&M costs (S/yr) 3300 52C0
H“ racovery (%) 34.7% S3.9%
guipment lifstcime (yr) ) 1f
STORAGE CZZMPRESSOR
Flow raca (scf H2/min) 259 2590
In.eT prassure {psia} 200 20
utlet pressure ‘psia) 309 34090
Inscalled Capital cost (3 170,000 190,000
O&M Cost (S/vyr) 3000 3000
Comprassor power (XW) 32 39
Elacnrict zy consumpcion kwWh/1000 scf =2) 3.7 5.49
{kan/kan H2) 3.053 7.965
Eqguizment lLifetime (hr) 200,0¢C0Q 10Q,000
2COSTZ2 CCMPRESSOR
Max Flow rata (sci H2/min) 13390
Inlat pressure (psia) 2000
Qutlet pressure (psia) 3400
Installed Capital cost ($) 200,000
C&Y Cost (S/yr) 3000
Compressor power (kW) 228
Elacz=ricity consumption (xWh/1000 scf H2) 2.39
{(kwh/ kwh H2) 0.024
Equipment lifetime (hr) 100,000

HYDROGEN DISPENSER (4 bays 910,000 each) 40,000
LABOR CCSTS ($/vr) 131,400
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TABLE 4. DELIVERED COST OF HYDROGEN TRANSPORTATION FUEL

BCOSTER CASCADE
INSTALLED CAPITAL CCTST3 (million 3
Reformer 2,240,000 2,240,000
Srtorage :Iylinders 367,300 534,240
Storage compressor 170,000 190,000
BoosSt2r Tompressor 200,000 -
Dispensar 40,000 40,000
TOTAL 3,107,300 3,000,420
CPERPATIVNG CC&7T (S/yx2)
Natural zas (NG 3 34/, MBTU) 213,744 213,744
Reformer C&M 16,000 15,000
Storage Zvlinder O&M 3500 5200
Compressor 2lactricity (84 cants/Kwh) 52,200 32,02
Comprassor C&M 50Q0 3000
Labor 231,400 131,400
TCTAL 132,344 421,344
DELIVERED HYZCRCGEN COST (S$/GJ1
Reformer capizal 5.95 5.29%
Natural gas Zfeedsrtock 4.42 4.42
Reiormer Z&M 0.33 0.33
Storage ¢ylinders 1.14 1.56
Comprasscr capital 1.15 0.33
Comprassor electricity 1.29 1.08
Ccmpresscr O&M 0.12 0.06
Labor 2.72 2.72
TOTAL 13.5 13.0
Z5ctimataes for raformer periormance and cost are based from Howe-Baker
Engineers {(Xing 1994, Bochow 1994)

Estimates for compressors are from RIX Compressors (Savidge 1994).

Estimateas for hydrogen storage cylinders are from Christy Park Industries
(Dowling 1994).

18




OPTIONS FOR SUPPLYING H2 FROM NATURAL GAS
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ONBOARD ENERGY STORAGE
FOR HYDROGEN VEHICLES
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Capital Cost of Hydrogen Plant

Howe-Baker Estimates for Hydrogen Plants (Installed)
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Demand (vehicles/hr)

Demand (vehicies/ hr)

FIGURE 5
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INSTALLED CAPITAL COST OF HYDROGEN
REFUELING STATION WITH ONSITE
STEAM REFORMING OF NATURAL GAS

4000000

1000000

FIGURE 7

BOOSTER

REFUELING
STRATEGY

CASCADL:

26

REFORMER

STORAGE CYLINDERS

STORAGE COMPRESSOR

BOOSTER COMPRESSOR

v

DISPENSER

0.366 SCF/DAY
HYDROGEN,

300 VEHICLES/DAY,
0.4 GJ/VEHICLE,
8000 PSIA ONBOARD
STORAGE PRESSURE



$ PER G}

DELIVERED COST OF H2 TRANSPORTATION FUEL FROM
ONSITE STEAM REFORMING OF NATURAL GAS

200
REFORMER
15.0 ] NATURAL Gas
B STORAGE CYLINDERS
10.0 Ml COMPRESSOR CAPITAL
COMPRESSOR ELECTRICITY
50 B COMPRESSOR 0&M
LABOR
0.0 300 VEHICLES/DAY,
po = 0.4 GJ/VEHICLE,
= ] 8000 PSIA,
Z % 0.366 MILLION SCF
2 < H2/DAY
REFUELING STRATEGY
FIGURE 8

27




Development of industrial interest in Hydrogen

Robert L. Mauro and Debbi L. Smith
National Hydrogen Association
Washington, D.C.

Abstract

The project will review, with industry, current and near-term potential uses and opportunities for hydrogen
as a fuel. By working through NHA and its members, the project provides DOE with direct access to
industry hydrogen activities, interests and reaction to ongoing efforts. The study approach is to work with
industry, principally NHA members to:

Provide aggregate information on production, transport and use of hydrogen by region,
Identify hydrogen consortia, describe their programs and discuss participants® interests,
Determine NASA's interest in a hydrogen vehicle demonstration at a NASA site in the Southeast,

Examine supply of hydrogen from the Southeastem U.S. and demand in Southern California to
determine the feasibility of a long distance hydrogen pipeline,

Determine interest & identify potential DOE role in consortium activities, and

Categorize the nature of industry interest in hydrogen through broader NHA industrial network.

A successful outcome for these efforts would entail the following:

Accurate characterization of hydrogen production, transport and use by region,

Accurate summaries of all major joint hydrogen projects with a proper determination about the
appropriate nature and level of DOE involvement,
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+ Development of NASA interest in a hydrogen vehicle demonstration,

« A preliminary determination on the cost and feasibility of a hydrogen pipeline from the Southeast to
Southem California, and

* A summary of the day to day hydrogen issues industry is interested in.

Since the contract has not yet been signed, there are no key findings at this time. Industry will be
extensively involved in providing much of the information for this project. All materials for the project
will be reviewed by the NHA's Technology Review Committee and the NHA Board of Directors. All
NHA members will receive copies of the final report. The project expects to extensively use infrastructure
information developed by Dr. Joan Ogden, Center for Energy and Environmental Studies, Princeton
University and current production information produced by Barbara Heydorn at SRI. A number of NHA
and non-NHA members will be contacted for information and review during the course of this study.

Sackground

Sometime beyond 2000, hydrogen will be the energy carrier of choice due to its efficiency, environmental
benefit, and flexibility. The National Hydrogen Association (NHA) is dedicated to working with industry
and government toward rapid implementation of hydrogen technology. Toward that aim the NHA has
undertaken this effort with NREL and DOE to identify near term hydrogen opportunities. The purpose
of this effort is to identify near-term opportunities for hydrogen production and utilization. These
opportunities could include "dump" hydro in the Pacific Northwest, hydrogen as refinery offgas in the Gulf
States, byproduct hydrogen production from the chlor-alkali industry, or hydrogen storage and use for
enhanced renewable clectricity production in Alaska. In this study, the NHA will network with industry,
utilities, regulators, and others to identify and evaluate potential sources and opportunities for near-term
hydrogen production. Potential venture opportunities will also be described.

For commercialization to succeed, critical issues surrounding hydrogen production, distribution, storage,
safety, and infrastructure must be examined from the perspective of those selling, shipping, and using
hydrogen in the marketplace. The NHA will assist NREL and DOE in analyzing potential near-term
markets and assess the technical, institutional, and regulatory issues that must be addressed before
commercial hydrogen energy markets emerge. The evolution of commercial opportunities is a continuing
cffort on a changing landscape that one study can not adequately address. However, this study can
facilitate partnerships, identify barriers, and present industry interests and motivations for engaging in
various near-term venture projects that will take hydrogen from a specialized industrial product to a widely
available energy carriecr. The NHA will recommend to NREL and DOE various venture opportunities with
industry that lead to launching commercial-scale deployment of hydrogen production and end-use
technologies.

The study is divided into four distinct activities:
» Update hydrogen production and use data,

+ Identify and describe near-term venture opportunities,
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» Discuss near-term hydrogen supply in Southem California, and
* Public information and education on hydrogen issues.

With the exception of the public information and cducation activity, the reports on cach activity will be
reviewed by the NHA Technology Review Committee and the NHA Board of Directors before being sent
to NREL. (lists attached)

Survey of Hydrogen Production and Use

The NHA will update and extend information on hydrogen production and use contained in the Chemical
Economics Handbook by surveying industrial producers and users in the United States and Canada. In
support of this cffort, the NHA will survey industry about hydrogen production by industry type and
identify yearly output and consumption, quantity of sales, and type of production or use of hydrogen. The
hydrogen costs in the Hydrogen Technology Assessment Report, Phase | will be updated, and develop
cost, performance, and demand information on steam reformed hydrogen. In this effort the NHA will
contact producers to obtain information regarding demand for steam reformed hydrogen, cost ranges for
steam reformed hydrogen, and average amounts of hydrogen shipped by pipeline annually in the United
States. The NHA will not be responsible for supplying confidential information or disaggregated
(company by company or plant by plant) data.

The approach toward carrying out this activity is:

Develop a regional hydrogen database. The NHA plans to aggregate the data in SRI’s report on hydrogen

markets and display the information in an applications-and-use matrix. The categories for the matrix are
yet 1o be determined. Once the matrix has been laid out, hydrogen producers and others will be contacted
to fill in the gaps that exist. Prices for steam reformed hydrogen will be obtained from hydrogen
producers, most of whom are NHA members. The steam reforming information to be obtained from the
producers include: the size of the facility, cost of natural gas, cost of the facility, aggregated cost of O&M.
and cost of hydrogen produced.

Update the Hydrogen Technology Assessment Report, Phase 1. The values obtained for steam reformed
hydrogen will also be used to update the NHA Hydrogen Technology Assessmen i1, Phas

will be compared to those presented in DOE's pathway analysis used in the Hydrogen Program Plan.
Pipeline costs and operating data will be updated from the base year 1989 to 1993 or latest available year
using the wholesale price index for those costs not directly obtained as a result of this study. A copy of
the updated report will be produced and provided to NREL.

Review annual hvdrogen pipeline shipments by hydrogen producers. This information will be obtained

from U. S. hydrogen producers along with specifications on hydrogen pipeline costs and operating data
discussed later.

Develop a targeted questionnaire. Producers, whether they are members of NHA or not, will be
interviewed about demand for hydrogen by region and industry. The results will be summarized and
contained in the task report,
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Potential Near-Term Venture Opportunities

This activity focuses on seeking out and describing venture opportunities to produce, store, ship and use
hydrogen as an cnergy carricr. Particular attention will be given to those regions of the country where
public/private ventures are being discussed, budgeted, or begun. Since one of the regions of intense
hydrogen activity is California, information developed in this activity will be used in other activities within
the study. The emphasis in this task is on end-use demand for hydrogen and the necessary hydrogen
supply and capacity required to satisfy that demand.

The approach to identify near-term opportunitics will be composed of three parts:
+ ldentify consortia that the NHA and its members know of by talking to NHA members
» Review Press articles, news releases and other periodicals, and

o Speak to non-NHA members identified through contacts with NREL, DOE, NHA inquiry list, NHA
member leads.

Once the list is developed, create a list of questions for each venture. Then contact participants and
contractors and interview them. For each venture write summaries--Ventyre Briefs--that characterize the
project, its purpose, cost, role and interest of the participants. From that, prognosticate hydrogen demand
implications of widespread commercialization of as many of these efforts as possible.

Another component of this activity is to identify the flexibility and size of the hydrogen supply in the
Southeastern U.S. The NHA plans to apply the data from the Survey of Hydrogen Production & Use Task
to the Southeastern U.S., broken down by state. NHA members will verify information accuracy and
supplement as it is necessary. In addition, the NHA will produce a listing by industry and state of
hydrogen production in the Southeastem U.S.

The final effort in this task is to discuss, with NASA facilities in the Southeastern U.S., their interest in
hosting a hydrogen fleet demonstration. The NHA plans to identify contacts at Marshall, Stennis, and
Kennedy, (all facilities with extensive hydrogen handling capability). and speak with them about their
interest in hosting a hydrogen vehicle demonstration and summarize their responses and level of interest.

Near-Term Hydrogen Supply in Southern Califomia

Almost all of the existing supply of hydrogen is produced from stcam reforming natural gas. Taking
Southemn California as a study area, the NHA will assist NREL in evaluating supply and demand of
hydrogen produced in the area, as well as the cost of imponting hydrogen from other parts of the U.S.,
specifically the Gulf States. The NHA will identify and discuss the perspectives, interests, and needs of
industry and other hydrogen stakeholders in developing a hydrogen energy industry in the study area.
Identification of specific venture opportunities in Southem Culifomia will be included in this task.

In this activity, the NHA plans to use the database information to summarize the current supply and
demand for hydrogen in Southern California. Once this data is in suitable fon., the NHA plans to gain
input from members and non-members like Princeton University's Center for Energy & Environmental
Studies and SRI, about hydrogen use, infrastructure requircments, and hydroen demand. Once supply
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and demand have been estimated, review literature and contact hydrogen producers that operate pipelines
to determine operating pressures, frequency of booster stations, specifications for piping used, installation
procedures, pipe cost, quantity of hydrogen shipped as a function of pipe size, overall cost-per-mile of
installed pipe. etc. This information will be used to calculate the cost of a hydrogen pipeline from the
Southeastern U.S. to Southern California and the incremental increase in the cost of hydrogen due to
pipeline transmission. These results will be summarized in a matrix of hydrogen pipeline parameters and
costs.

Using the information developed previously on Southern California demonstrations, the NHA will examine
in greater depth, three major demonstrations in Southern Califomia that DOE might have an interest in
participating in. If three suitable candidates do not exist in Southem California, then one of the
demonstrations might be from another region of the United States. As a part of the investigation, each
of the participants will be asked about their interest in DOE support for the demonstration, and what, in
their view, is the appropriate role for DOE in furthering the commercial development of that technology.
A project summary will be prepared that includes: a project description, the roles of the participants,
market potential, state of technology. and a recommended role and level of DOE participation in the effort,
if appropriate. A report will be prepared on the findings from this activity.

Public information and Education on Hydrogen issues

The purpose of this activity is to develop an insight of the interest and issues that industry has with respect
to hydrogen. The NHA will be assisting DOE in disseminating information to the public on hydrogen and
on the DOE program, such as the Multi-Year Hydrogen Program Plan and the Hydrogen Program
Implementation Plan. The activities associated with this task include responding to industry and other
inquiries about hydrogen, categorizing the source and type of inquiry, the nature of the interest, the
recommendations made by the NHA, and any actions taken by the NHA as a result of the inquiry. The
output from this task is a quarterly report on the summary of the information mentioned above.

Synopsis

This is a broad-based approach to find and take industry's pulse with respect to hydrogen. The effort
ranges from passively assessing interest based on industry inquiries to actively pursuing demonstration
project participation. It provides NREL with a view of what activities are moving forward with, and
without, DOE involvement. It should provide a road map for identifying which hydrogen activities can
be enhanced by DOE participation. The next step is to identify which projects should be done, but are
not planned. The final project report for the study should be delivered to NREL by October 1, 1994,

Funding: $100.000
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Demonstration and Consortium Projects
United States Only

Alaska

Aleutian Islands

Hydrogen as storage for geothermal and wind power. Produced hydrogen will also be used when
renewable sources are not optimal and will provide potential export for state. All end users will be remote
villages on the Aleutian Island chain.

Players: Alaska Global Hydrogen Corporation*, Alaska State Energy Office, Aleut Energy Company,
Electrolyser Corporation*, other parties to be named.

Contact: Jack Wood, Alaska Global Hydrogen Corporation.

Califomla

Sacramento
Solar Hydrogen compressor project to aerate fish tanks in University Marine Laboratories.

Players: Humboldt State University, Sacramento Municipal Utility District*
Contact: Peter Lehman, Chemical Engineering, Humboldt State
EE
Fuel Cell Bus Project using solar produced hydrogen, compressed and stored on board.

Players: Sacramento Municipal Utility District*, Schatz Fuel Cell Lab at Humboldt State University,
Center for Electrochemical Systems and Hydrogen Research at Texas A&M University*

Contact: Bud Beebe, Sacramento Municipal Utility District

.
Livermore
"Helios Project"--unmanned small aircraft powered by fuel cell using hydrogen stored on board.
Players: AeroVironment, United Technologies, Siemens Solar, Lawrence Livermore*

Contact: Jim McElroy, United Technologies
BEE

Santa Clara
Groundbreaking on a 2MW molten carbonate fuel cell unit for the City of Santa Clara Utility.
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Players:  Energy Research Corporation, City of Santa Clara, State of Califomia. Fuel Cell
Commercialization Group

Contact: Bill Baker, Energy Research Corporation

Diamond Bar
200k W Phosphoric acid fuel cell demonstration unit operating at the SCAQMD office. Unit was installed
and is maintained by Southemn California Gas.
Players: SCAQMD*, Southern California Gas.*
Contact: Alan Lloyd, SCAQMD
=N

Phosphoric acid fuel cell locomotive consortium to use on-board hydrogen.

Players: SCAQMD*, Fuel Cells for Transportationt, GM ElectroMotive Div., Burlington Northemn. U.S.
DOE (OTT)*.

Contact: Alan Lloyd. SCAQMD
N
Solid polymer fuel cell bus commercialization-scale demonstration using compressed hydrogen storage.
Players: SCAQMD*, Ballard Power Systems*, B.C. Transit, Provincial Government of British Columbia
L

Los Angeles Residential Project--demonstration using solid polymer fuel cell to supply residential electric
power and use iron oxide hydrogen storage.

Players: H-Power, SCAQMD*, Rolls-Royce, Johnson Mathey, Southem California Gas Company*
Contact: Joe Maceda, H-Power

Riverside
IC engine conversions using solar-produced hydrogen stored on-board.

Players: SCAQMD*, University of California Riverside, Electrolyser Corporation*, Hydrogen Consultants,
Inc.*

Contact: Jim Heffel, University of Califomnia. Riverside.
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El Segundo
IC engine vehicle conversions using solar-produced hydrogen stored on-board. Vehicles are part of Xerox
facility's fleet and will continue to operate in that environment.

Players: Xerox, Clean Air Now!t, ARPA, Praxair*, United Technologies, Hydrogen Consultants. Inc.*,
City of El Segundo.

Contact: Paul Staples. Clean Air Now!

Irvine
Commercialization-scale hydrogen IC vehicles road tested in 1995.

Players: Mazda R&D of North America*, Mazda of Japan, Hydrogen suppliers.

Contact: Vahe Kludjian, Mazda R&D.

Colorado

Denver
IC engine conversion to run on HYTHANE, a blend of 95/5 methane-to-hydrogen by weight. Includes
comparison with comparable natural gas and gasoline vehicles, and a HYTHANE refueling station.

Players: Hydrogen Consultants*, Air Products & Chemicals*, City and County of Denver, Public Service
Company, Public Technologies' Urban Consortium.

Contact: Deborah Kielian, City and County of Denver.

Michigan

Detroit
Solid polymer fuel cell demonstration vehicle to use on-board compressed hydrogen.

Players: Ford Motor Company*, Directed Technologies*, U.S. DOE (OTT)*, hydrogen suppliers, fuel
cell suppliers to be named and others to be named. '

Contact: Bradford Bates, Ford Motor Company
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New York

White Plains

Construction of commercial production plant using Hytex® technology and air separation to produce
hydrogen from various fuel feedstocks.

Players: Praxair* and Texaco

Contact: Michael Kerr, Praxair

Syracuse

Small-scale demonstration solid polymer fuel cell vehicle using advanced carbon as on-board storage.

Players: Niagara Mohawk, Syracuse University*, U.S. DOE (OEM)*, National Renewable Energy
Laboratory*, YTi, Inc.

Contact: Karl Young. YTi

Pennsylvania

Erle
IC vehicle conversions using HYTHANE fuel, and HYTHANE refueling station.

Players: Bruderly Engineering, Hydrogen Consultants, Inc.*, Air Products & Chemicals*, Pennsylvania
Energy Office, National Fuel Gas Company

Contact: Venki Raman, Air Products

Plitsburgh
Phosphoric acid fuel cell demonstration at the Pittsburgh airport.  Will be used for an EV recharging
station.

Players:  Pennsylvania Energy Office, Westinghouse, Pittsburgh Airport, Mid-Atlantic Regional
Consortium for Advanced Vehicles.

Contact: Dan Desmond, Pennsylvania Energy Office

Mid-Atiantic

Mid-Adantic Regional Consortium for Advanced Vehicles is a large consortium that includes the states
of: New York, New Jersey, Pennsylvania, Delaware, Maryland, Virginia, Washington DC and West
Virginia. The Consortium also consists of a number of large and small companies and research centers
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that combine consortium funds and ARPA funds for various demonstration projects are part of a

commercialization plan.

Projects include:

+ two hybrid buses and one hybrid taxi to include the following technologies (not necessarily ail in one
vehicle): atmospheric pressure solid polymer fuel cell with on-board hydrogen storage. advanced
flywheel and lithium polymer batteries.

* 15-75 kW multi-gaseous fueled hybrid gen set (gaseous fuels will be hydrogen. hythane, methane and
propane).

+ "Intelligent battery" diagnostic smart switch technology for EVs.

» Advanced HV/AC hydride heat pump (is CFC-free) for vehicles.

South Carolina

Alken
Hydrogen retueling facility using steam reforming and hydride storage.

Players: Westinghouse Savannah River Facility, Exxon, others to be named.

Contact: Bill Summers, Westinghouse Savannah River

Georgia

Atlanta
Hydrogen IC Transit Bus using hydride storage to be used at the 1996 Olympics.

Players: Westinghouse Savannah River Facility, Georgia Tech, City of Augusta, Georgia Power.

Contact: Bill Summers, Westinghouse Savannah River

Florida

Cape Canaveral
Hydrothane project in an IC Ford Crown Victoria. This project uses higher hydrogen content
methane/hydrogen blend.

Players: NASA*, Florida Solar Energy Center*, Praxair*, City Gas of Florida, EG&G.

Contact: Addison Bain, NASA




West Palm Beach

Known as the PEM fuel cell demonstration using compressed hydrogen storage. Energy Partners Green
Car Project.

Players: Energy Parmers*

Contact: Rhett Ross, Energy Partners

West Paim Beach
Prototype designs for fuel cell manufacturing facilities.

Players: Energy Partmers*, Florida Solar Energy Center*, State of Florida, Florida Atlantic University,
Florida Institute of Technology.

Contact: Rhett Ross, Energy Parmers

Alabama

Mcintosh

Construction of a commercial hydrogen production facility using by-product hydrogen from chlor-alkalai
manufacturing.

Players: Praxair*, Olin Chemical

Contact: Michael Kerr, Praxair

Louisiana

Plaquemine
Molten carbonate fuel cell demonstration using coal-derived syngas.

Players: EPRI*, Energy Research Corporation, Destec Energy.

Contact: Bill Baker, Energy Research Corporation

Washington DC

Phosphoric acid fuel cell bus using reformed methanol from on-board reformer will be demonstrated
sometime this year.
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Players: Georgetown University*, U.S. DOE (OTT)*, H-Power, other players.
Contact: Sam Romano, Georgetown University
[

Solid polymer fuel cell vehicle bench-scale test using reformed methanol from on-board reformer to be
demonstrated in 1997.

Players: SCAQMD*, DOE (OTT)*, Dow Chemical, Ballard Power Systems*, GM (formerly their Allison
Division).

Contact: Pandit Patil, U.S. DOE

USCAR and Clean Car Initiative Projects. Among other projects, will include hybrids and fuel cell
vehicles using hydrogen.

Players: Initially, Big Three auto companies, Department of Energy (OTT has lead for DOE), Department
of Commerce (Mary Goode). Others to be named as projects develop.

* Denotes NHA Member
¥ Denotes participating membership association of NHA's Colleagal Relationship Information
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Answering Hydrogen inquiries from the Public

Typically, phone call inquiries that come into the National Hydrogen Association are
from industries and small business that want to learn more about the NHA and its
programs, or use us as a networking tool. All phone calls result in an NHA
information packet being sent and adding the caller's name, affiliation, address,
phone and fax number to the NHA database.

Often, the caller’s questions are aimed at a specific technology, application or method
of production, and NHA staff is able to give them general information and an
aggregated view of the relevant industry or research group. For very detailed
technical information about a specific process, or questions aimed at collaborative
efforts, the NHA staff, after making a judgement decision on the level of seriousness
and knowledge of the caller, recommends further contact from among its members,
colleagues, or network.

The NHA has a policy on handling questions about hydrogen and its enabling
technologies: All correspondence results in at least one action item. Ifthe phone call,
fax or letter did not generate some reciprocal activity on the part of the NHA, then
we did not perform our job of information transfer.

For the quarterly reports that are submitted to NREL, information will be conveyed
on the attached form. The reports will include a catalogue, listed alphabetically by
organization, and assigned a code indicating the type of organization they are, e.g.,
industry, small business, membership organization, student, etc. Each name will be
added to the NHA'’s existing database, and one printed copy and diskette copy will
be given to NREL at the termination of the contract.
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Inquiry Raspo;{;e Form

NAME:

COMPANY:

ADDRESS:

PHONE FAX

E-MAIL

— ]

|

ACTIONS TAKEN . NHA DATABASE
CODE

CLASSIFICATION
TYPE




SUPPORTING ANALYSES AND ASSESSMENTS:
HYDROGEN MARKET ANALYSIS

Jim Ohi
National Renewable Energy Laboratory
Golden, CO 80401

Abstract

Supporting analysis and assessments can provide a sound analytic foundation and focus for prograr
planning, evaluation, and coordination, particularly if issues of hydrogen production, distribution, storage,
safety, and infrastructure can be analyzed in the context of a competitive marketplace. The overall
purpose of this activity is to conduct key analytic tasks—such as market status, opportunities, and trends:;
environmental costs and benefits; and regulatory constraints—to help establish a long-term and systematic
analytic foundation for program planning and evaluation. Within this context, the purpose of the project
is to help develop near-term transition strategies to achieve the long-term goal of the Hydrogen Program.
In FY94, NREL will develop a cooperative effort with industry, the National Hydrogen Association
(NHA), state/regional regulatory agencies, and other federal agencies to identify and evaluate near-term
market opportunities for hydrogen utilization. The goal of this project is to identify one or more potential
industrial partnerships for near-term hydrogen, production, distribution, and utilization. Activity to date
is reported.
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Project Rationale

Supporting analysis and assessments can help establish a sound analytic foundation and focus for program
planning, evaluation, and coordination. The overall purpose of this activity is to address key issues—such
as market status, opportunities, and trends; environmental costs and benefits; and regulatory constraints
and opportunities—1to help cstablish a long-term and systematic analytic foundation for program planning
and evaluation. One key need under program planning is defining and implementing a transition strategy
to achieve the long-term goals and objectives of the Hydrogen Program through near and mid-term
initiatives, activities, and projects. This transition strategy must ensure that near-term efforts are part of
a cost-effective and coherent path to achieve the strategic and long-term programmatic goals. As part
of defining a transition strategy, hydrogen production, distribution, storage, safety, and infrastructure needs
should be analyzed in the context of a competitive marketplace. In pursuing near-term efforts as part of
a transition strategy, it is particularly important to work closely with industry and to analyze critical
technical and non-technical issues within an actual market context. In summary, the project will help
identify and develop near-term efforts with industry as part of transition a strategy to achieve the long-
term goals of the Hydrogen Program.

Approach

In FY94, NREL has begun to develop a cooperative effort with industry, the National Hydrogen
Association (NHA), other industry associations, state/regional agencies., and other federal agencies to
identify and evaluate near-term market opportunities for hydrogen production, storage, distribution, and
utilization. The NHA will survey the hydrogen industry and provide a status report on existing hydrogen
production, storage, distribution, and utilization. The NHA will also obtain the industry’s perspective on
near-term business opportunities. Based on the NHA survey of industry status and the industry’s
perception and interest in near-term opportunities, NREL will identify and evaluate potential projects for
near-term hydrogen production, storage, distribution, and utilization in the utility, industrial, and
commercial energy sectors. Potential near-term opportunities in the utility sector include sources of
inexpensive electricity such as "spilled hydro” from the Bonneville Power Authority and other large
hydroelectric systems for hydrogen production through electrolysis. In the industrial sector, potential
near-term opportunities include higher-value use of hydrogen generated as a by-product of industrial
processes, such as sodium chlorate production. In the commercial sector, the potential use of hydrogen
as a fuel for mobile and stationary energy needs of eco-tourism facilities will be explored. Based on this
inventory and evaluation, NREL will identify potential near-term opportunities, develop evaluation criteria
based on industry input and needs, and explore selected opportunities for cost-shared, collaborative
government- industry projects that will further the strategic and long-term goals of the Hydrogen Program
through co-development of critical near-term technologies for hydrogen production, storage, distribution,
and utilization,

Key Resuits

Progress to date on identifying and evaluating potential opportunities and industrial partnerships for near-
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term hydrogen, production, distribution, and utilization are described below by energy-use sector.
Utility Sector

NREL is conducting major analytic activities for the DOE Office of Utility Technologies and for the
Office of Planning and Analysis on utility issues. These activities include integrated resource planning
involving, for example the National Association of Regulatory Utility Commissioners (NARUC), the
Independent Power Producers Association, and the American Public Power Association. and a major
project on identifying and assessing the nceds of principal stakeholders in renewable energy generation,
including major utilities, the DOE Power Marketing Administrations (PMAs), major financial institutions
and investors, manufacturers, and all major renewable energy industry associations. NREL is also
conducting a major technical, economic, and environmental study of distributed utility generation. These
and other complementary efforts at NREL, other national laboratories, and in the public and private sectors
will be coordinated with this activity to identify and evaluate near-term market opportunities for hydrogen
in the utility sector.

Bonneville Power Administration (BPA)

The BPA is developing a R&D strategy as part of a comprehensive reorganization effort to redefine itself
and its role in the Northwest energy market. The BPA is interested in dispersed generation and in
hydrogen generation, storage, and use to meet peak seasonal demand. According to the BPA, water flow
on the Columbia River will be determined more by the needs of the salmon fishery than by the needs of
the BPA system for power generation to meet customer demand. Hydrogen could meet an important need
if it can be generated economically during peak river flow in the spring, stored over summer and fall, and
used to generate electricity during winter to help meet peak demand. Hydrogen has the potential to enable
the BPA to meet both its energy and environmental needs, particularly if seasonal storage can be provided.
NREL will work with the BPA (after reorganization) to address the critical generation, storage,
distribution, and conversion issues. NREL will assess issues conceming technology, economics, and
infrastructure for integrating hydrogen into the BPA system.

Euro-Quebec Hydro-Hydrogen Pliot Project (EQHHP)

NREL will explore opportunities for cooperation and collaboration with the EQHHP, which includes
hydrogen storage and transportation, urban transportation applications, and market/distribution studies.

EPRI Utllity Interest Group

NREL is exploring a collaborative study and evaluation of hydrogen -enhanced gas turbine combustion
for NO, control with this group. This informal group includes gas and electric utilities and turbine
manufacturers. NREL will also explore opportunities for hydrogen-enhanced gas turbine combustion for
NO, control in rapidly urbanizing states with strict emission controls such as Florida and Califomia.

Industrial Sector
NREL is working with industry on a number of cooperative research and development agreements on
technologies, ranging from advanced vacuum insulation for thermal management of high-temperature

batteries with the US Advanced Battery Consortium to producing ethanol from municipal solid waste with
the Amoco Corporation. Based on this experience, NREL will explore opportunities for near-term, cost-
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shared technology development with industrial partners, NREL will begin by contacting major industry
associations, such as the Compressed Gas Association, the National Petroleum Refiners Association, the
American Independent Refiners Association, the National Petroleum Council, and the Chemical
Manufacturers Association, to obtain information on potential users of hydrogen in the industrial sector,

By-Product Hydrogen from Chemical Production

NREL will identify industrial by-product hydrogen, for example from sodium chlorate production and
evaluate storage, distribution, and higher-value use options for this supply source. Potential industrial
collaborators include the Kerr-McGee facility in Mississippi for altemative by-product hydrogen use and
a Dow Chemical plant in Louisiana for hydrogen- enhanced natural gas turbine combustion to meet tighter
emission controls. NREL is also exploring linkages of this effort with the Texas Sustainable Economic
Development Commission, which is interested in hydrogen as a transitional and end fuel for sustainable
economic development.

Foster Wheeler/Energy Technology Engineering Center (ETEC)

NREL is exploring a potential collaborative effort with Foster Wheeler and ETEC to develop a small-scale
natural gas reformer that would be suitable for decentralized hydrogen fueling stations. NREL will also
contact other critical potential participants, such as the Scuthem Califomia Gas Company, the Gas
Research Institute, Air Products, and Oak Ridge Nationa! Laboratory to assess the near-term market
potential for small-scale, distributed natural gas reforming stations for hydrogen refueling.

Commercial Sector

The near-term focus for this sector will be hydrogen applications in buildings and in business ventures
that can take advantage of environmental qualities of hydrogen use and renewable energy sources for
hydrogen production. NREL conducts a comprehensive R&D program on energy efficient and renewable
energy technologies for buildings, including passive and active heating and lighting technologies and
computer-assisted building envelop design. NREL is also involved in 2 major program in DOE’s Office
of Transportation Technologies to develop fuel cells for transportation applications. The timely
development of a hydrogen fuel infrastructure is a critical issue for this program.

Natural Energy Laboratory for Hawall (NELH)-Hilton Hotels

In the commercial sector, NREL will explore the potential of hydrogen generation, storage, and use as part
of the growing interest in eco-tourism. The Hilton Hotels has expressed interest to the NELH in exploring
the use of hydrogen generated locally to fuel vehicles and to fuel boats used for diving and other marine

activities on its resort at Kona on the big island. The NELH is interested in exploring a number of
hydrogen generation options based on indigenous renewable energy resources.

Definition of Success

The project will be successful if NREL can facilitate partnerships among industry, utilities, and
government (local, state, federal) to enter into venture opportunities for near-term hydrogen production,

48




storage, distribution, and use. A key measure of success will be the willingness of industry to co-develop
critical near-term transitional hydrogen technologies with the DOE. The project can then make an
important contribution toward linking near-term demonstration efforts with the long-term strategic goals
of the Hydrogen Program. Other measures of success include helping to transfer technology and
information to industry and other stakeholders.

Proposed Future Work

Proposed future work will depend on the outcome of on-going work, but a number of follow-on efforts
are possible. These include:

. A systematic method to identify and screen potential near-term market opportunities.
based on existing and projected market trends and industry activity, regulatory constraints
and opportunities, regional interests and development patterns, etc.

. Comprehensive criteria to evaluate near-term demonstration opportunities based on
industry perspectives and needs.

. A collaborative effort with ETEC to develop a component/system modeling and testing
capability for hydrogen production. storage, and dispensing options.

. A comprehensive programmatic benefits analysis to develop quality metrics based on
energy, economic, environmental, and equity criteria to help evaluate program strategy.
options, priorities, and direction based on projected benefits streams

Technology Transfer

The project embodies technology transfer because its purpose is (6 identify, evaluate, and propose near-
term, cost-shared, venture opportunities to produce, store, distribute, and use hydrogen. Close interaction
with industry will be key to the success of this project.
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ENERGY PATHWAY ANALYSIS

Joseph S. Badin, George Kervitsky,
and Stephen Mack
Energetics, Incorporated
Columbia, MD 21046

Abstract

An analytical framework has been developed that can be used to estimate a range of life-cycle costs and
impacts resulting from environmentally-driven, market-based. and prescriptive scenarios. This ten month
effort has resulted in a comparative nomalized analysis of energy pathways that encompass incremental
production, storage. transport, and use of different fuels or energy carriers, such as hydrogen. electricity,
natural gas, and gasoline. This analytical framework is the result of a series of recommendations of the
Hydrogen Technical Advisory Panel after its review of the U.S. DOE Hydrogen Program Multiyear Plan
FY 1993 - FY 1997.

The pathways provide DOE with an indication of near-, mid-, and long-term technologies that have the
greatest potential for advancement and can meet cost goals. The individual pathways have been linked
into a linear programming network model. The methodology and conceptual issues are discussed. Also
presented are results for selected pathways from the E3 (Energy, Economics. Emissions) Pathway Analysis
Model and from selected scenarios for the E3 Network Analysis Model. The analyses are framed by
economic considerations of decisionmaking to select energy pathway or fuel cycle options. To be a
competitive energy resource, the environmental, efficiency, and domestic sustainability benefits of utilizing
hydrogen must outweigh the total production and delivery cots. The aim of these studies is to identify
the pathways that maximize the difference between total consumption benefits and total production costs.
When this condition is reached, economic efficiency is achieved. Differential life-cycle costs criteria can
be used to judge whether a considered pathway improves economic efficiency relative to the status quo
or to some other energy investment.

Pathway results and network scenarios will identify the magnitude of the technical, economic, and societal
(infrastructural) challenges which need to be overcome to effect a transition to a hydrogen-electricity
economy. Analytical results will suggest various hydrogen energy applications that have early market
possibilities. This information can accelerate the development of hydrogen energy systems for market
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possibilities. This information can accelerate the development of hydrogen energy systems for market
introduction. Future work will consist of the expansion of the models to include: system measures of
reliability and safety; a more diverse set of nodal activities; complete update of the Multiyear Plan
appendices; coordination with the International Energy Agency Agreement (IEA) Annex 11, Integrated
Systems: aircraft applications; and additional scenario development and analysis.

The pathway/network framework will be made available as an analytical tool to screen competing system
options for regional or site-specific conditions. For example, candidate systems or strategies are being
proposed for Southem Califomnia, Alaska, and other sites. Total pathway impacts of each strategy need
to be evaluated. Coordination with industry and national laboratories will allow a continuous update of
input values and additions to pathway activities that will keep the models relevant and useful. This
framework can also be applied in the screening process of candidate demonstration projects. Additionally,
this work complements system simulation activities proposed in the IEA Agreement and helps to integrate
the results of ongoing projects in the program.

introduction

Hydrogen has long been envisioned as a desired energy carrier for the future sustainable energy economy.
Hydrogen is not a primary resource, but must be manufactured at significant costs and primary energy
consumption. To be a competitive energy resource, the environmental, efficiency, and domestic
sustainability benefits of utilizing hydrogen must outweigh the total production and delivery costs. The
aim of system studies and analyses is to identify the pathways that maximize the difference between total
consumption benefits and total production costs. When this condition is reached, economic efficiency is
achieved. Differential life-cycle costs criteria can be used to judge whether a considered pathway
improves economic efficiency relative to the status quo or to some other encrgy investment. It is
emphasized that our analysis is framed by economic considerations of decision making to select energy
pathway or fuel cycle options: this means that financial models are used to structure the organization and
scope of the analysis and that the analysis of physical phenomena, such as emissions, reliability, safety,
and impacts, is driven by concern for estimating monetary values.

In order to provide answers to the questions posed from considering the multi-dimensional aspects of
economic efficiency, the U.S. DOE Hydrogen Program has expanded its System Studies program element.
System studies are a broad coordinated set of efforts in the areas of life-cycle cost analysis, market
analysis and assessment, environmental analysis, and assessments of system safety and reliability.

Coordinated analyses of the integration of component technologies will ensure that the Federal investment
is directed to systems that could actually be deployed. Such activities will identify and quantify estimates
of the implications of the transition to the hydrogen energy cconomy and the actions that could influence
its evolution. System studies will identify the magnitude of the technical, economic, and societal
(infrastructual) challenges which need to be overcome to cffect such a transition, Analytical results will
suggest various hydrogen energy applications that have carly market possibilities. This will accelerate the
development of hydrogen energy systems for market introduction.



Analytical Framework

An energy economy is comprised of a diverse set of energy technologies and pathways serving the needs
of the various demand sectors. An energy pathway is a series of source to end-use processes defined by
particular technologies. Pathways include primary energy sources. conversion processes, energy storage,
methods of delivery, and end-uses, as shown in Figure 1.

The primary objectives of the energy pathway framework are:

«  To create a unified conceptual design for organizing the various costs, performance, and
physical measures associated with the production and consumption of energy from different
fuel types;

+  To demonstrate an accounting framework that can be used to estimate measures of costs and
impacts along a pathway that result from an incremental use of different fuel types and use
this information in a comparative analysis;

« To identify critical trends, impacts, issues, and information needs that will affect the
expanded analytical efforts to develop comprehensive assessments of energy pathways for
large-scale delivery.

The economic evaluation of technologies is not straightforward because tradeoffs are made between cost,
efficiency, and other properties, and different technologies may turn out to be more advantageous
depending on the entire scenario or pathway within which they are considered. Thus, different pathways
are evaluated by means of a system model. The E3 Pathway Model considers efficiency, capital costs,
life-cycle costs. and emissions. The analysis pinpoints targets of opportunities as a result of sensitivity
studies. Thus, the analysis leads to guidelines and goals for technology development and provides a
framework for decision making.

The structure and data flows of the E3 Pathway Model are shown in Figure 2. The model is run in a
relational database environment, PARADOX®4.0. The model contains libraries of activity nodes (pathway
steps) by technology with data for current and advanced scenarios. Also included are libraries for
financial data, emission values, and for analyzed pathways. Data libraries are described in more detail in
Table 1. Reports can be generated in both tabulated and graphical formats.

Table 1. Description of Data Libraries

Data Set Description Parameters
Activities Library Technology characterization Capital Cost ($/kW), ($/kWh)

cost and performance data O&M; Fixed ($/kW-yr), variable
1$/kWh-yr), % of capital ($/yr)

e Current status Capacity Factor (%)

»  Advanced Efficiency (%)
Life (yrs)
Emissions (g/kWh). CO,, NO,, SO,
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Node-Pairs Library Establishes links among energy | "To" Node

(Directly Linked to conversion, delivery, and end- | "From" Node
Activities Library) use activities Activity Type (technology)
Pathway Library Saved and completed pathway | Energy IN/OUT

analyses Annual Cost ($/Yr)

Present Worth ($)
Levelized Cost ($/kWh delivered)
Emissions (tons/yr)

Financial Library Discounted cash flow data for Discount Rate (%)

life-cycle analysis Inflation Rate (%)

Depreciation (yrs)

Tax Rate (%)

Property taxes and Insurance (%)

Progress in Pathway Analysis

Much progress in pathway analysis has been accomplished since the U.S. DOE Hydrogen Program Plan
FY 1993 - FY 1997 was issued in June 1992. In that document, pathways were compared based on a first
cost only screening criteria and on a preliminary screening of emission, as shown in Figure 3. In addition,
the economic screening ended at the point of energy delivery without including the consumer segment of
the pathway.

A rigorous methodology for estimating life-cycle costs and impacts for each energy pathway or fuel cycle
was developed and modeled in the E3 Pathway Analytical Model. The following sections will briefly
overview the energy efficiency, economics, and emission valuation approach used in the model.

Energy Efficiency

All pathways in this comparative framework are normalized to provide one kilowatt (kW) of equivalent
power to an end-use customer. Energy delivered (in equivalent kilowatt-hours) is based on temporal
demands characterized by an annual capacity factor or hours per year operated and dispatched.

Differences among the efficiencies of various pathways are accounted for in component cost, since larger
or smaller system components are required to deliver a given amount of power depending on the
efficiencies of downstream conversion steps. As shown by the following equation:

Capacity i = Capacity (i+1)/Efficiency (i+1) hH
where (i+1) is the subsequent downstream process step. The required capacity of each component in the
technology pathway per kW of delivered power is obtained by dividing the delivered power by the product

of all efficiencies downstream. The overall system cost thus incorporates not only the cost of each
technology. but also the capacity required in each transfer step.
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Economics

The discussion of economic life-cycle cost valuation for pathway analysis highlights conceptual and
practical issues that must be addressed to combine impact and economic information. The economic
methodology for determining an estimate of life-cycle costs for each process step is represented by the
following equations:

Capital Recovery Factor (CRF) = k/(1-(1+k)™) (2)

where: k = real discount rate (weighted average cost of capital)
n = project life

Fixed Charge Rate (FCR) = CRF ((1-T(DPF) - (ITC)/(1-T)) + PTI (3)
where: T = income tax rate

DPF = real depreciation factor

ITC = investment tax credit (currently = Q)

PTI = property taxes and insurance

Typical utility applications have a discount rate of 6.1% and a project life of 30 years.

Life-Cycle Cost ($kWh) = [P,,(FCR)) + R, (FCRy) + CRF(OC,,)}/kWh,, 4)
where: P, = present worth of plant capital

FCR, = fixed charge rate for plant

R, = present worth of replacement capital

FCR; = fixed charge rate for replacement

oC,, = present worth of all annual and intermittent operating costs, fuels, and electricity

costs, maintenance, and extemnalities.

Total pathway life-cycle cost is the sum of all the component calculated life-cycle costs. The E3 Pathway
Analysis Model also contains an automatic parametric analysis option which forms the basis for sensitivity
studies.

Emissions

Energy resources impose a variety of costs on society. Traditionally, the cost of energy resources have
included only a portion of these costs such as capital cost, operation and maintenance, fuel/electricity cost,
and fixed charges. Other costs, which can be substantial, have not traditionally been included in the cost
structure. These costs, typically referred to as externalities, are real costs borne by society in the form of
increased health care expense, economic impacts on material and agricultural resources, and reduced
quality of life.

In recent years, economists, environmentalists, regulators, and other have debated whether the cost of
externalities should be incorporated into the total cost of an energy resource. Economists argue that
inefficient economic outcomes result when extemal costs are not incorporated in economic decisions. The
suboptional outcomes can directly effect the quantities of energy that consumers demand and may lead
society to pursue the "wrong" types of energy resource options. By accounting for external costs, the
selection of energy sources and production of energy products can lead to an equilibrium, where the total
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cost of energy and energy products, together with the resulting social costs, can be brought to an economic
minimum, thereby reaching the condition of economic efficiency.

A variety of methods have been suggested for intemalizing the cost of externalities, including the use of
monetized emission costs, estimates, weighing and ranking schemes, fixed percentage production adders,
and other approaches. Of these, two approaches, the use of monetized emission costs and fixed percentage
production adders have gained a relative acceptance. To date, five states (CA, MA, NV, NY, OR) have
adopted the use of monetized emission costs and others, including Wisconsin and Vermont, have adopted
the use of fixed percentage production adders. The E3 Pathway Analysis Model allows for either
approach to be used and includes representative emission values for CO,, NO,, SO, that are used by State
Public Utility Commissions. Selected values are presented in Table 2. The model has an option to
include state-specific or user-defined emission values into the annual operating costs of the life-cycle cost
equation.

Table 2. Recommended Emission Values (1989 $/ton emitted)

Oregon | Massachusetts | New York | Nevada PACE
Emission OR MA NY NV BPA* University Study
S0, 1,500 1,500 820 1,560 1,500 4,060
NO, 884 6,500 1,780 6,800 69/884 1,640
Cco, NE 22 2 22 NE 14
California® California® California® California
SDGA&E/SCE PG&E CEC-In State CEC-Out of State
Emission CA CA CA CA
80, 18,300 4,060 12,460 1,080
NOy 24,500 7,100 12,560 2,920
Co, 26 26 7 7
Footnotes:
a. BPA - Bonneville Power Administration
b. SDGA&E - San Diego Gas & Electric
SCE - Southemn California Edison
c. PG&E - Pacific Gas & Electric
d. CEC - California Energy Commission
Network Model

Individual pathways share several resources in common. A key limitation of this comparative framework
is that there is no simple method to allocate these common resources in a realistic manner. A network
model has been developed that interties the individual pathways and utilizes their previously determined
cost, capacity, and emission coefficients as shown in Figure 4. The linkage between the E3 Pathway
model and the E3 Network model is shown in Figure 5. A linear programming (LP) model, using a set
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of reasonable boundary conditions and constraints, will help estimate the optimum mix of primary resource
to be aprlied to hydrogen production. Other impacts can also be estimated. The resulting equilibrium
conditions will help estabiish program priorities and provide information for program planning. Rather
than examining energy pathways separately, their components and common resource connections are
combined into a network lattice that consists of feasible energy forms and transformation activities
generated from the current E3 Pathway activity data sets. They are then analyzed using the E3 Network
model.

LP is a technique for finding the least cost solution to a problem which contains many potential
alternatives. In this study, the altematives are the energy transformation steps producing and using both
conventional and renewable resources including hydrogen. LP optimization is particularly useful for cases
in which several different constraining factors are to be considered. These factors may include limits on
resources, minimal performance standard for secondary objectives (e.g. emissions targets). or a forced
resource allocation based partly on regulatory or legislative mandates. An LP optimization usually
generates an optimal solution that contains only some of the considered activities. Scenario modeling
entails defining and optimizing (solving) a parametric set of related problems that are somewhat ditferent
in cost, resource limits or extemality constraints and then examining their effects on total system cost.

In E3 Network scenario development, an initial base or unconstrained case is first formulated and executed
as an LP model. No extemalities are considered. The resulting optimal solution set is driven strictly by
economic considerations and is therefore the lowest cost possible. All other scenarios will generate
optimal solutions greater than or equal to the base case. Therefore the base case acts as a reference point
for analysis. One would expect that in the E3 Network, the base case would consist of only non-
renewable resources which at current prices, are economically the most attractive. This was found with
a test case. By defining model scenarios, alternative or renewable forms of energy, including hydrogen,
can be forced into a LP solution by the addition of secondary constraints or limiting non-renewable
resources to levels that are exceeded by demand. The effects on total system cost can then be examined.
If a scenario with side constraints is globally feasible, it will generate an altenative optimal low cost
solution that still satisfies each constraint. Infeasibilities can occur when multiple constraints are
formulated that are impossible to simultaneously satisfy. When a series of scenarios are run, cost and
utilization solution values can be compared, indicating the renewable and/or environmental strategies that
would be most attractive. Scenarios will also indicate the economic choke points of potential pathvvays
by pointing out which energy transformation steps would be the most costly parts of the process. An E3
Network studies the interconnections of energy transformation activities culminating in end-use demands
and should predict the actual economic synergies among current and envisioned technologies.

A secondary product of an LP optimization called the reduccd cost is a basic mechanism for post-optimum
sensitivity analysis. Unique reduced costs exist for each energy transformation activity in a network
problem. In an optimal solution to an LP problem, some activities will have positive levels and some will
be zero. This linear combination of activity levels is what constitutes the low cost solution to meet end-
use demand. In other words, in the process of meeting end-use demands each energy transformation
activity will either be utilized to some degree or, for economic reasons, it will not be used at all. For
activities with non-zero levels at optimality, their corresponding reduced costs will indicate how much the
total system cost could be decreased if one additional unit of the resource were available. The
examination of reduced costs will generally indicate which resource activities are candidates for further
study. A non-basic (zero level) energy transformation activity with a high reduced cost would be a
prediction of substantial economic resistance to the technology’s introduction, while a non-basic activity
with a relatively low reduced cost would identify an energy technology that may be attractive in the future
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after short term improvements in efficiency or else present the least resistance to forced introduction by
regulatory or legislative mandates.

Findings

The current and advanced transportation and utility pathways presented in the Hydrogen Program
Multiyear Plan were re-analyzed using the E3 Pathway Analysis Model. Results are displayed in Figures
6 presents a side-by-side pathway comparison of the energy ratio (primary energy required/energy output),
life-cycle costs ($/km) with and without levelized emission values, and the physical measure (tons) of
emissions. It is clear that delivered fuel cost is a relatively small share of total pathway life-cycle costs,
with vehicle costs dominating. The values of the emission costs will impact pathway competitiveness.
Conventional gasoline/internal combustion engine pathway costs can increase as much as 40 to 75% while
the costs of alternatives increase only by about 5%, bringing some into the competitive range. Several
conditions can be identified under which hydrogen would become a more competitive energy carrier.
Gasification production routes appear to be most cost competitive but emissions and hydrogen purity may
be issues. Lower power generation or production costs (and higher efficiencies) would mitigate impacts
downstream in a pathway. In addition, R&D should be continued to provide practical direct photolysis
production approaches. Efficient low-cost, compact storage is also necessary. In terms of end-use,
inexpensive and highly efficient fuel cells would significantly enhance the attractiveness of hydrogen
energy applications. Also, cogeneration applications would increase overall system efficiency by taking
advantage of hydrogen's thermal energy value.

The results of this study to date are suggestive, not definitive, due to the broad scope of the analysis.
Future studies comparing hydrogen, electricity, and other energy carriers would benefit from site-specific
analyses. Sensitivity studies have been performed on parameters such as efficiency, capital cost, and
capacity factor/storage cycles per year. Figure 7 presents results of a sensitivity study of capital costs and
efficiency of photovoltaics (PV) and fuel cells in a utility pathway. Other sensitivity studies for
transportation and transmission distances, storage capacity per cycle, cogeneration, time dependent dispatch
and end-use values, water requirements and costs, and other applications would be valuable areas of
further investigation.

Future Work

The E3 Pathway Analysis Model is in the process of being expanded and updated to include system
considerations of reliability and safety in the estimation of life-cycle costs for hydrogen technologies.
Future work will also consist of the expansion of the models to include: a more diverse set of nodal
activities complete update of the Annex 11, Integrated Systems; aircraft applications; and additional
scenario development and analysis. In addition, the ability to convey uncertainty will be a user option.
Uncertainty refers to the spread of plausible values for an estimate and the level of confidence placed in
a quantitative statement. The pathway/network framework will be made available as an analytical tool
to screen competing system options for regional or site-specific conditions. For example, candidate
systems or strategies are being proposed for Southern California, Alaska, and other sites. Total pathway
impacts of each strategy need to be evaluated. Coordination with industry and national laboratories will
allow a continuous update of input values and additions to pathway activities that will keep the models
relevant and useful. This framework can also be applied in the screening process of candidate
demonstration projects. Additionally, this work helps to integrate the results of ongoing projects in the
program,
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Typical Pathway:

Generation —> Production —> Transport > Storage -—-> End Use

Figure 1. Typical Pathway Elements
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Abstract

These are the findings from a computer model study of hydrogen gas leakage in buildings. The gas cloud
shape and size was predicted using FLUENT 3.03. This study investigated the influence of building
geometry and passive venting on the formation of combustible gas clouds. The intent was to determine
under what conditions a "hydrogen safe building" could be constructed. That is to say what leakage rates

and for what length of time hydrogen can be vented from properly designed buildings without producing
sizable quantities of combustible fuel-air mixtures.
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introduction

Leaks of gaseous fucls insidc rcsidential or industrial structures create a risk of accidental combustion.
Equipping those structures with properly designed ventilation systems reduces that risk. If there is enough
ventilation such that a combustible mixture cannot accumulate, the accidental combustion risk can be
eliminated. This study is an investigation into the parameters which effect the accumulation of hydrogen
within a structure. Utilizing hydrogen’s high buoyancy to drive the ventilation flow was investigated as
a means to produce self venting structure (SVS) designs that would prevent the accumulation of a
combustible gas mixture.

SVS in this context refers to buildings and rooms which have no fresh air ventilation or have fresh air
ventilation rates compatible with ANSI/ASHRAE 62-1989, ANSI/ASHRAE 62-1989 is a standard which
was developed taking into account the effect of energy loss in the climate control system due to fresh air
ventilation. SVS designs do not have active ventilation systems which detect and evacuate hydrogen if
found.

Choice of Ventilation Rates for Modeling

It is important to note that climate controlled structures need some ventilation to promote good health.
Accumulation of gases that can be harmful to humans needs to be prevented. Current residential structure
designs include various vents. For example, stoves, bathrooms, and fireplaces are vented to the outside.
Proper SVS design (positioning and design of vents) using the current level of ventilation flow, will reduce
the risk of accidental combustion and may make these structures safe without reducing the energy
efficiency of the climate control system.

ANSI/ASHRAE 62-1989 was developed taking into account the effect of energy loss in the climate control
system due to fresh air ventilation. The flow rates indicated for various structures in ANSI/ASHRAE 62-
1989 were used to choose the ventilation flow rates used in the modeling in this study. ANSI/ASHRAE
62-1989 including Addendum 62a-1990 were developed by the National Voluntary Consensus Standard
under the auspices of the American Society of Heating, Refrigerating and Air-conditioning Engineers
(ASHRAE). Consensus in this case was defined as "substantial agreement reached by concemned interests
according to the judgement of a duly appointed authority, after a concerted attempt at resolving objections.
Consensus implies much more than the concept of a simple majority but not necessarily unanimity". The
consensus was derived with the participation of ASHRAE’s national and intemational members, associated
societies and public review. Though ASHRAE standards are referenced in many building codes,
conformance to them is completely voluntary.

The standard must make a compromise. Acceptable indoor air quality and minimizing climate control
energy consumption are contradictory goals. High ventilation rates improve indoor air quality but increase
energy consumption. Low ventilation rates improve energy consumption but reduce indoor air quality.
An interdisciplinary committee of engineers, architects, chemists, physiologists, product manufacturers,
and industry representatives was used to determine standards that would adequately balance the two
contradictory desires (Bell, 1983; Berg-Munch, 1984; Hicks, 1984; Janssen, 1986; Leaderer, 1983;
Raijhans, 1983; and Thayer, 1982).
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Figures 1 and 2 show the required ventilation rates for various types of structures given in the
ANSI/ASHRAE standard. The ventilation rates are presented in terms of SCFM/ft? (L/s-m%). If the
standard did not specify ihe ventilation flow rate in ierms of SCFM/f (L/s-m?) then the values of
occupancy/floor area were multiplied with ventilation rate/occupant to determine the ventilation flow rate
shown in the graph. Ventilation rates of 0.3 SCFM/ft* (1.5 L/s-m?) and 1.5 SCFM/ft2 (7.5 L/s-m?) were
chosen for the modeling to roughly bracket the range of ventilation rates given in the ANSI/ASHRAE
standard and are shown in the figures | and 2 as horizontal lines.

Active ventilation systems that use sensors to detect combustible gas and then actively purge the structure
by opening vents and/or forcing air through the structure would only create a ventilation flow when
combustible gas is present. The presence of combustible gas, which would trigger the active ventilation
system, would be very infrequent and would not increase the load on the climate control system under
nomal circumstances. Unfortunately, the infrequency of use would make active systems subject to
reliability problems and they would probably need redundancy and a scheduled maintenance program to
be reliable. SVS designs are passive and would not suffer from these reliability problems.

In this work effort passive SVS with and without ANSI/ASHRAE 62-1989 compatible flow rates were
modeled. The choice of whether or not to use a SVS or an active ventilating system is a function of the
leakage rate for which protection is sought and the length of leak time for which protection is sought.

Description of Model

FLUENT (Creare. X Inc., Hanover, New Hampshire) a computational fluid dynamics software package
which models fluid and heat transfer problems with a finite difference scheme; was used to solve the
continuity, momentum and concentration equations with the appropriate boundary conditions for this work.,

A time dependent analysis of the size and shape of gas clouds formed by hydrogen leaking into a building
was conducted using FLUENT.

Description of Problem

A variety of structural configurations for buildings into which hydrogen may leak were modeled. The
following parameters were varied:

Number of vents

Location of vents

Size of vents

Slope of ceiling (0°, 26.6°, 45°, 63.4°)

Rate of forced ventilation (0, 1.5, 7.5 L/s-m?)
Rate of hydrogen leakage (10, 100, 1000 L/min)

oA W~

inflow (Leakage)

Measured leakage flow rates (Swain, 1992); for hydrogen, methane, and propane, ranged from 1 ml/min
to 2.5 I/min in residential settings. The selection of hydrogen leakage flow rates was based on this
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experimental data. In an effort to investigate worst case scenarios, the minimum hydrogen Isakage rate
used was four times that of the largest measured hydrogen leak from pipe samples routinely removed from
naiural gas service by Peoples Gas in Miami, FL. This flow rate was then incrcascd by up to 100 times
during the course of the modeling.

Lean Limit of Combustion

Convective currents (gas motion due to density differences between cool unburned gas and hot burned gas)
can quench a flame (stop flame propagation) by increasing the expansion rate of the burmned gases and
increasing mixing with the cooler gases. This is particularly true for lean mixtures since there is a
relatively small amount of fuel in the mixture. Both the fuel consumption rate and the quantity of heat
released per unit of fuel-air mixture are small in lean mixtures. This makes the lean mixture more
susceptible to quenching. For example, it is widely accepted that hydrogen-air mixtures at concentrations
less than 10% hydrogen will not sustain a flame propagating downward (Strehlow, 1968; Fischer, 1986;
Al-Khishali, 1983; Bebelin, 1988; Edeskuty, 1988; Lewis, 1987, Glassman, 1987) and that a flame
propagating upward through a 4% to 10% mixture will only consume part of the hydrogen in the mixture
(Al-Khishali, 1983; Edeskuty, 1988; and Edeskuty, 1986).

Since the acceptable lean limit of combustion for the conditions inside a building is not clear this study
uses the following definition for safety evaluations. Mixtures leaner than 4.1% by volume hydrogen are
classified safe and mixtures richer than 10% by volume hydrogen are classified as very dangerous.
Mixtures between 4.1% and 10% were noted but not evaluated as safe or unsafe.

Discussion of Results of Computer Model of indoor Leakage

The study of hydrogen leakage inside buildings was initiated with a parametric analysis of vent location
and size. The parameters studied were lower vent (floor vent) position and size, and upper vent (ceiling
vent) position and size. This part of the analysis was made without ANSI/ASHRAE 62-1989 compatible
fresh air ventilation. Depictions of the findings are displayed in figures 3 and 4. Figure 3 shows the
results of hydrogen gas leakage into three single vent rooms. Figure 4 shows the results of hydrogen gas
leakage into seven multiple vent rooms. Each room was 8 feet tall, 12 feet long, and 8 feet wide. The
leak was located in the middle of the far wall. The leakage rate was 10 liters/min of pure hydrogen.
Modeling with no outlet vents was not done because at least one outlet was necessary to keep the room
at atmospheric pressure. The concentration at a specific location in the room is plotted as a function of
time. A "standard cloud" was used to define this location. The standard cloud is shown in each room
in the figures. A "cloud" in this context is a constant concentration surface generated by the computer
model. The hydrogen concentration at the boundary of the standard cloud (specifically, the concentration
at which the constant concentration surface was generated) was used as a measure of the room
concentration. The concentration at the boundary of the standard cloud is not necessarily the average
hydrogen concentration in the room but rather the hydrogen concentration at a particular location in the
room.

Figure 3 shows the hydrogen gas concentration for the standard cloud versus time in single vent rooms.
The room configuration for each curve is shown in small pictorials surrounding the graph. The average

70



concentration of hydrogen in the room is lower than the concentration depicted in the graph because, 1s
can be seen, the gas cloud is small relative to the size of the room. The hydrogen concentration inside
the cioud is larger than the concentration depicied in ihe graph and the hydrogen concentration outside
the cloud (the rest of the room) is lower than the concentration depicted in the graph. The vent
configurations producing curves in the upper portion of the graph are less desirable. The findings were
as follows:

With a single floor vent (the lower room in figure 3) the standard cloud concentration was 0.91% in 12
minutes. A single roof vent located directly above the leak (the middle room in figure 3) yielded a
standard cloud concentration of 0.90% in 12 minutes. Very little difference was seen between the single
floor vent and the single roof vent results because the flow rate in the outlet vent was required (by
physics) to be the same as the inlet flow rate. The buoyancy of hydrogen could not effect the flow rates
in the vents in the single vent room case. It can be concluded that a room with a single vent, whether in
the floor or ceiling, accumulates a combustible mixture relatively rapidly. A single vent allows for exit
of gas mixture from the room at the same rate that pure hydrogen is entering the room from the leak. The
fact that the accumulation rate of hydrogen is only slightly lower when the single vent is in the ceiling
rather than the floor can be attributed to the large amount of diffusion of hydrogen into the air before the
mixture can reach either vent. This yields relatively small concentration gradients in the rooms.

Figure 4 depicts the results of modeling rooms with more than one vent. The addition of a second vent
allowed the buoyancy of hydrogen to effect the flow rate in the outlet vent. As the buoyancy of hydrogen
drives the flow out a vent in the ceiling a second vent in the floor can allow fresh air to be drawn in,
increasing the total flow rate out the ceiling vent. Again, the room configurations for each curve are
shown in small pictorials surrounding the graph.

The room pictorial in the lower right hand comer of figure 4 has a standard vent (1.06 ft by 0.80 ft)
(0.324 m by 0.244 m) both above and below the hydrogen leak. This configuration produces a
significantly lower hydrogen accumulation rate.

Dividing the area of the lower vent into two vents, one on each side of the room (the first pictorial above
the bottom right hand side of figure 4), has little effect on the accumulation rate of hydrogen in the room.
The purpose of the lower vent is to provide additional air flow into the room as the buoyancy of hydrogen
increases the flow rate of hydrogen and air out of the ceiling vent. The location of this "make-up" air is
not as important as the fact that additional air can be added to the room.

Moving the lower vent to the other side of the room and reducing its size by 1/2 (the second pictorial
above the bottom right) causes the hydrogen to accumulate slightly more rapidly. This is a further
demonstration that the location and size of the lower vent is not important as long as a lower vent is
provided.

Moving the upper vent to the other side of the room (the pictorial in the upper right hand comner of figure
4) has a dramatic effect, increasing the accumulation rate to that of the single vent configurations.
Comparing the room in the lower right comer of figure 4 with the room in the upper right comer of figure
4 shows the importance of upper vent location. In the room in the upper right corner of figure 4 the
hydrogen is so diffused and mixed with air by the time it reaches the ceiling vent that the buoyancy effect
has become negligible. The higher concentrations of hydrogen found in the core of the leak cloud are
needed to appreciably decrease the hydrogen accumulation rate in the room.
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Doubling the upper vent size (the first pictorial to the left of the bottom right hand corner of figure 4)
slightly reduces the accumulation rate of hydrogen in the room. The standard vent size chosen for this
modeling does not appreciably restrict the flow of rising hydrogen-air mixture.

Moving the lower vent to the opposite side of the room (the second pictorial to the left of the bottom right
hand comer of figure 4) has no discernible effect on the accumulation rate. Comparing the room second
from the top on the right of figure 4 with the room second from right at the bottom of figure 4 shows the
increase in accumulation rate is due primarily to decrease in floor vent size.

Decreasing the upper vent size (the lower left pictorial) significantly increases the hydrogen accumulation
rate. Comparing the two rooms at the right and the room on the left at the bottom of figure 4 shows that
the standard vent size provides most of the available improvement in hydrogen venting. Doubling the area
of the standard vent yields only a small reduction in hydrogen accumulation rate while cutting the standard
vent area in half significantly increases the hydrogen accumulation rate.

In summary: Lower vent size had a weak effect on combustible gas cloud size unless the lower vent
becomes very small. Lower vent position had the least effect on cloud size. Upper vent size had a
stronger effect on cloud size than did lower vent size. The benefit from increasing upper vent size
diminishes with large vent sizes. Upper vent position had the strongest effect on cloud size.

The Effect of Ceiling Configuration

Ideally, based or: the above analysis, a vent should be placed directly over any potential leak in a structure,
This would maximize the effectiveness of the vent but is impractical in most cases. For this reason ceiling
configuration was investigated to see if changes to the shape of the ceiling could improve the effectiveness
of misaligned ceiling vents. This investigation used a single centrally located ceiling vent as the baseline.
It was known from the previous work that with a flat ceiling a single centrally located ceiling vent would
be substantially inferior to a single vent located directly over the leak. The floor vent was placed at the
base of the wall encircling the room. This was done because floor vent location has little effect on the
hydrogen accumulation rate and encircling the room gives no preference to any particular leak location.
It was found that a leak at the wall produced a higher accumulation rate than a leak in the center of the
room. Therefore the baseline condition was as follows.:

Room size - 10 ft by 10 ft by 7.8 ft (same volume as above)
Floor vent - encircling the room on the floor along the baseboard
Roof - flat

Roof vent - In the center of the ceiling

Hydrogen leak -  in the middle of the far wall at 10 liter/min

Figure 5 shows the standard cloud size and shape for the ceiling shape modeling. Four ceiling shapes
were modeled that were peaked in the middle with the angle of each side, measured from horizontal, being
0°, 26.6°, 45°, and 63.4°. In each case room volume was held constant by reducing wall height or, in the
case of the 63.4° ceiling, scaling the room down slightly in all dimensions.

Figure 6 is a plot of concentration versus time for all four roof configurations. It can be seen that the
shape of the roof had little cffect on the accumulation rate of hydrogen in the room even after 5 hours
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elapsed time. The 63.4° ceiling did perform the best but the differences were small. The standard cloud
concentration for the 0° (flat) ceiling after § hours was 13.1%. The standard cloud concentration for the
63.4° (steepest) ceiling after 5 hours was 12.9%. Similar differences were found at elapsed times shorter
than 5 hours and the intermediate slopes (26.6°and 45°) produced standard cloud concentrations between
those of the 0° and 63.4° ceilings. It was concluded that without ANSI/ASHRAE compatible fresh air
ventilation, ceiling slope did not appreciably improve the centrally located ceiling vent performance. This
was due to the considerable amount of mixing and diffusion that occurred during the lengthy path from
leak to ceiling vent. The low concentration of hydrogen at the ceiling vent did not produce high buoyancy
and was not enough to drive large flow rates of hydrogen-air mixture out the vent.

Effect of ANSI/ASHRAE Compatible Fresh Air Ventilation

Figure 7 shows a comparison of the 0° and 63.4° ceilings with the same 10 liter/min hydrogen leak but
with ANSI/ASHRAE compatible fresh air ventilation of 7.5 liter/sec-m?. It can be seen that there is a
more noticeable difference in vent performance due to ceiling slope with 7.5 liter/sec-m® fresh air
ventilation but once again the differences are not appreciable. On the other hand the simple addition of
ANSI/ASHRAE compatible fresh air ventilation caused a dramatic reduction in hydrogen accumulation
rate. Without fresh air ventilation the room had not reached steady state in 5 hours and was at
approximately 13% accumulated hydrogen by volume. This is very dangerous. With fresh air ventilation
the concentration reached steady state in 20 min at a level of 0.24% to 0.32% accumulated hydrogen by
volume. These are safe conditions. The next question addressed was at what leakage rate would the fresh
air ventilated room become unsafe?

Figures 8 and 9 show the effect of increasing leak flow rate with the 0° and 63.4° ceilings and
ANSI/ASHRAE compatible fresh air ventilation of 7.5 liter/sec-m?. Steady state is still reached in 10 to
20 minutes and the results with both ceilings are similar. There is however a substantial increase in
hydrogen accumulation rate as leak flow rate is increased. Increasing the leak flow rate an order of
magnitude to 100 liters/min raises the steady state concentration to 2.5% for the 0° ceiling and 2.3% for
the 63.4° ceiling. These are still safe values though. The steady state concentrations increased
approximately linearly with leak flow rate. Increasing the leak flow rate 10 times increased the
concentration approximately 10 times. Increasing the leak flow rate an additional order of magnitude to
1000 liters/min increased the steady state concentration to 19.7% for the 0° ceiling and 19.0% for the
63.4° ceiling. This is a very dangerous situation and was reached within 10 to 20 minutes after the leak
started. However, this is an extremely high leak flow rate (400 times greater than any that were measured
from pipes removed from service by Peoples Gas in Miami, Florida) and would probably be audible to
individuals present in the room.

The ANSI/ASHRAE compatible fresh air ventilation was shown to improve vent effectiveness far more
than ceiling shape. This is depicted in figure 10, Figure 10 shows the standard cloud concentration versus
ventilation rate. The figure includes model results for the 0° and 63.4° ceilings with hydrogen leakage
of 100 liters/min (40 times the experimentally measured rates). This higher hydrogen leakage rate was
chosen to produce hydrogen accumulation concentrations in the range of the lean limit of combustion.
It can be seen that ceiling shape plays a very small role in the results. For this relatively high leakage
rate of hydrogen fresh air ventilation rates of nearly 7.5 liters/sec-m* were needed to prevent large volumes
of combustible gas from forming. These fresh air ventilation rates would be suggested by ANSI/ASHRAE
for transportation vehicles and waiting areas, theater lobbies and auditoriums, bowling alleys, ballrooms,
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discos, casinos, hotel assembly rooms, cafeterias, bars, auto repair rooms, and enclosed parking garages
(Figures 1 and 2). Figure 11 shows the same results for a hydrogen leakage rate of 10 liters/min and a
63.4° ceiling. The fact that steady state is not reached without fresh air ventilation is shown on the left
hand side of the plot.

With zero fresh air ventilation and 10 liters/min leakage flow rate hydrogen concentration does not reach
steady state. After one hour has elapsed the hydrogen concentration in the room is well below 4.1% (the
upward propagating lean limit for hydrogen) except for locations very near the leak. This is a safe
condition. After five hours have elapsed the hydrogen concentration is above 10% (the downward
propagating lean limit for hydrogen) and a very dangerous situation exists.

ANSI/ASHRAE compatible fresh air ventilation rates make steady state conditions possible. At a fresh
air ventilation rate of 0.3 SCFM/ft* (1.5 liter/sec-m?) and 10 liters/min leakage flow rate steady state
occurs with the standard cloud at 1% hydrogen concentration. These¢ are safe conditions. Higher
ANSI/ASHRAE compatible fresh air ventilation rates (1.5 SCFM/ft? (7.5 liter/sec-m?)) reduce the steady
state standard cloud hydrogen concentration to 0.24%. Again, these are safe conditions,

Effect of Leakage Rate

Leakage rate plays a strong role in determining hydrogen accumulation rate. Figure 12 depicts the steady
state standard cloud concentrations for the 0° and 63.4° ceilings. Standard cloud concentrations are shown
for 0.3 SCFM/ft? (1.5 liter/sec-m?) and 1.5 SCFM/f® (7.5 liter/sec-m?) fresh air ventilation rates. It can
be seen that hydrogen concentration increases linearly with leakage rate for a given fresh air ventilation
rate. For the lower values of ANSI/ASHRAE compatible fresh air ventilation leakage rates of 40
liters/min begin to create a safety problem. For higher values of ANSI/ASHRAE compatible fresh air
ventilation a leakage rate of 200 liters/min begins to create problems and 500 liters/min causes a severe
safety problem.

Concentration Gradients

Figure 13 depicts a typical room modeled with the "cloud" generated at 3 different concentration levels.
Each of the rooms depicted were at the same conditions (100 liters/min leak rate for 1 hour with 0.3
SCFM/ft’ fresh air ventilation). The room at the top of the figure was generated at a 10.17% level. The
cloud in the middle room was generated at a 10.00% concentration level. The cloud in the room at the
bottom of the figure was generated at the 4.1% concentration level. As can be seen in the top two rooms
a small change on the concentration level generated two very different size clouds. This indicates that
the concentration gradients in the room were small.

Higher leakage rates and fresh air ventilation rates produce similar results but with slightly higher
concentration gradients.
Conclusions

Lower vent size had a weak effect on combustible gas cloud size unless the lower vent becomes very
small. Lower vent position had the least effect on cloud size.
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Upper vent size had a stronger effect on cloud size than did lower vent size. The benefit from increasing
upper vent size diminishes with large vent sizes.

Upper vent position had the strongest effect on cloud size.

Ceiling slope had little effect on combustible gas cloud size for centrally located upper vents. This held
whether or not ANSI/ASHRAE compatible fresh air ventilation was used.

Fresh air ventilation rate and leakage rate both had strong effects on combustible gas cloud size.

Steady state hydrogen concentration decreased linearly with increased fresh air ventilation rate (Figures
10 and 11).

Steady state hydrogen concentration decreased linearly with leakage rate (Figure 12).

For rooms with low values of ANSI/ASHRAE compatible fresh air ventilation (0.3 SCFM/f? (1.5
liters/sec-m?)) leakage flow rates of 40 liters/min began to produce a severe safety problem.

For rooms with high values of ANSI/ASHRAE compatible fresh air ventilation (1.5 SCFM/ft® (7.5
liters/sec-m?)) leakage flow rates of 500 liters/min began to produce a severe safety problem,
Acknowledgements

The authors would like to thank the Department of Energy and the National Renewable Energy Labs for
providing funding for this research effort.

75



References

Al-Khishall, K.J., Bradley, D., and Hall, S.F., 1983, "Turbulent Combustion of Near-Limit Hydrogen-Air
Mixtures", Combustion and Flame, 54.61-70

Bebelin, I.N., Belyakov, S.V., Petrenko, V.M., Potekin, G.S, and Shalberov, S.M., 1988, "Some Aspects
of Fire and Explosion Safety at the Gaseous Hydrogen Release from Storage and Transport Systems”,
Hydrogen Energy Progress VI, 2:1179-1193

Bell, S.J., and Khati, B., 1983, "Indoor air quality in office buildings.", Occupational Health in Ontario,
4:103-118.

Berg-Munch, B., Clausen, B.G., and Fanger, P.O., 1984, "Ventilation requirements for the control of body
odor in space occupied by women", Environment International, Vol. 12 (1986), pp. 195-199

Edeskuty, F.J., and Stewart, W.F., 1988, "Safety Aspects of Large-Scale Handling of Hydrogen", In Proc.
7" World Hydrogen Energy Conference, 1195-1208

Edeskuty, F.J., Haugh, J.J., and Thompson, R.T., 1986, "Safety Aspects of Large Scale Combustion of
Hydrogen", Proc. 6" World Hydrogen Energy Conference, 147-158

Fischer, M., 1986, "Safety Aspects of Hydrogen Combustion in Hydrogen Energy Systems", Int. J.
Hydrogen Energy, Vol. 11, 9:593-601

Glassman, 1., 1987, Combustion, Academic Press Inc., Orlando, Florida

Hicks. I., 1984, "Tight building syndrome: When work makes you sick.", Occupational Health and Safety.
Jan, pp. 51-56.

Janssen, J.E., and Wolff, A.., 1986, "Subjective response to ventilation”, In Managing Indoor Air for
Health and Energy Conservation, Proceedings of the ASHRAE Conference IAQ '86. Atlanta:American
Society of Heating, Refrigerating, and Air-Conditioning Engineers, Inc.

Leaderer, B.P., and Cain, W., 1983, "Air quality in buildings during smo.ing and non-smoking
occupancy", ASHRAE Transactions, Vol. 89, Part 2B, pp. 601-613.

Lewis, B., and von Elbe, G., 1987, Combustion, Flames and Explosions of Gases, Academic Press Inc.,
Orlando, Florida

Raijhans, G.S., 1983, "Indoor air quality and CO, levels." Occupational Health in Ontario, 4:160-167.

Strehlow, R.A., 1968, Fundamentals of Combustion, International Textbook Company, Scranton,
Pennsylvania

Swain, MR., and Swain, M.N., 1992, "A Comparison of H,, CH,, and C,H, Fuel Leakage in Residential
Settings.", International Journal of Hydrogen Energy, Vol. 17, No. 10, pp. 807.

76




Thayer, W.W., 1982, "Tobacco smoke dilution recommendations for comfortable ventilation.", ASHRAE
Transactions, Vol. 88, Part 2, pp. 291-306.

7




Figues
Figure 1 - ANSI/ASHRAE fresh air ventilation rates for various structures
Figure 2 - ANSI/ASHRAE fresh air ventilation rates for various structures
Figure 3 - Hydrogen accumulation in single vent rooms
Figure 4 - Hydrogen accumulation in muttiple vent rooms
Figure 5 - Standard cloud for celling shape modeling
Figure 6 - The effect of ceiling angle on hydrogen accumulation rate
Figure 7 - Hydrogen accumulation rate with ANSI/ASHRAE fresh air ventilation
Figure 8 - Effect of leak rate on hydrogen accumulation (with fresh air ventilation)
Figure 9 - Effect of leak rate on hydrogen acumulation (with fresh air ventilation)
Figure 10 - Eftect of fresh air ventilation
Figure 11 - Effect of fresh air ventilation
Figure 12 - Effect of hydrogen leakage rate on accumulation with fresh air ventilation

Figure 13 - Concentration Distribution
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Figure 5- Standard cloud for ceiling shape
modeling
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SYSTEMS STUDY OF METAL HYDRIDE STORAGE REQUIREMENTS

Ali T-Raissi and Arundhati Sadhu
Florida Solar Energy Center
Cape Canaveral, FL 32920

Abstract

Hydrogen can be stored in the form of metal hydrides, polyhydride complexes, compressed gas,
liquid, physical adsorption on activated carbons, and chemical carriers (e.g. methane, methanol,
benzene-cyclohexane, toluene-methylcyclohexane processes, etc.). At this time, none of these
storage options are considered to be a solution to the overall problem of cost-effective storage
of hydrogen. Metal hydrides can store large amounts of hydrogen, but with very high release
temperatures. When the dehydrogenation temperatures are lowered, the amount of hydrogen
stored becomes inadequate. Compressed gas may not result in sufficient energy density for the
degree of safety and cost required. Liquefaction requires special handling and boil-off losses are
problematic. Adsorption on activated carbons require bnth reduced temperatures (insulated
containers, boil off) as well as a pressurized container. Cyclohexane reactions involve toxic
chemicals and the recovery of H, is complex and equipment intensive.

Considerable work has been carried out in this area since FSEC’s 1988 hydrogen storage report
to the U.S. DoE. This earlier work focused on technologies most appropriate for the storage of
hydrogen on-board internal combustion engine vehicles (ICEVs). Since then, a new scenario
that emphasizes the use of fuel cell engines/vehicles (FCV) has gained popularity. Fuel cells are
now being developed for the transportation applications due to mounting air pollution and energy
security reasons. In the light of these developments, it has become necessary to revisit our earlier
vehicular hydrogen storage systems study. More specifically, the hydride storage will be
compared to the present and future, competing systems. This study is intended to provide design
goals for hydride systems that will allow them to be competitive with other H, storage
alternatives. In this paper, we provide a brief description of the work performed to date
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Introduction

Storage represents a set of technologies that accommodate differences in timing of energy service
demands and availability of the energy suppiy. In the case of on-board storage of hydrogen for
vehicular applications, It is desirable to have a light weight, compact, safe and economic
containment method. Although, various hydrogen storage technologies are presently available,
neither completely satisfies all of these requirements. The main objective of this study is to
conduct a comparative analysis of hydrogen storage systems in all three forms (i.e. solid, liquid
and gaseous). The level of technological maturity, economic viability, infrastructural
compatibility and operational safety are the main evaluation criteria. More specifically, the
following key criteria are considered:

+ Energy density (both volummetric and gravimetric) of the hydrogen carrier

+ Normal state (gaseous, liquid or solid) of each chemical component

» Temperature requirement of both hydrogenation and dehydrogenation processes
+ Energy requirement of both hydrogenation and dehydrogenation processes

+ Type of energy required (shaft work vs. thermal)

» Projected cost of the carrier system

» Improvement potentials over present hydrogen storage options

+ Environmental impact

As far as the hydrogen storage is concerned, considerable new developments have occurred since
our earlier hydrogen storage assessment report to the U.S. DoE (Block, et al. 1988). Our 1988
report focused, exclusively, on technologies most appropriate for the storage of hydrogen on-
board internal combustion engine vehicles (ICEVs). Figure 1 depicts the main conclusions of
this earlier work as they relate to H, storage on-board ICEVs.

A comprehensive review of the state-of-the-technology for hydrogen energy storage since this
report is underway. In recent years, a new scenario that emphasizes the use of fuel cell
engines/vehicles (FCV) has become popular. Many argue that the future hydrogen-powered
prime movers for transportation will have fuel cell engines. In the light of these recent
developments, in the present study, we have revisited our earlier assessment of the prospective
vehicular storage, both conventional and emerging technologies. The results of this study is
intended to provide design goals for hydride systems that will allow them to be competitive with
other H, storage alternatives. A brief summary of the findings, to date, is presented below.

On-board Hydrogen Generation and Storage Systems

Under this category, three systems have been considered, namely, (i) Sponge iron/water, (ii)
Aluminum and water/alkali and magnesium hydride/steam systems. Of these three techniques,
only sponge iron/water system is discussed here. This is so because all developmental activities
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on the Al/water/alkali system has been abandoned due to the less than expected performance and
poor economics of this system. As far as the magnesium hydride systems are concerned, they
are being evaluated in conjunction with our own chemically synthesized compounds (Zidan, et
al. 1991; Collier, et al. 1991; Lynch, 1992). Presently, the sponge iron/water concept is in the
system level developmental stage (Maceda and Wills, 1992; Maceda, 1994; Werth, 1994). This
system is described below:

Sponge Iron/Water System
The basic reaction on which this technology is based:
3Fe + 4H,0 = Fe, O, + 4H,

Both the forward and backward reactions are known to be high temperature reactions at 700-
900°C and 1500°C, respectively.

Recent Developments

Main emphasis has been to develop and optimize Fe/water system for FCVs or ICEVs (Maceda,
1994; Werth, 1994). These efforts have focused on the components identification and a decision
has been made that the only reaction carried out on-board the vehicle shall be oxidation of iron.
In addition, the reaction temperature has been reduced to 250°C by using catalyst(s) and better
reactor engineering. No specific information has been made available to fully assess their
optimized system. Apparently, problems with incomplete reactions and hydrogen production
rates have been addressed via the use of multiple bed reactor techniques. Obviously, the reverse
reaction is one which is used to regenerate the iron. This is carried out outside the vehicle, either
in a refuelling station or in commercial plants.

Present Status of the Technology

Sponge iron/water technology has been developed to the point that H-power is ready to build a
demonstration prototype/vehicle (Maceda, 1994; Werth, 1994). H-power has already selected a
vendor to fabricate the demonstration unit and are looking for a viable partner.

Expected System Performance

1. Energy Density

System volume= 22 ft’

System weight= 2,480 1bs

Weight% of hydrogen (wt of hydrogen/wt of the storage system) x 100 = 3.6

Installed gravimetric energy density = 2.64 MJ/kg
Installed volummetric density = 4.767 MJ/L
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2. Normal State of Chemical Components

Sponge iron -- solid

Water -- liquid

Superheated steam -- gaseous
Hydrogen-- gaseous
Magnetite -- solid

3. Hydrogenation/Dehydrogenation Temperatures and Pressures

The forward reaction is carried out on-board the vehicle. The temperatures normally needed are
less than 600-800°C. However, it may be possible to conduct oxidation reaction at temperatures
in the range of 200°C or so. The operating pressures are near atmospheric.

4. Ex-Situ Energy Requirements

Performance figures for hydrogen generation via sponge iron/water system are: 0.7 kWh/lb or 51
Whyin® at 4.5 weight percent H, equivalent.

5. On-board Energy Requirements

To produce hydrogen on-board, waste heat from the fuel cell engine may be used.

6. Projected Costs

The current cost of sponge iron is in the range of 110-125 $/ton, which is equivalent to 18 cents
per kilowatt hour. This is three orders of magnitude less than the prospective lead-acid battery

(100-200 $/kWh). As per H-power’s cost calculations for a bus application (Maceda and Wills,
1992):

Range: 200 miles

Fuel consumption: 4.125 kWh/mile
Storage energy: 825 kWh

Fuel weight: 90 lbs

Storage system weight: 2,480 lbs
system volume: 22 ft

system cost: $750

7. Improvement Potential

The concept can only be fully verified if the proposed developments and actual vehicular trial
runs materialize.
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8. Technological Maturity

The technology has been tested at the laboratory scale, though, no published data available. The
system components have been identified and tried in the laboratory. However, no trial runs have
been conducted at large scale and no practical demonstration of a vehicle (either FCV or ICEV)
has been made.

9. Infrastructure Compatibility

For the on-board oxidation, a series of iron beds and a steam generator with associated plumbing
and control systems will be required. The reduction will be carried out ex-situ, either at local
gas stations using natural gas or larger central stations using urban waste, biomass, electricity or
fossil fuels.

The plan for iron supply is from existing supply streams. Current production rate for sponge iron
is 400,000 tons per year. According to H-Power, if every new car sold in the US came with a
full tank of iron, one million tons of iron would be required. If every vehicle used iron, total of
15 million tons will be needed for on the road vehicles. Considering the global supply of sponge
iron, this figure is not expected to affect the price of this commodity, noticeably.

However, considering that each car in the US fills up about 40 times per year, processing
capacity of 600 million tons per year will be required. If an average service station fuels 200
cars per day, at least 100,000 iron fueling stations will be required. This figure is about half of
the current total in the United States. H-Power’s expectation is that "With the enormous profit
available from this energy system, there is every likelihood that the retail distribution network
will become an oil companies greatest asset.”

They have also considered the natural gas availability. In that regard according to H-power’s
findings "already 75% of the gas stations in the US have pipeline natural gas on their premises.
With the use of electrolyzers, off-peak electricity, solar and wind all become viable energy
sources. Municipal solid waste and/or biomass gasification/incineration may also be viable
options.

Steel and plastic has been suggested as the possible tank materials. However, it is not clear How
plastic will manage to withstand long-term, high temperature operation and use under the
proposed conditions. In our opinion, Steel may be more appropriate.

10. Safety

According to H-power, the sponge iron/water system will be less hazardous than other techniques
such as liquid or gaseous storage since the material to be stored is iron not hydrogen. The only
hydrogen on-board the vehicle is expected to be a small amount needed to start and operate the
fuel cell as the load demands. This gas, contained within the reactor fuel cell manifold and
connecting plumbing, is too little to be of concern.
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Another safety related issue concerns a situation in which the output stream containing hydrogen
and steam is cut off while the supply of water and heat to the reactor continues. In such a
situation, the oxidation reaction may result in pressure built up within the reactor. In any case,
the key control parameter appears to be the rate of water injection into the reactor.

11. Refuelling

Refuelling time is expected to be less than five minutes, involving the replacement of magnetite
cylinder(s) with new/ fresh sponge iron cylinder(s).

12. Hydrogen Purity
According to H-Power, the purity of hydrogen gas generated on-board is quite high (99.9999%).
13. Poisoning

Effect of other gases and impurities on the performance of the sponge iron/water system is still
under investigation and no data are yet available.

Hydrogen Storage by Cryoadsorption

Cryoadsorption of hydrogen refers to storage of hydrogen in cryogenically cooled vessels which
contain adsorbing materials. The amount of gas stored depends on:

i) surface area of adsorbent
i) temperature of the cryogenic vessel
iii) pressure of the vessel

The amount of gas adsorbed is very much dependent on pressure since the percentage of filling
space/void is a function of the tank pressure. Therefore, cryoadsorption combines the advantages
of low temperature and high pressure storage.

Developmental Status

Different carbons have been tried including: BPL-carbon, CNS-201, NORIT, AX-21, AX-31M
and ESC-3 (Schwarz, 1994; Chahine and Bose, 1992; Carpetis and Peschka, 1980). Presently,
ESC-3 with surface area of 2,230 m%g has demonstrated the feasibility of storing hydrogen up
to 9.1% by weight of carbon, 53% by adsorption and 47% by compression in voids, (Schwarz,
1994). According to Schwarz, it is possible to fabricate a storage system that consist of a 100
liter tank holding 32.3 kg of carbon and operating at 8.2 MPa pressure (safety factor 2.25). The
total system would weigh 67.9 kg including 2.91 kg of stored hydrogen. This should provide a
reasonable driving range, approximately 3.3 kg of hydrogen is needed for a 200 km driving range
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in a compact hydrogen ICEV and a greater range may be expected from a FCV. At the present
time, 12-13% hydrogen (by weight of carbon) at 77K and 55 atmosphere can be achieved
(Young, 1992).

Expected System Performance
1. Energy Density

For ESC-3 carbon, surface area = 2230 m%g at 87K, and 6.0 MPa (59 atm) pressure
Installed volummetric density = 2.390 MJ/L

Installed gravimetric density = 5.22 MJ/kg

gravimetric ratio = percent weight of hydrogen/total system weight = 4.2%

2. Normal State of Chemical Components

Highly active carbon -- solid
Hydrogen -- gaseous form

3. Hydrogenation/Dehydrogenation Temperatures and Pressures

In this particular case, it refers to charging and discharging of hydrogen. Two types of charging
have been examined. In one approach, pressurization for a short period of time (8.2 MPa for 30
s) was used and equilibrium pressure (4.2 MPa) was arrived at in about 10 minutes.
Alternatively, a lower pressure of 6.2 MPa for a duration of 10 minutes has been used, resulting
in an equilibrium pressure of 49 MPa. No information is available for the exact vehicle
refuelling times required. According to DeLuchi, refuelling times are about 5 minutes. No data
on the dehydrogenation/discharge times and temperatures available. Discharging, though
endothermic, requires minimal energy input.

4. Ex-Situ Energy Requirements
Not needed.
5. On-board Energy Requirements

Discharging is endothermic, but the energy requirements are insignificant. Energy to maintain
cryogenic temperatures provided, most probably, from battery or shaft work.

6. Projected Costs
According to 1989 estimates, for Sa-M carbon at 150 K and 54 atm, the cost data are
(Amankwah, 1989):

Utility unit -- $.98
Storage unit -- $2.46

91




Energy consumption -- $2.52
Total Cost per MBTU-- $6.96

No data is available to upgrade these estimates and provide current cost figures for the total
carbon-based system. We are told that the cost (per mile travelled) for the carbon storage is
approximately 1.3 times higher than that of gasoline per cost/distance, for a small ICE vehicle.
7. Improvement Potential

Research is underway in three directions:

i) Syracuse University (Schwarz, 1994) on new carbon-based materials with organic intercalates-
pillar structure.

ii) University du Quebec a Trois-Rivieres (Chahine and Bose, 1992) where higher bulk density
has been achieved by squeezing the voids, and improvement in storage capacity as much as 50%
over present carbons is expected.

iii) National Renewable Energy Laboratory (Heben, 1994) is engaged in developing carbon
nanotubules, having surface area equal to 5000 m%g and 1 g/cc density.

8. Technological Maturity

The technology still under development and no on-board storage has been installed and tested.
A mid-term to long range technology.

9. Infrastructure Compatibility

Electrolysis has been suggested for producing hydrogen locally in the refuelling stations since
it can be scaled up or down as desired. No detailed analysis and/or any station diagrams
available.

10. Safety

No data available.

11. Refuelling

Exact refuelling times are not available. According to some reports (DeLuchi, 1993), it is £
minutes. No detailed information is available regarding discharging times and temperatures.
Although, discharging is endothermic, the energy required is insignificant.

12. Hydrogen Purity

No data available.
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13. Poisoning

The effect of impurities has been tested in the laboratory scale prototypes and been found that
the capacity loss due to nitrogen presence, at 500 ppmv levels, will not exceed 30% (Schwarz,
1991).

Pure Hydrogen Storage Systems

The amount of a gas which can be stored in a vessel depends on three factors:

i) Pressure of the vessel
ii) Temperatures within vessel
iii) Combined effect of pressure and temperature

Therefore, principally three ways of storing hydrogen on-board vehicles may be envisioned.
They are: compressed gas storage, liquid hydrogen storage and hybrid cryopressure storage
respectively. The compressed gas can also be a cold gas (e.g. 150K) which is called
thermocooled gas storage. In Table 1, storage pressures and temperatures of pure hydrogen
systems are given.

Table 1. Storage Parameters for Pure Hydrogen Systems

Liquid hydrogen 15 psi, 20K

Hybrid cryopressure 100 psi, 5 kpsi, 15 kpsi at 20K
Thermocooled gas-H, 5-15 kpsi at 150K
Compressed gas 5-15 kpsi at 300K

Compressed Hydrogen Storage

According to DeLuchi (1989), 5.7 kg of gaseous hydrogen with installed volume of 397 L at 300
K and 3000 psi would provide equivalent energy of 7.5 gallons (28.4 L) of gasoline, providing
300-mile range in a 40 mpg ICEV. To make the storage volume practical, a gas pressure of
10,000 psi is required.
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The simultaneous requirements of high material strength and lightweight has led to the
development of high pressure tanks that use composite materials of very high quality. Table 2
depicts the performance factors for different container technologies.

Table 2. Tank Performance Factors (Kuhn, 1993)

Tank Material Performance Factor
steel 150,000
Aluminum 240,000
Titanium 420,000
E-Glass/Al 420,000
S-glass/Al 450,000
Aramid/Al liner 650,000
Graphite/Al liner 1,000,000
Graphite/Plastic liner 1,400,000

Performance factor is defined as: (burst pressure x volume)/tank weight. The improvement in
performance factors for composite tanks are 6 and 9 times higher than aluminum and steel tanks,
respectively.

Compressed hydrogen tanks have been used on-board both ICEVs and FCVs. The first fuel cell
powered bus (32 ft long, 22,000 lbs chassis weight) which has operated in streets of Vancouver
used on-board compressed hydrogen tanks (Presley, 1994). The hydrogen was compressed and
stored in nine fiberglass-wound Aluminum cylinders, beneath the vehicle. The vehicle enjoyed
a range of approximately 100 miles. At the present time, the compressed hydrogen gas can be
stored at 5,000-15,000 psi pressure using high strength composite vessels. Table 3 depicts the
hydrogen storage characteristics of several technologies, all systems are baseline to contain 15
Ibs of hydrogen using a safety factor of 3.

With respect to weight requirements, carbon wrapped tank provides a better choice. Table 4
provides a comparison of weight and cost of various tank materials (design pressure of 5,000 psi,
burst pressure of 15,000 psi, fuel volume/tank = 5 ft* and H, fuel weight/tank = 7.15 Ibs).
Projected cost for mass produced, carbon wrapped hydrogen storage tanks are given in Table 5.
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Table 3. Storage Characteristics of 5 kpsi Compressed Hydrogen Tanks,

(Kuhn,1993)
Tank System Wt (lbs) Wt of H, (Ibs) Gravimetric Ratio (%)
carbon 223.9 15 6.7
Kevlar 454.5 15 3.3
S-glass 625.0 15 2.4
E-glass waist 789.5 15 1.9

Storage volume: 7.8 ft'.
Cost: $1000 (1992), long-term.

Table 4. Comparison of Tank Performance (Kuhn, 1993)

Tank Weight Cost P.F. (in)
(Ibs) ($1990)

S-glass 288 1,060 450,000

Keviar 49 207 1,259 625,000

T-1000 carbon 100 3,086 1,300,000

Table 5. Near and Long-Term Costs of C-Wrapped Tanks (Kuhn, 1993)

Tank Material Weight Cost P.F (in)
(lbs) (%)

Near term

1. C-wrapped Al resin, 130 908 1,000,000

storage tank fiber

Far term

2. C-wrapped Plastic, 100 326 1,300,000

storage tank Resin, fiber
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Expected System Performance

1. Energy Density

For a 10,000 psi, carbon/Al storage system, we have (Block, et al. 1988):

Volummetric energy density = 5.08 MJ/L

Gravimetric energy density = 141.86 MJ/kg

On-board volummetric energy density = 2.87 MJ/L

On-board gravimetric energy density = 7.7 MJ/kg

These results are for a reference case, 40-mpg, 1000-kg ICE vehicle and a storage tank with outer
to inner diameter ratio of 1.075 (also see Figure 1). According to DeLuchi (1992), for a 8,000
psi, Carbon wrapped Aluminum cylinder, the installed fuel-system energy densities are:

Volummetric = 3.4 MJ/L
Gravimetric = 7.0 MJ/kg

2. Normal State of Chemical Components

Hydrogen-- gaseous

3. Hydrogenation/Dehydrogenation Temperatures and Pressures
Temperatures near ambient and pressures are within the range of 5-15 kpsi.
4. Ex-Situ Energy Requirements

Energy required for filling is provided by ex-situ compressors.
5. On-board Energy Requirements

None required.

6. Projected Costs

$1,000 for S kpsi unit.

7. Improvement Potential

With continuous improvements occurring within the composite technology/industry, it is expected
that cost figures to be lower in near future.
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8. Technological Maturity

The technology is sufficiently mature and has already been used on-board a fuel cell driven bus
(Presley, 1994).

9. Infrastructure Compatibility

To date, no ultra-high pressure hydrogen storage and refuelling station has been built or
demonstrated.

10. Safety

No safety data available.

11. Refuelling

Refuelling station costs has been estimated to be 4-6 $/gJ (DeLuchi, 1992). This figure refers
to the full owning and operating cost of the station. The cost of hydrogen is not included in this
estimate. Refuelling time has been estimated at 3-5 minutes.

12. Hydrogen Purity

No data available.

13. Poisoning

No data available.

14. Advantages

i) More compact than Cryoadsorption and metal hydride storage.

ii) Faster refuelling time expected. No public use system till 1992.
iii) No thermal or flow management systems and no complicated piping of insulation.

Hydride Systems

Hydride systems can be divided into three categories: (1) Metal hydrides, (2) Nonclassical
Polyhydride complexes and (3) Liquid hydrides or hydrogen carrier materials.

Metal Hydrides: often referred to as the rechargeable hydrides store hydrogen in the interatomic

spaces of the metal. Hydrogen is discharged (evolved) when the material is heated and charged
(absorbed) when the material is cooled. According to their temperature of hydrogenation and
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dehydrogenation they can be divided into high temperature and low temperature hydrides (Carter,
et al. 1981, Suda, 1987). The most well studied metal hydrides are listed in Table 6. In this
Table, compounds are listed by the decreasing order of the percentage hydrogen content. It can
be seen that the highest in the list is magnesium hydride, having also the highest high
dissociation temperature (290°C).

The most commercially developing hydrides are low temperature hydrides which are listed in

Table 7. It can be seen that the hydrogen weight percentage in these materials varies from 1.3-
2.1% which is much lower than the high temperature hydrides.
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Table 6. Hydrogen Storage Characteristics of Alioys

Hydrogen Storage Alloy % H, by Weight Typical Dissociation Heat of
(no containment) Pressure (PSi) & Formation
Temperature (kcal/mol)
MgH, 76 ~15, (290°C) -17.8
FeggNiy, TiHg 55 ~15, (80°C)
Mg,NiH, , 36 ~15, (250°C) -15.4
Tiogzro‘Mn14V°20r°4H32 2.1 ~1 31 ) (20°C) '7.0
Tiy 68270.02V0.45F€0.10C 0.05MN; sHs 2.1 ~145, (24°C)
TiFeH, 18 ~145, (50°C) 5.5
TiFey sMn, sH 1.8 ~73, (40°C)
TiMn, H, 47 1.8 ~101.5, (20°C) -6.8
Tiy 421y ,C1, MDY, H, 1.8 ~73, (20°C) -6.9
TigeZr,MN, MOy ,H, 1.7 ~58, (20°C) -7.0
MmNi, ;Mn, He 1.5 ~58, (50°C) 4.2
LaNigH, , 1.4 ~58, (50°C) -7.2
MmNigH, , 1.4 ~493, (50°C) -6.3
LaNi, Al Hs 1.3 ~29, (80°C) -9.1
TiCoH, , 1.3 ~15, (130°C) -1.38

Table 7. Present Day Commercially Well Developed Hydrides

Hydrogen Storage Alloy % H, by Weight Typical Dissociation
Temperature & Pressure
TiFeH, 1.8 50°C (10 atm/150 PSi)
LaNi, Al Hs 1.3 80°C (2 atm/30 PSi)
Tig062%0 02V 46F €6 10CTo csMN gHa 6 2.1 24°C (10 atm/150 PSi)

Nonclassical polyhydride complexes (Jensen, 1994): are metal-ligand complexes which have
coordination bonding with general formula: IrXH2(H2)(PR3)2.(X=cl, Br, I). Dihydries are just
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in the research and development category and it will be a while before they will be in practice.
It has been reported that (Jensen, 1994), the solids of this type can also incorporate 2 equivalents
of non-bonded hydrogen. This will increase the wt% of available hydrogen from 6.5% to 8.6%.

Liquid Hydrides, also called hydrogen carrier materials: examples include cyclohexane, methyl
cyclohexane etc. They are actually organic hydrocarbons and evolve hydrogen upon heating and
pressurization.

Technological Maturity

The field of metal hydride is matured with many prototype systems fabricated (see Table 8). The
most recent developments are 1994 Mazda-- HR-X: Powered by hydrogen in metal hydride
(Hydrogen Today, 1993) and the 1992 Sanyo-Solar/Fuel cell Car with LaNis hydride tank,
having:

Capacity of storing hydrogen = 300 liters
Tank weight = 30 Kg

Car size = 4.1 m

Car weight = 400 kg including batteries

From materials development side (Suda, 1987): fluorine treatment of metals improves hydride
performance appreciably. Development of Ni-coated magnesium powder as a high temperature
hydride coupled to a phase change material (project by Arthur D. little). Their approach is to
work under the hydrogen agreement of the international energy agency on storage, energy
conversion and safety was started in 1983 by Canada, F.R.G., Japan, Sweden, Switzerland and
the U.S.A. One major task VII, in the program, involves storage, conversion and safety.

Table 8. Comparison of Vehicular Hydride Storage Systems

Vehicle Characteristics of the Amount of H, stored Energy density of the
model energy storage system complete system
Volume | Alloy wt (kg) | wt(kg) | Energy (MJ) MJd/kg MJL

MB 310 170 | TiVMn 568 6.0 848 1.492 4.988
Van Ti Fe 1.701 4.402
Station 135 TiCrMn 365 5.0 705.7 1.933 5.227
wagon Mg 2.901 2.601
Volga-5 . LaNi; 180 25 353.4 1.962
Seat

| Forklite 130 LaNi; 450 34 478.9 1.064 3.683

100




Vehicle Characteristics of the Amount of H, stored Energy density of the
madel energy storage system complete system
Minibus 550 | FeMnTi 113 1.57 2226 1.969 0.405
Jeep 250 | FeMnTi 90 0.68 97 1.078 0.388
Pick-up 190 | FeMnTi 433 5.0 705.7 1.629 3.713
Truck 144 Fe Ti 563 5.44 766.8 1.362 5.321

Generally, literature work on metal hydrides is concentrated on: (i) hydride characterization, (ii)
identification of new compounds, and (iii) Purification of hydrogen and dry sorption machines.
Desirable characteristics sought are: ease of activation, small volume change on hydriding, high
hydrogen absorption capacity, and long term stability on cycling. Basic R&D work has been
ongoing in the following areas:

- Li,PdH,, Na,PdH, (University of Stockholm)
- Mg and Pd/Mg systems (at 260-360K), 1.33-6666 pa (Chalmers University, Sweden)
- Light weight Mg, Ca, Al (University of Fribourg, Switzerland)
- LaNi; system, (University of Toronto, Canada)

Development of reaction bed technology, dynamic pressure composition and cyclic stability
(Stuttgart University, F.R.G.)
- Hydrogen uptake rate and durability of microencapsulated alloy compacts, copper coated LaNi;
powder, development of practical reaction bed for MmNi,gzAl,, (Govt. Industrial Research
Institute, Osaka, Japan)
- Metal Hydride Slurries (Brookehaven National Laboratory, U.S.A.)

Important parameters for application-related basic properties are: temperature and pressure of
hydrogenation and dehydrogenation, hydrogen storage capacity, cost and stability, activation,
volume change and description, heat of reaction, absorption and desorption kinetics, heat transfer
(effective thermal conductivity), safety, and cyclic stability and effects of impurities. This
parameters are briefly discussed below:

Temperature and pressure of hydrogenation and dehydrogenation: Intermetallic compounds have
span of temperature range -20 to 300°C. But the well studied group falls into the category of 20-
300°C. The temperature-pressure relationship is well documented in Vant-Hoffs plots (Suda,
1987; Sandrock, 1992).

Hydrogen storage capacity: Table 6 depicts hydrogen storage capacity of most of the well
studied metal hydrides. For vehicular application the higher the storage capacity the better. But
unfortunately high temperature hydrides(ionic compounds) has higher hydrogen storage capacity
than low temperature hydrides(covalently bonded compounds). Best hydrides can be developed
by making a compound which has a 50/50 ionic/covalent characters.
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Cost and availability: Among the intermetallic hydrides of interest today, (AB, AB,, AB;, A,B)
type the hydrides with Ti, Zr, Ca, La turned out to be costly because of the energy required for:
(i) extraction from the ore, (ii) purification, and (iii) production.

Activation: For practical applications, activation should be achievable at room temperature and
at hydrogen pressures of few times the normal absorption pressure. But, TiFe requires 400°C for
proper activation which is too high.

Volume changes: Since most of the metal hydrides are brittle, volume changes during hydriding/
dehydriding leads to cracking and ultimately particle size breakdown. This has advantage and
disadvantage. While high surface area is generated, packing becomes difficult.

Heat of reaction: Normally H, absorption is exothermic while desorption is endothermic.
Enthalpy of reaction is negative. This has to be considered carefully as the required heat of
dehydrogenation affects its application in the fuel cell or IC engine vehicles. Figure 2 depicts
Van’t Hoff plots (dehydrogenation) for various intermetallic and elemental hydrides, upon which
the pressure-temperature boundaries of the proton-exchange, phosphoric acid, and solid oxide
fuel cell engines are superimposed. Isochores corresponding to the usable range of pressure and
temperature for which a given fuel cell technology would be viable are clearly indicated.

Absorption/desorption kinetics: In general, metal hydrides siow very high absorption/desorption
kinetics.

Heat transfer: Metal hydrides have poor heat transfer properties (1-2 W/m°C). Various
techniques including the use of special heat transfer media has been used to augment heat transfer
to and from metal hydrides.

Effect of gaseous impurities: Since the vehicular storage will use the new hydrogen therefore
it requires to know the effect of impurities. Four kinds of effect are observed. Poisoning,
retardation, reaction and innocuous. Poisoning means rapid loss of hydrogen storage capacity
with cycling. Mostly H,S and CH,SH have very high poisoning effect on AB; and AB materials.
Retardation means reduction in absorption/desorption kinetics of metal hydrides as affected by
NH3 on AB; and AB; and by CO and CO, on AB;. Oxygen causes bulk reaction/corrosion of
AB,, leading to irreversible capacity loss. Whereas, N, and CH, do not seem to have any effect
on AB; or AB (Innocuous).

Cyclic stability: An important parameter in characterizing the intrinsic effect of impurities
causing reduced hydrogen storage capacity.

Safety: Because of the low pressure and near-ambient temperature involved in the use of metal
hydrides they are generally viewed to be a safer means of handling and storing hydrogen.
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Expected System Performance
1. Energy Density

(a) Conventional Metal hydrides
Installed gravimetric density = 1-2 MJ/kg
Installed volumetric density = 2-4 MJ/L

2. Normal State of Chemical Components

Solid -- for the rechargeable metal hydrides.
liquid -- for the methylcyclohexanes or others in that group.

3. Hydrogenation/Dehydrogenation Temperatures and Pressures

Solid metal hydrides can be divided into high and low temperature hydrides. The high
temperature hydrides have smaller cation and are ionically bonded compounds. They have high
percentage of hydrogen but it requires higher energy to extract them. Low temperature hydrides
are covalently bonded and have low percentage of hydrogen by weight heavy metal component.
If a liquid hydride such as methylcyclohexane to be carried carried, on board, a reformer is
required. Dehydrogenation reaction must be conducted at 10 atmospheres (150 psi), a
temperature of 400°C, a Pt/Rh catalyst, and 28% of hydrogen’s higher heating value.

3. Energy Requirement of the Process
The amount of energy required depends on the particular process adopted to extract hydrogen
from the material.
Conclusions and Future Activities
. A comprehensive set of criteria for evaluating the feasibility of various on-board
hydrogen storage techniques has been devised and used to summarize the
performance of several newly proposed and more conventional storage systems.
They included: compressed gas, liquid, crycadsorption, Fe/H,O, MgH,/H,0, liquid
hydrides, and metal hydride systems.

. Process of data collection, organization, analysis and verification is still on going
for other prospective hydrogen storage systems.

. Both conventional and emerging hydrogen storage methods will be subject to
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detailed analysis in accordance with the FC power plant concepts of both near-
and long-term application.
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Figure 1. A comparison of various on-board vehicular energy storage options for an ICEV
having 1000 kg curb weight, 250-400 mile range and 40 mpg fuel economy.
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Figure 2. Van't Hoff plots (dissociation) for various intermetallic and elemental hydrides
(Sandrock, 1992) and pressure-temperature boundaries for PEMFC, PAFC and SOFC. Note
that the higher temperature limit for SOFC extends to 1000/T=0.7855, beyond the graph
boundaries.
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INTEGRATED TECHNICAL AND ECONOMIC
ASSESSMENTS OF TRANSPORT AND STORAGE
OF HYDROGEN

G.D. Berry*and J.R. Smith
Lawrence Livermore National Laboratory
Livermore, CA 94550

Abstract

Transportation will be a major market for hydrogen because of its great size and the value of energy at
the wheels of a vehicle in comparison to its heating value. Hydrogen also offers important potential
efficiency gains over hydrocarbon fuels. However, hydrogen end-use technologies will not develop without
a reliable hydrogen supply infrastructure. By the same token, reliable infrastructures will not develop
without end-use demand. Our task is to analyze the costs of various infrastructure options for providing
hydrogen, as the number of vehicles serviced increased from very small numbers initially, to moderate
numbers in the mid-term and to determine if a smooth transition may be possible. We will determine
viable market sizes for transport and storage options by examining the technologies and the capital and
operating costs of these systems, as well as related issues such as safety, construction time, etc. The
product of our work will be data based scenarios of the likely transitions to hydrogen fuel, beginning with
small and progressing to larger numbers of vehicles. We are working closely with the suppliers of relevant
technologies to 1) determine realistic component costs, and 2) to assure availability of our analyses to
business. Preliminary analyses indicate that the cost of transport and storage is as important as production
cost in determining the cost of hydrogen fuel to the consumer, and that home electrolysis and centrally
processed liquid hydrogen may provide hydrogen in the initial stages.

*Also at University of Illinois
Champaign, Illinois
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Rationale

A smooth hydrogen transition will require a good match between technologies, markets, consumers and
producers. The pathway from production to end-use must be well-integrated in temporal, economic, and
technological terms. To accomplish this, hydrogen infrastructure systems need to be analyzed and
evaluated using a consistent, clear methodology. Results of an infrastructure analysis will allow planning
of transitional strategies that can achieve rapid energy market penetration. Analysis and minimization of
infrastructure losses and costs is especially important for early, successful, hydrogen development because
hydrogen production costs are expected to be initially high and hydrogen infrastructure generally has
higher costs and lower energy efficiency than conventional energy infrastructure (natural gas, gasoline,
electricity).

Background

Before the feasibility of realizing the benefits of hydrogen energy can be determined, at least three
questions need to be answered. First, what are the likely costs for various methods of making, storing, and
distributing hydrogen for use in automobiles? Second, can hydrogen compete economically as an
automotive fuel with gasoline, natural gas, and other fuels? Third, how might a practical transition to
hydrogen fuel begin if an infrastructure is not in place to distribute hydrogen to significant numbers of
automobiles? In addition, there is doubt about whether a new technology, one that demands significant
capital investment, can penetrate the marketplace at a fast enough rate to provide a reasonable return on
investment. We address these questions by first assessing the options for hydrogen production, storage,
distribution, and use for automobiles and then suggesting scenarios for a possible transition to the use of
hydrogen fuel. Ogden and Nitsch (1992) and others have examined various scenarios after hydrogen has
penetrated the marketplace. We are concerned in this work about the initial penetration of hydrogen as
a fuel into the marketplace.

Hydrogen, like electricity, is an energy carrier and can be produced from a wide variety of energy sources
such as natural gas, coal, biomass, solar (thermal, wind and photovoltaic electricity), electricity and water,
and wastes such as sewage, municipal solid waste, tires and discarded oil (Texaco, 1994). The logical
introduction point for hydrogen energy is in the transportation sector. Consumers currently pay a premium
for transportation energy that amounts to about $80/GJ of useful energy delivered to the wheels of a
gasoline automobile, compared to $14-30/GJ (5 to 11 ¢/kWh) for electricity and $5-7/GJ for natural gas
heating (Hydrogen Program Plan, 1993). The transportation sector also has the greatest potential for fuel
efficiency gains, from about 13% in the federal urban driving cycle to the 3545% possible in fuel cell
vehicles (Appleby and Foulkes 1993). In addition to fuel value and the potential for efficiency gains, the
transportation market places premiums on efficiency and low emissions, and has a relatively high turnover
of vehicles,
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thereby aiding market penetration. As an efficient burning fuel, hydrogen can give vehicles performance
characteristics (acceleration and range) equal to or better than today's gasoline vehicles.

However, the crucial requirement for hydrogen fuel to be competitive in the transportation sector is an
economic vehicle with good performance. Although hydrogen can be used in a standard internal
combustion-engine-powered car, the low average efficiency of the engine is such that economical operation
on hydrogen fuel does not appear feasible. In addition, the volume of hydrogen necessary for any
reasonable range is large and dominates the vehicle design. Our studies (Smith 1994) of series hybrid
vehicles (fuel cell or optimized piston-engine-powered) indicate that these vehicles will require about 3.3
kg of hydrogen for a 300 mile range over the combined urban and highway average driving cycles (Figure
1).

Approach

Hydrogen vehicles will not be developed without a reliable hydrogen supply infrastructure, but neither will
a hydrogen supply infrastructure develop without hydrogen vehicles to support it. This dilemma could be
circumvented if small-scale on-site production of hydrogen at the residential or local station level, is
practical and economical. Whether a centralized nydrogen infrastructure will be in place at the point when
hydrogen vehicles reach high production levels, or whether a decentralized production system can still
compete is an open question that market forces will answer. The technical and economic issues of a
hydrogen infrastructure are detailed, complex and interrelated, and have been discussed by several authors
(Williams 1989), (Winter and Nitsch 1988), (Peschka 1992) and (Deluchi 1992), but in the early stages
of a transition to hydrogen vehicles, only small-scale hydrogen production and delivery options will be
economically feasible due to market size. Consequently, we will focus on these options in order to assess
the feasibility and the initial cost of operating hydrogen vehicles.

A hydrogen infrastructure pathway typically consists of energy transport from a central production center
to a buffer storage and/or distribution center for delivery to a final point of use (Figure 2). Issues of scale,
flexibility, vulnerability, safety, energy efficiency, capital and non-energy operating costs, and timelines
should be addressed, all within the context of competing with or complementing current energy systems.
An infrastructure analysis examining these issues must apply them to energy transmission and transport,
hydrogen distribution and storage, and small scale production at or near the point of use.

Various yardsticks apply to each issue. For example, a good measure of the scale of a technology is the
number of hydrogen vehicles or homes required to make a viable market. Flexibility and vulnerability are
both economic and physical issues and vary widely with infrastructure options. Safety encompasses the
parameters of probability and magnitude of accidents. Energy efficiency is the fraction of final delivered
energy accounting for that used by the infrastructure to transform, transport, store, and deliver a unit of
hydrogen energy. The separation of costs into capital, energy, and operating are important distinctions that
make the assumptions of economic projections clear and amenable to critical review. The issue of
competition with the current energy system vs. a complementary role for hydrogen will change with time.
Obviously a complementary role is desirable in the near term. The timing of phasing in hydrogen over
time requires further examination.
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Proposed Work
Transmission

Energy can be transmitted as hydrogen in a variety of forms (gas, cryogenic liquid, adsorbed, or
chemically bound) and by a number of technologies (pipelines, truck, rail, ship). Altematively energy can
be transmitted as electricity or natural gas using the existing infrastructure and converted to hydrogen at
or near the point of use (possibly with cheaper thermal or chemical energy input) thus circumventing some
infrastructure issues. Analyses of transmission options will depend critically upon available storage
technologies. The energy transmission options we propose to examine are:

o Electricity (for hydrogen production by electrolysis)
o Natural gas pipelines (as a feedstock for hydrogen production)

The hydrogen transmission options we propose to examine are:

o Trucks (cryogenic liquid, microspheres, hydrides, other chemical carriers)
o Trains(cryogenic liquid, microspheres, hydrides, other chemical carriers)
o Hydrogen pipelines

The status and future prospects of these technologies will be looked at in terms of energy efficiency,
capital costs, energy and other operating costs, timelines, and scale. This will provide a clear picture of
how well each infrastructure option delivers hydrogen, the investment required, and the impact on final
delivered hydrogen cost to the consumer. Transmission options which offer reasonable cost, presently or
in the near term, for hydrogen in small quantities will be done first. Analyses of larger scale infrastructure
will be done if time and resources permit. Each of these distribution systems has its own storage
requirements,

Storage

Hydrogen can be stored in a number of forms (compressed gas, cryogenic liquid, in glass microspheres,
chemically absorbed (e.g., hydrides), or physically adsorbed (e.g.. carbon aerogels). These various
technologies need to be examined in terms of capital costs of storage, energy cycle costs, cycle life,
mobility, safety and compatibility with other infrastructure elements. Storage for transport by truck or rail
is particularly important in providing a small to medium scale hydrogen infrastructure with access to low
production cost hydrogen. An infrastructure storage analysis will focus on the impact of storage parameters
(e.g., hydrogen weight fraction stored, storage density, storage energy cycle requirements, capital and
operating costs, etc.) upon final hydrogen distribution and delivery cost. Because of the wide range of
attributes, different storage technologies should be optimum for different infrastructure missions. Factors
such as cycling frequency, energy prices, transport distance, and dormancy will influence the optimum
choice of a storage technology. A hydrogen storage technology assessment is required to estimate the final
delivered hydrogen cost to the consumer, and the importance of market size and structure to achieving
lower costs.

We propose to examine the current status of and future prospects for the following bulk storage
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technologies in terms of storage cycle energy costs, capital and operating costs, suitability as a transport
technology, and compatibility with other portions of a hydrogen infrastructure:

° Compressed Gas
° Liquid Hydrogen
o Microspheres

o Metal hydrides

Distribution

Hydrogen distribution will be examined at the fleet, local outlet, and individual residence scale. Some
parameters of interest are total distribution costs, storage costs, and space and power requirements for a
typical size distribution station. The choice of a storage technology will probably depend upon the number
of vehicles served. The focus of the distribution infrastructure analysis is to identify any major stumbling
blocks at the distributor level to hydrogen development, and estimate the investment required and the
distribution costs on a total and per car basis. The market penetration required for viable distribution
stations at the varying scales can also be estimated. The distribution analysis will be integrated with the
hydrogen transport and decentralized production analyses.

Smalil Scale Production

The choice of early hydrogen production technologies has profound infrastructure implications. This is
particularly true of small scale decentralized production. Hydrogen could circumvent early problems due
to lack of low cost infrastructure modes through on-site production at either the local station or residential
level. The production processes which have potential for using existing large scale infrastructures
(electricity or natural gas) for viable small scale production will be examined in terms of capital, operating,
and energy costs. Some technologies are relatively mature while others are in research and development
stages. We propose to include the following small scale production technologies:

o Electrolysis (conventional alkaline).

o Steam electrolysis (high temperature and pressure to increase efficiencies and lower

costs).
o Small scale natural gas reforming (from the work of Joan Ogden).

o Small scale natural gas decomposition.
o Mediated electrochemical oxidation (partially substituting chemical for electrical energy in
electrolysis).
Small scale production of hydrogen is crucial to the beginning stages of a hydrogen transition, and will

eventually create markets for larger scale, lower cost, production. For example off-peak electrolysis using
10% of U.S. electricity consumption could supply roughly 40 million hydrogen powered vehicles.
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Preliminary Resuits

Based on a cursory examination of the estimated costs of components in each scenario, we compile the
costs shown in Figure 3. We emphasize that these costs are preliminary and their detailed components will
be thoroughly examined and documented during the course of this work. For these results we have used
off-peak electrolysis at a cost of 5¢/kWh, together with 88 hours of off-peak electrolysis per week (8 hrs
per weekday and 24 hrs per day on weekends) for residential customers, and 16 hours per day for stations.
Technical details of this electrolyser storage system have not yet been completed. Hydrogen production
on the single user scale was assumed to require a $4000 capital investment. Residential users are assumed
to borrow money at 10%. Capital cost of hydrogen gas storage at stations was estimated at $300,000
($1000/GJ capital cost) using high pressure storage. The hydrogen volume required for 2500 kg at 80 MPa
is 58 m’ (15,500 gallons). Natural gas for station steam reforming was assumed to cost $2.40/GJ
and for liquid hydrogen from central plants we assumed two costs; $25 and $45/GJ, delivered
with rental on the tank trailer. The discount rate used for stations is 20%. As shown in Figure
3, the final operational cost of hydrogen to the consumer is projected to cost 2.6 - 9¢/mile for
the hydrogen hybrid-electric vehicle described previously. For reference, today’s 30 mpg car at
a U.S. gasoline price of 33 ¢/litre ($1.25/gallon) requires 4.2¢/mile for fuel. Europeans often pay
as much as $1.40/litre (3$5.30/gallon), or 17.6¢/mile for their automobile fuel.

112




Proposed Future Work
In the coming months, we have set the following milestones:

September 1994:
o Identify technologies and estimated costs for home electrolysis.
o Liquid hydrogen delivery costs for small fleets.
o Establish delivery conditions (quantities, temperature and pressure) for on-board
vehicle storage options.

March 1995:
o Preliminary analysis of technologies and costs for small station electrolysis and steam
reforming (interface with Joan Ogden and ORNL).

March 1996:;
o Final report.

Our work will be integrated with the analyses of Joan Ogden, particularly with respect to natural gas
reforming at local gas stations and with ORNL regarding the technologies and economies of local service
stations. We will work with Energetics Inc. to ensure that our results are compatible for input to their
pathway analyses.

With publication of our report, our work will be available to industry.

During this summer, we will employ four graduate students who are interested in working on hydrogen
technology.
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Figure Captions

Figure 1: Conceptual Hydrogen Power Vehicle
Figure 2: Hydrogen Distribution Needs to be Examined
Figure 3: Component Cost for Fueling Options
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ENGINEERING AND REGULATORY REQUIREMENTS
FOR HYDROGEN REFUELING FACILITY

Suman P. N. Singh
Chemical Technology Division
Oak Ridge National Laboratory

Oak Ridge, Tennessee 37831-6495

ABSTRACT

The project consists of conducting an engineering assessment (including infrastructure analysis) for a small
scale (~ 1 MMSCFD) stand-alone natural gas reforming facility to produce fuel hydrogen for a fleet (e.g.,
intra-city buses) fueling facility. This project is being undertaken as part of the U. S. Department of
Energy (DOE) Hydrogen Fuels Infrastructure Development Program. The goal of the program is to
demonstrate the viability of using hydrogen as an environmentally desirable replacement for currently-used
fossil-derived transportation fuels and to serve as a test-bed for future hydrogen fueling stations.

The study is envisaged to require a one person-year level of effort and is expected to commence in
April/May 1994. The study will result in a draft assessment report on the infrastructure analysis for a
small-scale stand-alone hydrogen fueling facility and a draft systems requirements document for the stand-
alone hydrogen fueling station demonstration facility.

The project plan consists of the following steps:

. Assimilate data on conventional and innovative natural gas-to-hydrogen conversion
processes such as steam reforming, partial oxidation, and direct conversion.

. Develop the near-term end use fuel requirements for a typical fleet operations facility
such as daily fuel requirements, buffer storage facilities, and environmental considerations.

. Engineer a stand-alone hydrogen production facility to meet the above requirements

including developing process designs, cost estimates, and treatment and disposal of the
secondary wastes from the production of hydrogen using the alternate natural gas
conversion processes.
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Perform systems studies of the alternate hydrogen fueling station designs including
conducting cost/benefit analyses of differing environmental and permitting requirements
likely to be imposed on the fueling facility.

Identify impediments to market penetration of hydrogen as a fuel or energy vector.
Propose solutions to resolve the impediments including identifying research, development,
and demonstration opportunities for DOE to spearhead and complete.

Develop systems requirements for the demonstration of a prototype small-scale stand-
alone natural gas-to-hydrogen conversion operation producing merchantable hydrogen.

The following activities could be conducted as follow-on activities to the assessment in later years, at

DOE'’s request:

Coordinate the conduct of the stand-alone small-scale prototype hydrogen fueling station
demonstration.

Perform engineering assessments and infrastructure analyses of for example, other
hydrogen production processes (e.g., from biomass and other renewable resources) and
other hydrogen fuel applications such as fueling stations for personal automobiles (similar
to present-day "gas stations"), space heating, and power generation.

If requested, coordinate prototype demonstrations for the other hydrogen fuel applications
to establish the viability of these applications and conversion processes.

The project is part of the DOE Hydrogen Fuels Infrastructure Development Program and will interact
closely with industry, other research organizations, and universities to encourage and result in optimum
technology transfer.

FY 1994 Funding: $ 200 K.
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HYDROGEN UTILIZATION IN INTERNAL COMBUSTION
ENGINES

J.D. Naber, R.M. Green, and D.L. Siebers
Sandia National Laboratories
Combustion in Engines & Furnaces Department
MS 9053, Org. 8362
Livermore, CA 94550-0696

Abstract

Using hydrogen as a fuel in an internal combustion engine offers a number of important
advantages to the engine designer along with significant challenges. The wide flammability limits,
high flame speed, and high octane-rating of hydrogen/oxygen mixtures allow significant flexibility
in the design and optimization of the combustion system. By employing engine design features
such as lean and/or dilute fuel mixtures and high compression ratios, hydrogen-fueled engines
offer the potential of very low NOy emissions (with no CO, in the exhaust) combined with high
thermal efficiency.
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Introduction

The development and optimization of intemal combustion (IC) engines utilizing hydrogen must
focus on the issues of fuel preparation and engine operating conditions that are integrally
connected. Selection of a fuel preparation technique such as carburetion versus direct-injection
dictates many aspects of the combustion control mechanisms. For example, a carburetor allows
the use of premixed lean mixtures to control emissions (Das 1987) which is not possible with a
late direct-injection, compression-ignition system. Whereas direct-injection compression-ignition
systems eliminate concerns such as preignition and flashback that have been problematic with
hydrogen engines in the past (Das 1991).

Hydrogen Utilization In IC Engines

The IC engine hydrogen utilization projects at Sandia are focused on advancing the technology
base for developing and optimizing hydrogen engines for a wide array of uses including
transportation and heavy-duty applications. An example in the transportation class is a
reciprocating IC engine operating at a single speed and load that has been optimized for efficiency
and emissions for use in a hydrogen/electric hybrid vehicle (Smith 1993). Examples for use in
heavy-duty applications include engines for locomotives, trucks, buses, and stationary power
sources. With this wide range of applications in mind, two tracks of combustion research are being
conducted simultaneously. In the first project, premixed spark-ignition combustion systems are
being evaluated, investigating the effects compression ratio, engine speed, and equivalence ratio
have on thermal efficiency and NOy emissions. A goal in this project is to quantify the effects of
these parameters in order to define optimal engine conditions for the design of a single speed-load
engine. In the heavy-duty applications project, the direct-injection of hydrogen and
hydrogen/methane fuel mixtures is being explored. Goals in this project are to quantify the fuel/air
mixing, autoignition, and NOy formation processes in DI hydrogen engines.

Spark-ignition Engine

In support of the objective of defining a spark-ignition engine design optimized for hydrogen fuel
applications, we will direct our initial experimental effort at verifying the currently accepted
relationship between NOy emissions and equivalence ratio. The principal data are those of Das
1987 (see Figure 1). These data represent engine operating conditions of 2000 rpm and
compression ratios varying from 6:1 to 11:1. Figure 1 shows the effect of equivalence ratio on
brake thermal efficiency and NOy emissions for compression ratios of 6:1, 8:1, and 11:1. The
essential feature of the data is the precipitous drop in NOy emissions at equivalence ratios between
0.4 - 0.7. The other important area that we will address in our initial effort concerns the thermal
efficiency of the spark-ignition engine running on hydrogen fuel. Figure 2 illustrates this aspect
of engine performance using the data of Das 1987, King 1958, and Oehmichen 1942, showing the
relationship of thermal efficiency with compression ratio.

In our experimental work, we intend to verify the existing equivalence ratio/NOy emission data
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and extend them to higher engine speeds and compression ratios. In addition, we will investigate
the trade-off between lean and dilute operation as regards to its affects on the NO, emissions.
Further, we intend to validate the thermal efficiency data described above and attempt to extend
the results to illustrate the effects of engine speed, equivalence ratio and dilute operation. We will
carry out our experimental work using a single cylinder CLR (Cooperative Lubrication Research)
engine modified to allow the compression ratio to be varied and EGR (exhaust gas recirculation)
to be added. We intend to operate the engine premixed and normally aspirated. The primary
instrumentation will be in-cylinder pressure measurements for combustion performance indication
and CLA (chemiluminescence analyzer) for the measurement of NO, in the exhaust.

We expect that the data we obtain in this work, along with the results that already exist in the
literature, will assist in the design of an optimized, premixed spark-ignition engine for operation
on hydrogen fuel so that it can be carried out in an efficient and timely manner.

Direct-Injection Compression-ignition Engine

In support of the design and optimization of a hydrogen engine for heavy-duty applications we
will be examining a direct-injection combustion system with possible compression-ignition. In this
combustion system the fuel injection process is a major design parameter that controls combustion
and is used to optimize engine efficiency and emissions. We will initially focus on the fuel
injection system and fuel/air mixing processes. For this work we will be using various optical
diagnostic techniques to visualize and quantify the fuel/air mixing process under typical engine
operating conditions. Also as part of this work, we will be investigating the conditions under
which hydrogen and hydrogen/methane fuel mixtures may be used in compression-ignition (CI)
engine applications. Only a limited number of studies on the use of hydrogen in a CI engine are
available (see the review by Das 1991) and even less is known about the use of hydrogen/methane
fuel mixtures under CI conditions. Previous studies on the use of hydrogen in CI engines show
conflicting results. In studies done by Homan 1978, in a high compression ratio engine, a glow
plug was required to assist the ignition process. However, lkegami et al. 1980, 1982 found that
pure compression-ignition of a hydrogen fueled engine was possible.

Another important engine design parameter to reduce NO, emissions that has not been fully
explored in a direct-injection, mixing-controlled combustion engine is the use of dilution of the
intake air charge by either EGR or scavenging. These dilution techniques work by reducing the
flame temperature and oxygen availability of the hydrogen/oxidizer mixture thereby reducing the
NO, formation which is highly sensitive to temperature (Heywood 1988).

The diesel engine simulation facility at the Combustion Research Facility at Sandia will be used
for the initial experiments. This facility (Siebers 1985, Naber et al. 1994) offers significant
flexibility. First, the simulation facility is capable of producing an extended range of
thermodynamic conditions including typical diesel engine top-dead-center conditions. The
thermodynamic conditions (temperature, pressure, and dilution) at the time of injection can be
varied simply, quickly, and independently in the facility without hardware changes that may be
required in an engine. Second, the facility’s combustion chamber has full optical access for
visualization and quantification of the fuel/air mixing processes at operating engine
thermodynamic conditions. The combustion facility has been previously used to investigate the
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ignition properties of gaseous fuels such as methane, methane/ethane mixtures, and natural gas
(Naber et al. 1994, Fraser et al. 1991), and liquid fuels such as methanol, ethanol, and diesel fuel
(Siebers et al. 198S5).

In the experimental work we intend to investigate the fuel/air mixing processes that dominate the
control of combustion. A high pressure (350 atm) electronic fuel injection system has been
incorporated into the facility that allows independent control of injection timing, injection pressure,
and ambient gas thermodynamic state. In addition, the fuel injector can be fitted with a number
of different sized orifices (0.25 - 1.0 mm in diameter). The mixing process will be examined
using high speed schlieren photography along with planar laser diagnostic techniques. These
studies will provide a data base on the mixing and air utilization fundamentals of a gaseous direct-
injection fuel system for optimization of the fuel injector and engine combustion chamber design.
This data base will also be provided to Los Alamos National Laboratory for validation of the fluid
mechanics models being developed for engine design tools.

In addition to the fuel/air mixing studies, autoignition studies of hydrogen will be investigated
using the diesel engine simulation facility coupled with the kinetics models developed at Lawrence
Livermore National Laboratory. Using the flexibility built into the facility, the ignition process
will be studied over a range of ambient thermodynamic states, including dilution affects simulating
EGR. This will lead to the identification of conditions most appropriate for hydrogen compression-
ignition in an engine. The ignition data base provided through these studies will define the
engine's compression ratio and intake systems. In addition the hydrogen ignition experimental data
along with comparisons to chemical kinetic predictions from Lawrence Livermore National
Laboratory's chemical kinetic models will determine the controlling factors of hydrogen ignition.
These data are useful in both improving the compression ignitability in CI engines and eliminating
the preignition and knocking problems in SI engines.
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Figure Captions

Brake thermal efficiency and NO, emission in a S| hydrogen-fueled engine
(Das 1987).

Brake thermal efficiency as a function of compression ratio in SI hydrogen-
fueled engines.
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HYDROGEN PROGRAM COMBUSTION RESEARCH:
THREE DIMENSIONAL COMPUTATIONAL MODELING

Anthony A. Amsden, T. Daniel Butler, and Norman L. Johnson
Los Alamos National Laboratory
Los Alamos, NM 87545

Abstract

The hydrodynamics of hydrogen gas injection into a fixed-volume combustion chamber is
analyzed and simulated using KIVA-3, a three-dimensional. reactive flow computer code.
Comparisons of the simulation results are made to the preliminary data by Sandia National
Laboratory. The gas injection problem is found to be of comparable difficulty as the liquid fuel
injection of diesel engines. The primary challenge in the hydrodynamics is to describe the large
change of length scale from the flow of gas in the orifice to the penetration in the combustion
chamber. For the current experiments, the change of length scale is on the order of 4000. A
reduction of the full problem is proposed that reduces the change in length scale¢ to about 400,
with a comparable improvement in computational times. Comparisons of the simulation to the
experimental data shows good agreement at early times in the penetration history. At late times
the comparison is sensitive to the method of determination of the penetration in the simulations.
Because the preliminary experiments include combustion and the KIVA simulations do not,
further analysis and experimental data are required for a final comparison.

Introduction

Los Alamos has developed a family of computer models that have gained wide acceptance in the
automotive industry, as well as the gas turbine, stationary combustion and aerospace industries,
primarily for hydrocarbon fuels. These models are being applied to hydrogen injection and
combustion to support industrial collaboration in the DOE Hydrogen Program. 7 1e work
contributes to two areas by developing the knowledge (1) to enable industry to build a - tationary
hydrogen-fueled internal combustion engine to power an electric generator system, and (2) to
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build an advanced, high-power-density internal combustion engine fueled by hydrogen to meet
zero emission requirements. The thrust of this effort is to understand the operation of internal
combustion engines using such fuels in order to design new, efficient engines, thereby
accelerating hydrogen utilization in the private sector. The approach that is taken to fulfill these
goals is to modify appropriately the latest of the publicly released codes, KIVA-3, and one soon
to be released, KIVA-F90, to facilitate the analysis of hydrogen combustion with both pure
hydrogen as a fuel and mixtures of hydrogen and natural gas.

This report focuses on the first stage of the development of the models for hydrogen combustion:
the comparison and analysis of the experimental data of natural gas and hydrogen injection in
a constant-volume combustion vessel as performed by Sandia National Laboratory at Livermore
(apparatus and natural gas injection is described in Naber et al., 1993). In particular, the
hydrodynamics of the injection process is examined in detail. Modeling strategies developed for
the SNL experiments will be applicable to later modeling of full engines. Because only
preliminary data is currently available from SNL, the present analysis should also be considered
preliminary.

Description of SNL Experiments

The combustion vessel in the SNL experiments is a pancake combustion chamber with a 114.3-
mm diameter and a 28.6-mm axial width. The two circular walls of the chamber are sapphire
windows that permit full field-of-sight optical access to the chamber. Characteristics and
operating conditions of the chamber and injector are summarized in Table 1. The gas is
introduced through a single orifice. The injection profile is a square pulse with a 100-ps rise
time to 0.9 of its steady state value.

Table 1 Details Of SNL Gas Combustion Experiments

Chamber volume (cm®) 293.2
Chamber wall temperature (°K) 450
Orifice diameter (ym) 250.0
Orifice length (um) 1000
Injection pressure (MPa) 20.7
Injection duration (s) 0.011
Mass of H, injected (gm) 0.00490

The initial conditions of the air mixture in the chamber before injection are achieved by the premixed
combustion of a small amount of combustible gas (H, and C,H,), such that the resulting composition is
similar to air (Table 2). After combustion, the heated mixture is allowed to cool until the desired chamber
pressure and gas density are achieved, and the gas fuel injection is initiated. The experimental results
reported here are for hydrogen gas injection, although methane injection experiments have also been
performed and analyzed. Because of the transparency of hydrogen in the air mixture, the penetration of

the gas jet cannot be visually observed until the hydrogen autocombusts.
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Table 2 Initial Species Gas Density in g-cm™ Before Injection

Oxygen 0.00398
Nitrogen 0.01312
Carbon dioxide 0.00115
Water 0.00067
Average molecular weight: 2947
Computational Modeling

Description of the KIVA Reective Flow Code

The KIVA family of codes, developed at Los Alamos National Laboratory (LANL), is a mature, three-
dimensional, computational fluid dynamics software for chemically reactive, transient flows with fuel
sprays (Amsden et al., 1989). The code features sophisticated sub-models, which simulate the complex
flow, thermodynamic and chemical processes accompanying combustion. These models include for
applications to combustion engines: turbulence, spray atomization, fuel penetration and vaporization, auto-
ignition and combustion. The chemical combustion model can describe complex equilibrium and kinetic
reactions, giving it the capability of modeling soot in the presence of carbon and NOx production. The
KIVA-3 version (Amsden, 1993) enables complex geometries to be modeled, typical of combustion
engines with moving pistons and inlet and exhaust ports. KIVA-3 runs on generic workstations and on
supercomputers. A new version of KIVA, KIVA-F90, is written in FORTRAN-90 and will execute on
massively parallel machines. For the current application, KIVA-3 is used to model the SNL experiments.

Computational Approach

The physical processes that are important in the SNL experiments are the flow of the injected gas in the
injector nozzle, the transitional flow from the tip of the injector into the chamber, the interaction of the
gas jet with the gas in the chamber and the consequent generation of turbulence and the heat exchange,
mixing and eventual combustion of the hydrogen and air. The production of NOx and timing of the
autocombustion are sensitive to the extent of turbulence mixing. For the purposes of the present study,
the focus is on the flow dynamics of the injection, penetration, and mixing; the combustion processes will
be considered in a later report.

Computational modeling of the SNL hydrogen combustion experiments requires specification of the initial
conditions of the combustion chamber and an approach to the modeling of the gas injection process.
Despite the apparent simplicity of the injection of a combusting gas into air, the disparate length scales
in the flow present a formidable challenge to the computational modeling. The ratio of the largest length
scale, the penetration of the gas jet, to the smallest length scale, the flow variations within the orifice
(taken to be 1/10th the orifice diameter), is about 4000. This large ratio precludes the straightforward
approach of treating the entire process in a single computational mesh that resolves all length scales, which
would lead to impractical computational times.
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Because the final goal of the computational modeling is to provide tools for designers of hydrogen fueled
engines, a computational approach is ultimately required that will give accurate results on the
comparatively coarse meshes that are necessary for full or partial engine simulations. Throughout the
modeling of the SNL experiments, the modeling choices were made with this goal in mind and are
outlined in the following sections. The approach is to divide the flow problem into tractable problems
that can be analyzed separately and then sequentially coupled. These are (1) the flow in the nozzle, which
determines the nozzle exit conditions, (2) the expansion and cooling of the flow from the nozzle in the
region just next to the nozzle, and (3) all processes that follow. The advantage of this approach is that
the smallest length scales, a fraction of the orifice diameter, can be eliminated from the simulation of the
jet penetration and combustion, thereby, significantly improving the simulation times.

As a point of reference, special modeling is also required for the more traditional injection of liquid
hydrocarbon fuels for diesel engines. Comparable challenges in the disparity of length scales also occur.
The technique that has been employed is to treat the liquid fuel jet as Lagrangian droplets that flow
through a stationary mesh (Amsden et al., 1989). In this manner the orifice of the injector does not need
to be resolved and the computation can proceed significantly more efficiently than if the injection of the
liquid fuel were resolved. This approach has proven to be accurate and is well accepted by the modeling
community. The challenge for the modeling of the injection of a gas is that no comparable approach has
been developed.

Choked Flow Nozzie Dynamics

The known experimental conditions for the gas injector are the pressure and temperature of the hydrogen
reservoir behind the orifice and measurement of the mass injection rate. The exit conditions from the
nozzle can be estimated by assuming, and later verifying, that the flow is limited by the sound speed of
the gas, i.e., the flow is choked. If we further assume that under these flow conditions the hydrogen is
nearly a perfect gas and flows isentropically through the short nozzle, the pressure, density, sound speed
and temperature at the exit are given by:

p*= PO[—?-)*" =10.9 MPa
Y+1i

1
p*= pO(FT)H =0.00707 g cm™

€S| -

. (_ng) =147,000 cm s

T*=375K
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where v is calculated to be 1.39, the pressure and temperature have values as in Table 1, and the density
and temperature are found from the equation of state for hydrogen. Because of viscous losses on entry
to the nozzle, the flow rate is typically lower than as determined from the soundspeed by some factor,
taken to be 0.85 for a short nozzle with sharp comers. This gives an actual value for the exit velocity to
be:

‘act =0.85c¢ = 127,000 cm s™.

and the mass flow rate, assuming a uniform velocity profile for fully developed turbulent flow,
of 0.444 g s'. This value is in agreement with the experimentally-observed mass flow rate of
0.445 g/s, resulting in a discharge coefficieni of 0.87, which is close to the assumed value of
0.85.

Highly Resolved Modeling of Near-Nozzle Dynamics

Upon exiting the orifice, the hydrogen undergoes expansion and cooling and rearrangement of the velocity
field across the jet. To better understand this process and to provide inflow conditions for the less
resolved simulations discussed in the following section, a detailed simulation of the fluid dynamics in the
neighborhood of the nozzle was performed. The flow in the region of the nozzle is assumed to be axi-
symmetric, because the curvature of the walls is small and other bounding surfaces are far removed.
Thereforc, a highly resolved two-dimensional mesh was used. Five cells of uniform spacing were used
across the radius of the nozzle outlet. Away from the nozzle, radially and axially, the mesh size was
expanded to reduce the total number of cells in the simulation. The inflow condition: © nydrogen gas
are the values determined in the previous section, assuming the velocity profile at exit irom the nozzle
is flat. The turbulence is described by a k-e model. The turbulence intensity of the inflowing gas jet is
taken to be 1/100th of the kinetic energy of the jet. A solid wall boundary of constant temperature as in
Table 1 is used on the side of the mesh where the jet exits. The other two sides of the mesh are specified
to be outflow boundaries of constant pressure, taken to be the initial pressure of the gas in the chamber.
The initial conditions and composition of the gas mixture are initialized with the values specified in Tables
1 and 2.

After about 60 ps, the mass of hydrogen within the mesh is constant and the system has reached a steady-
state flow. The velocity vector field, Mach number and H, mass fraction at steady state are found in
Figures 1 through 3. The angle of expansion of the jet is observed to be about 7 degrees. In Figure 4,
the normalized velocity, pressure, density and temperature along the axis are plotted. Significant
expansion, subsequent cooling and acceleration occurs shortly after the hydrogen leaves the nozzle at about
0.04 cm from the exit and then quickly stabilizes and remains constant. This is typical behavior for an
choked nozzle flow at these conditions. Also shown in Figure 4 are the spatially averaged values over
the diameter of the nozzle just after the exit gas has stabilized. The averaged values differ from the
centerline values because of the drag, heat transfer, and mixing of the gas in the chamber with the
hydrogen. Comparisons of the averaged values with the axial values show that the major effect of the
surrounding gas is to diffuse momentum away from the axis, as can be observed in the velocity field in
Figure 1. The averaged values plotted in Figure 4 are given in Table 3.
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Table 3. Steady State And Spatially Averaged Values Of The Expanded
Jet At An Axial Position Of 0.037 Cm

Axial velocity (cm s7) 141,000
Temperature (K) 329
Pressure (MPa) 6.26
Density (g cm™) 0.0050

The results of this simulation shows that the effect of the expansion of the jet is significant and must be
taken into consideration. The decrease in hydrogen temperature by 12 percent, or 45° K, will likely lead
to a delay in ignition. Furthermore the expansion occurs at a length scale that cannot be resolved on the
typical mesh size required for practical engine simulations. Hence, if the exit conditions had been used
on a coarse mesh, the expansion of the jet would not be simulated correctly and the simulation would be
suspect.

Three-Dimensional Modeling of SNL. Combustion Bomb

The averaged values determined from the fine-scale simulation in the last section were used in a
simulation of the injection into the full SNL combustion chamber. In Figure 5, the 3D mesh that was used
is shown. The mesh dimensions are 36 by 12 by 10. Also drawn on Figure 5 is the size of the 2D mesh
used in the previous section in a blowup of the corner of the 3D mesh. This illustrates the drastic change
of length scales that occur in this flow problem. For the 3D injection problem, the size of the orifice is
the smallest dimension of the cell in the comer of the mesh within the proscribed 2D box. To minimize
the computational times, only one fourth of the full system is modeled by taking advantage of the two
planes of symmetry in the experiment. The orifice was resolved with a single cell with one fourth the area
of the orifice, with correspondingly 1/4 the mass flow into the mesh. The boundary conditions are chosen
appropriately: the chamber walls are modeled as solid walls of constant temperature, the internal fluid
boundaries are reflective symmetry planes. The initial conditions of the gas in the mesh are specified as
in the last section.

Many three-dimensional simulations were made to determine the sensitivity to the meshing and the
numerical and physical models in KIVA. It was found that the penetration was most sensitive to the mesh
size near the orifice and the turbulence model. With either a poorly resolved mesh or the standard
turbulence treatment, the simulations severely underpenetrated, even at early times. We concluded that
to obtain the penetration necessary to describe the experimental data, a standard modeling approach would
require a much finer mesh than would be practical for repetitive 3D simulations. Hence we examined
modifications to the turbulence model that would allow an accurate computation on a coarser mesh.

Because of difficulties that arise with the turbulence mode! on a coarse mesh, primarily the generation of
unrealistic turbulent length scales, modifications were made to the KIVA runs to limit the largest length
scales in the region of the hydrogen jet. The approach used is to limit the length scale in the KIVA
simulation to a length equal to the distance away from the orifice within a 7 degree cone along the axis.

In Figure 6 the preliminary experimental data are plotted for a gas temperature of 1150 K, along with the
most promising simulation results to date. A question arises as to how best to determine the penetration
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of the jet for comparison to the experiments. Plotted in Figure 6 are the penetration as determined by the
1 and 3 percent contours of hydrogen gas density. Although either of these penetration determinations
by KIVA match the experimental penetration at early times quite well, at later times, the two
specifications of the penetration bracket the experimental data. This trend will continue as the hydrogen
front becomes more diffuse. Because the hydrogen jet cannot be observed in these preliminary
experiments until combustion has begun, data is not shown for early times. The KIVA results in Figure
6 do not include combustion at present. Consequently, there is an unanswered question as to the effect
of combustion on penetration, and it is possible that the comparison of the simulation and the
experimental data will differ when combustion is included into the simulation or when noncombusting
experimental data is available. Because of these uncertainties, the simulation was not extended to later
times.

Future Work

To resolve the sensitivity to the method of determination of the penetration history at late times of the
KIVA simulations, we plan to examine the penetration history with finer meshes. Concurrently, SNL is
planning experiments that examine the penetration in the absence of combustion and replacing the
preliminary data in Figure 6 with final data. Together, these should resolve the accuracy of the present
modeling approach. Ultimately an approach will be developed for the description of a gas injection that
will be usable by industry on their in-house computing systems.

When the noncombusting penetration is well described, the effects of combustion will be examined.
Initially a 22-reaction hydrogen combustion model (NASP, 1990) will be used until the LLNL developed
kinetics model is available and implemented into KIVA.

Later work will include comparison of KIVA-3 code predictions with the optically based experimental data
gathered in-cylinder during engine operation, the use of massively parallel computer architectures for such
analyses by modifying and extending KIVA-FS0 to apply to hydrogen fuels, and the transfer of the
validated codes to appropriate industrial engine developers for their use in analyses of engine designs.

Conclusions

The current state of numerical modeling of gas injection is comparable to the early state of modeling of
liquid fuel injection for diesel engines in the late 1970's. Given the increased understanding of the liquid
injection problems over time, special techniques were developed to model accurately the problem on
meshes of practical interest. This report describes the comparable challenge of resolving the large
disparity of length scales for gas injection and an approach to numerically modeling the problem.

From a simulation and analysis of the dynamics of the exit of the gas from the orifice, significant
modifications of the exit conditions of the gas occur at a length scale about 1/200 the size of the
combustion chamber and must be included in a realistic simulation of the injection process.

Many fully three-dimensional simulations were made of the SNL experiments with methane and hydrogen

injection, with and without combustion. From simulations performed to date, the penetration history if
found to be highly sensitive to the mesh refinement and the treatment of turbulence. Overall, the
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outstanding challenge of the modeling will be the description of the penetration history of the gas jet on
poorly resolved meshes. The approach taken in this report is to remove the details of the jet dynamics
upon exit from the orifice and model the expanded jet on a coarser mesh. This approach reduces run
times by a factor of 10 and is shown to be accurate for early to moderate times in the SNL experiments.
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Figure Captions
Figure 1. Velocity vector field for the 2D injection simulation near the orifice.

Figure 2. Mach number contour plot for the 2D injection simulation near the orifice. The contour range
is from 0.12 (marked L) to 1.1 (marked H) with intervals of 0.123.

Figure 3. Hydrogen mass fraction contour plot for the 2D injection simulation near the orifice. The
contour range is from 0.10 (marked L) to 0.90 (marked H) with intervals of 0.01.

Figure 4. Plot of the axial profiles at steady state for the 2D injection simulation near the orifice.

Figure 5. The three-dimensional mesh of one quarter of the SNL combustion chamber. A blow up of
the comer where the injection occurs is show in the lower figure. The box in the comer of this figure is
the size of the mesh used in the simulations shown in Fig. 1-4.

Figure 6. Comparison of the penetration history of the hydrogen jet of the KIVA simulation and the
preliminary SNL experiments. The penetration in the KIVA simulations are presented for two methods
for determining the penetration history: the maximum axial extent of the one and three percent hydrogen
density contours.
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Figure 3. Hydrogen mass fraction contour plot for the 2D injection simulation near
the orifice. The contour range is from 0.10 (marked L) to 0.90 (marked H) with

intervals of 0.01.
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CHEMICAL KINETIC MODELING OF H, APPLICATIONS

Charles K. Westbrook, William J. Pitz,
Lawrence D. Cloutman, and Nick Marinov
Lawrence Livermore National Laboratory

Livermore, CA 94550

Abstract

This project is intended to develop detailed and simplified kinetic reaction mechanisms for the combustion
of practical systems fueled by hydrogen, and then to use those mechanisms to examine the performance,
efficiency, pollutant emissions, and other characteristics of those systems. In the first year of this program,
LLNL is funded at a level of 1 FTE. To date, we have done a variety of flame model calculations,
comparing flame propagation with detailed kinetic models with simplified models in which the fuel
consists both of hydrogen as well as hydrogen mixed with natural gas. We are currently developing the
simplified analog reaction mechanisms that are computationally simple, yet still reproduce many of the
macroscopic features of flame propagation. These flame models have also been used to examine the
feasibility of using hydrogen addition to natural gas as a practical means of reducing the lean flammability
limit of natural gas systems, which could lead to stable system operation with significantly reduced
pollutant emissions. In addition to classical flame propagation models, intemal combustion engine and
industrial burner models in two and three space dimensions have been developed and studies including
parametric variations of operating variables are being carried out. In addition to fluid dynamics models,
hydrogen combustion is being linked to submodels of pollutant species production and destruction,
particularly using detailed kinetic models of the chemical kinetics of oxides of nitrogen (NOx).
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introduction

Kinetic modeling of combustion of hydrogen has been pursued at Lawrence Livermore National
Laboratory for many years, with numerous publications describing laminar flames, detonations, and other
systems in which hydrogen is the fuel (e.g., Westbrook, 1982; Westbrook and Urtiew, 1982). Hydrogen
is produced and subsequently consumed during the oxidation of all larger fuel molecuies, and the reaction
mechanism for H, oxidation is an essential subset of the reaction mechanisms for virtually all hydrocarbon
fuels. The kinetic modeling program at LLNL has been prominent in developing capabilities to describe
oxidation of hydrogen and other fuels and in using kinetic models to study practical and other combustion
systems in a wide range of environments. Reviews of hydrocarbon oxidation (Westbrook and Dryer, 1981,
1984) have emphasized the fact that reactions involving H, and other species in the H, oxidation
mechanism have a dominant influence on the rate of hydrocarbon combustion. As a result of these and
other efforts, LLNL has the capability to simulate the oxidation of H, over a wide range of conditions and
in intemal combustion engines in particular.

Program Goals

There are two major approaches to combustion modeling in practical systems. In the first approach, the
physical geometry of the combustion system is simplified to deal with a zero or one-dimensional
formulation. This makes it possible then to deal in great detail with selected subprocesses, including the
detailed chemical kinetics of fuel oxidation, NO, production and pollutant emission. On the other hand,
it is also possible to simplify the detailed chemical and physical process submodels and deal in detail with
the multidimensional fluid mechanics. Both approaches have been used extensively in the past to study
combustion in practical systems, including particularly intemal combustion engines. In the present
program, both approaches are being pursued, using current models for complex chemical kinetics and
multidimensional fluid mechanics. As the program develops in time, it will eventually become feasible
to combine both features together and carry out model analyses on a scale that was not possible
previously.

With both of these approaches in mind, the work to be done at LLNL will provide kinetic and fluid
mechanical models that will both advance our current capabilities and will also address specific
applications problems. In the area of simplified fluid mechanics modeling, we will examine a number of
problems associated with hydrogen oxidation. We will also develop and apply simplified kinetic
submodels for use within complex fluid mechanics models.

Kinetics Studies

Hydrogen flames bum much more rapidly than hydrocarbon fuels such as methane or propane, with a
stoichiometric laminar burning velocity close to 300 cm/sec compared with hydrocarbon values close to
40 cm/sec. This difference offers the possibility that hydrogen could be used to displace some of the
hydrocarbon in hydrocarbon/air systems and increase the overall buming rate and flame velocity. In
particular, this difference in bumning rate might be used to use hydrogen addition to lower the overall
fuel/air equivalence ratio normally required in the hydrocarbon/air system and reduce the product
temperature and the rate of production of NO, from practical systems, all while retaining the overall rate
of flame propagation and heat release. To examine this possibility, we are carrying out a variety of flame
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propagation studies. In particular, we are focusing on methane/air and natural gas/air flames, with
hydrogen being used to displace the hydrocarbon in varying amounts. In these modeling studies, we are
especially concemed with the adiabatic (product species) flame temperature for very lean mixtures. If
these temperatures can be reduced and normal flame propagation can still take place, then there are
important advantages to be obtained with hydrogen addition to hydrocarbon/air mixtures. These studies
are well under way.

We are combining the kinetics of hydrogen oxidation with the kinetics of detailed NO, production to study
processes that may reduce NO, emissions from practical combustion devices. The thermal (Zeldovich)
NO, mechanism is stll active in hydrogen combustion, and the low-temperature path through N,O
formation is also still operational. However, prompt NO that is a result of CH radical reactions with N,
will clearly not contribute when hydrogen is the fuel. We are working to examine the implications of the
use of hydrogen on NO, production.

The detailed kinetic models are also being used to develop simplified kinetic models for hydrogen and
hydrocarbon/hydrogen mixtures that can be used in multidimensional fluid mechanics models for real
system analysis. This process has been used in the past (Westbrook and Dryer, 1981) to develop flame
models with simplified kinetics, and it is recognized that such simplified submechanisms are needed to
deal with real chemistry and real fluid mechanics.

Filuild Mechanics Models

We are studying a variety of applications in which the chemical kinetics must be simplified in order to
consider the computational needs of the fluid mechanics model. Simulations of hydrogen combustion in
automotive engines, industrial bumers, and other practical systems often require full three-dimensional
modeling treatments, although some types of devices may possess enough symmetry t0 permit two-
dimensional treatment. In either case, the computational needs of the fluid dynamics portion of the model
alone are considerable, and it is not yet possible in most cases to also include a full chemical kinetic
submodel, even for hydrogen oxidation. In such models, it is possible to develop and use a single or
global reaction submodel that provides a reasonably accurate description of the overall rate of heat release.
We have developed such submodels in the past for a range of hydrocarbon fuels (Westbrook and Dryer,
1981), which have then been incorporated into large-scale combustion models (Amsden, 1993), and we
are repeating that process for hydrogen. The global reaction rate parameters must be properly evaluated
in order to reproduce the stoichiometric laminar burning velocity as well as its variation with equivalence
ratio, pressure, and unburned fuel/air temperature. Since we are also interested in simulating the
combustion of various hydrogen/hydrocarbon mixtures in practical devices, we are including fuel mixture
effects in the global reaction rate formulations being developed. The results of this project will then be
available to other hydrogen program participants for use in their own modeling studies.

Several types of practical combustion systems will be analyzed with the multidimensional model with
simplified hydrogen kinetics. For intemal combustion engine simulations, the model will be used to
examine the possibilities of hydrogen addition to hydrocarbon fuels to reduce NO, emissions. For engines
fueled entirely by hydrogen, the model will examine such features as optimal hydrogen/air equivalence
ratio, NO, production, potential for autoignition or knock (Westbrook et al., 1991), and ignition
requirements. In addition, the potential of engine modifications such as prechamber ignition for further
NO, reduction will be examined. If time and resources permit, the model will be extended to study
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hydrogen combustion in industrial bumers. Current studies at LLNL are examining natural gas
combustion in these bumers, and modifications to describe hydrogen would not be difficult.

Finally, since the detailed chemical kinetic reaction mechanism for hydrogen is quite simple, consisting
of only eight chemical species (H, H,, O, 0,, OH, H,0, HO, and H,0,), there are some applications for
which a full CFD and detailed chemical kinetic treatment may be feasible. For example, if an
axisymmetric burner model requiring only two spatial dimensions were combined with a kinetic model
that perhaps omitted the minor species HO, and H,0,, selected model calculations could be carried out
in order to determine quantities of interest. As models are converted to use massively parallel computers
or clusters of workstations, this type of calculation will gradually become more realistic.
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ADVANCED MATERIALS FOR HYDROGEN STORAGE:
CARBON NANOTUBULES

T.A Bekkedah! and M.J. Heben
National Renewable Energy Laboratory
Golden, CO 80401-3393

Abstract

The lack of convenient and cost-effective hydrogen storage is a major impediment to wide scale use of
hydrogen in the United States energy economy. Improvements in the energy densities of hydrogen storage
systems, reductions in cost, and increased compatibility with available and forecasted systems are required
before viable hydrogen energy use pathways can be established. Possible approaches to hydrogen storage
include: (i) physical storage via compression or liquefaction; (ii) chemical storage in hydrogen carriers
(e.g. methanol, ammonia, and diborane); (iii) metal hydrides, and (iv) gas-on-solid adsorption. Although
each storage method possesses desirable attributes, no approach satisfies all of the efficiency, size, weight,
cost and safety requirements for transportation or utility use. Carbon-based hydrogen adsorption materials,
in particular, hold promise for meeting and exceeding the U.S. Department of Energy hydrogen storage
energy density targets for transportation if concurrent increases in hydrogen storage capacity and carbon
density can be achieved. Although these two goals are in conflict for conventional porous materials such
as activated carbons, the desired results may be obtained if the void spaces in high surface area materials
can be organized into optimal configurations. Recent demonstrations of the synthesis of carbon
nanotubules by the process of spark-gap evaporation indicate that such organization is possible. In
addition to surface adsorption storage, pores within assemblies of carbon nanotubules might be of the
proper size to allow nanocapillary filling mechanisms to become operative. This paper describes our
investigations of the hydrogen storage properties of carbon nanotubules. Preliminary results indicate that
nanotubule-containing samples can store 8.4 wt% H, at 82K and 10.6 psi H,. Recent results from our in-
house synthesis of carbon nanotubes are also presented.
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Statement of the Problem / Relevance of the Work
Background

Implementation of a domestic renewable hydrogen energy economy would reduce all forms of pollution
associated with the use of fossil and nuclear fuels, and decouple the United States from volatile and
unmanageable foreign energy markets. Additionally, the development of an international hydrogen energy
economy would undoubtedly open new opportunities for the sale of U.S. hydrogen-related technologies.

Hydrogen storage is a key enabling technology that must be significantly advanced in terms of
performance and cost effectiveness if the U.S. hydrogen energy economy is to be established. As
described in the U.S. DOE Hydrogen Program Plan for FY 1993 - FY 1997, compact and lightweight
hydrogen storage systems for transportation do not presently exist, and low-cost, low-loss bulk storage
systems for utility use are not available. Possible approaches to hydrogen storage include: (i) physical
storage via compression or liquefaction; (ii) chemical storage in hydrogen carriers (e.g. methanol,
ammonia); (iii) metal hydrides, and (iv) gas-on-solid adsorption. Although each storage method
possesses desirable attributes, no approach satisfies all of the efficiency, size, weight, cost and safety
requirements for transportation or utility use. Table 1 displays a compilation of the advantages and
disadvantages associated with the various H, storage technologies.

Table 1: Advantages and Disadvantages of Storage Technologies.

Compressed Gas Ad: Well-developed technology base, good gravimetric
performance, good dormancy characteristics.
Dis: Bulky, compression costs, safety.

Cryogenic Liquid  Ad: Excellent volumetric and gravimetric energy density for
large containers.
Dis: Liquefaction costs, boil-off losses, poor performance in
small systems.

Gas-on-Solid Ad: Fair volumetric and gravimetric energy densities, potentially
inexpensive.
Dis: Requires compression and cooling. Complexity.

Metal Hydrides Ad: High volumetric energy density. Safe.
Dis: Poor gravimetric performance. Trade-off high of wt% and
high dissociation temperature.

Chemical Storage  Ad: High gravimetric storage density.
Dis: Toxicity, impure hydrogen stream, rehydrogenation reaction.
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Current Status

Gas-on-solid adsorption and metal hydride storage are inherently safer methods of storing hydrogen than
either (i) or (ii) above. In addition, these two methods of hydrogen storage avoid the use of toxic
chemicals (a concern normmally associated with (ii)), and both have the potential to be more energy
efficient than physical storage methods. Figure 1 compares the performance of systems based on (i), (iii),
and (iv) in terms of volumetric and gravimetric energy densities. The Figure also displays the energy
density values for gasoline and diesel fuel, and the DOE target for hydrogen storage systems for vehicular
use. Clearly, the DOE storage density goals can only be met with significant advances in hydrogen
storage technologies.

The hydrogen storage properties of high-surface-area "activated” carbons have been extensively studied
(Carpetis and Peshka, 1980; Schwarz, 1; Agarwal et al., 1987; Schwarz, 1993). These carbons are
normally prepared from a variety of biological or mineralogical carbonaceous materials by processing that
includes: i) chemical activation to produce dehydration or decomposition of organic constituents during
subsequent heat treatments, ii) low-temperature carbonization (400-500 °C) to remove volatile organics,
and iii) high-temperature oxidation (800-1000 °C) to develop porosity and surface area (Kirk et al., 1978).
These methods produce microcrystalline, non-graphitic carbon materials with specific surface areas of 300-
2500 m%gm. One of the best currently available activated carbon adsorbs ~4.8 wt% H, at a temperature
of 87K and a pressure of 59 atm. Under these same conditions a carbon fiber-wrapped pressure vessel
containing this activated carbon would store H, at 4.2 wt% and 16.8 kg/m*® (Schwarz, 1993). In this
system, a portion of the hydrogen is stored as a compressed gas in the macro-voids of the activated
carbon. The performance of the system falls short of both the DOE Hydrogen Program Plan storage goals
(6.5 wt % H, and 62 kg H,/m?). Researchers at A.D. Little (Hynek et al., 1992) have predicted that both
Hydrogen Program Plan storage goals could be met if the gravimetric energy density could be maintained
at 8 wt% while carbon density was increased from ~0.4 to 0.8 gm/cc. This is a technically challenging task
since the surface area and density of porous materials are generally inversely related.

To date, most research on solid-state hydrogen storage materials has been empirical in nature. Most
studies of gas-on-solid adsorption have simply reported the hydrogen adsorption/desorption properties of
commercially available carbons and zeolites. The materials parameters which are critical for hydrogen
adsorption system performance (surface area, pore size distribution, micropore volume, heat of adsorption,
thermal conductivity, material integrity, kinetics, etc.) are typically measured but not controlled. A
complete understanding and optimization of hydrogen adsorption mechanisms will only be achieved when
critical material parameters can be controllably varied to establish relationships between properties and
performance. Proper design and materials engineering in the nanometer size regime may allow high
performance adsorbents to be synthesized in order to meet and exceed the DOE energy density targets for
vehicular hydrogen storage.

Technical Approach
ideal and Real Hydrogen Adsorbents

The gas adsorption performance of a porous solid is maximized when the pores are not larger than a few
molecular diameters (Gregg & Sing, 1982). Under these conditions the potential fields from the walls of
the so-called micropore can overlap to produce a stronger interaction than would be possible for adsorption
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on a semi-infinite plane. At sufficiently low temperatures, where the escaping tendency of the gas is much
less than the adsorption potential, the entire micropore may be filled with a condensed adsorbate phase.
For the case of hydrogen, with a van der Waals diameter of ~4.4 A (CRC, 1975), pores would be required
to be smaller than ~40 A to access this so-calied nanocapillary filling regime. Ideally, the entire porous
volume of an adsorbent would be of the microporous variety, and the volume and mass of the adsorbent
skeleton would be the minimum necessary to develop the adsorption potential and provide thermal
conductivity for management of heat fluxes associated with adsorption and desorption. Such a material
would meet the technical challenge outlined above by providing increased material density while
maintaining, and perhaps increasing, gravimetric storage density.

The heat of adsorption in a micropore will be a function of the ratio of the pore diameter to the adsorbate
diameter. The heat of adsorption for methane in model pores consisting of two infinite parallel graphite
sheets at various separation distances has recently been calculated (Cracknell et al., 1993). When the
graphite planes were separated by a methane diameter, the heat of adsorption was peaked at a value ~2
times that for adsorption on the isolated planes. Such a substantial increase in the strength of interaction
should allow storage systems to be operated at relatively lower pressures and higher temperatures.
Operation of storage systems under conditions closer to ambient would offer savings in costs associated
with compression, cooling, and container design.

The model materials used in these calculation are distinctly different from most real materials in that all
sites for adsorption are equivalent. Thus, adsorption continues with a constant driving force until all sites
are occupied. The adsorption of H, on Graphon (exfoliated graphite) proceeds in this manner with a heat
of adsorption of 3.8 kJ/mol until a monolayer is formed (Pace and Seibert, 1959). In contrast, activated
carbons show a higher initial heat of adsorption (~6.5 kJ/mol in one case: Schwarz, 1992) that can be
reduced by more than a factor of 5 across the adsorption isotherm (Schwarz, 1). In the former case, the
hydrogen adsorption is driven by pure van der Waals forces at structurally similar sites while, in the latter
case, a variety of structural and chemical environments are evidently active (Agarwal, 1987). Storage
system designed to be used with activated carbons must operate under conditions were some weakly
adsorbing sites can be populated. Systems utilizing materials with uniform pore sizes need only operate
under condition were the representative pore is active.

Calculations by Pedersen and Broughten have shown HF molecules will be strongly stabilized (by 29
kJ/mol) within carbon nanotubules (Pedersen and Broughten, 1992). The same type of "molecular straw"
phenomena is expected to occur for non-polar species like H,, and ensembles of tubes are expected to
promote condensation more effectively than individual tubes (J.Q. Broughten, personal communication).
The recent demonstration of the incorporation of Pb and other metals into carbon nanotubules by capillary
forces (Ajayan and Iijima, 1993) is in agreement with this concept. Broughten and Pedersen’s simulation
of the interaction between a single nanotube and a neon reservoir indicates that capillary forces will also
promote adsorption on the external surfaces of the tube as well (Broughten and Pederson, 1992).

It is difficult to obtain adsorbent materials with specific pore sizes and narrow pore size distributions. A
semi-empirical model which describes pore growth during pyrolysis and/or gasification of coal shows that
pore number densities vary with 1/, where r is the pore radius (Simons & Finson, 1979). Thus, although
the number of micropores is relatively large, the small number of larger pores comprise a large fraction
of the total pore volume. Porous carbons synthesized by conventional thermal processing generally exhibit
more than 50% of total pore volume as macroporosity (Quinn & MacDonald, 1992) with pore dimensions
greater than c.a. 40 A. Macro pores only participate in monolayer adsorption, and are therefore relatively
ineffective in adsorption storage. Consequently, high volumetric energy densities are expected for
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adsorbent materials with large microporous and minimal macroporous volumes.

Carbon Nanotubes as Nearly ideal Adsorbents

As the preceding discussion indicates, the ideal hydrogen adsorbent should have several features; (i) high
surface area, (i) minimal macroporosity, (iii) uniform and tailored microporosity, and (iv) high thermal
conductivity. In FY 93 we initiated a research program to identify and investigate new solid-state
hydrogen storage options which possess the potential for quantum jump improvements over currently
available technologies. Our preliminary conceptual model indicated that carbon nanotubule assemblies
could be fabricated to have all of the features that are found in the ideal adsorbent. Figure 2 displays an
model assembly of 20 A diameter graphitic tubules. Although the figure is idealized, such nanotube
bundles are ubiquitous in deposits formed under certain growth conditions (Ebbesen et al., 1993). A
simple calculation demonstrates that a close-packed assembly of 20A diameter tubules would have a
surface area close to the theoretical maximum for graphite (~5000 m?/gm), and a density of ~1 gm/cc.
Further calculation indicates that a single 20 A tube could meet both DOE energy density targets by
storing H, at densities of 7.8 wt% and 65 kg/m’. This latter calculation considers a close-packed
arrangement of H, as a first internal monolayer, with subsequent volume filling by liquid H,. Even though
contributions from adsorption in volume between tubes in an assembly (Fig. 2) are neglected, the
calculated storage capacities exceed the DOE target energy densities. Furthermore, if nanocapillary forces
are active in ensembles of carbon nanotubes, these H, storage capacities could be obtained at higher
temperatures and lower pressures than are normally employed with activated carbons (e g. 87K, 740 psi -
Schwarz, 1993).

Results and Discussion

Our approach to assessing the viability of employing engineered carbon nanotubules in hydrogen storage
applications has involved two closely coupled Tasks. In the first Task, we utilize a customized
microbalance to investigate the hydrogen adsorption properties of nanotubule-containing samples under
a variety of temperature and pressure conditions. The second Task is focused on the synthesis of carbon
nanotubes and nanotubule assemblies. Our goals in this activity are to produce research quantities for
analysis in Task #1, and to develop an understanding of the nucleation and growth of carbon nanotubules
so that mass production of optimal materials may be achieved.

Hydrogen Adsorption on Nanotubules

Initial investigations of the H, adsorption properties of carbon nanotubes have been performed on samples
obtained through a collaboration with D.S. Bethune and his research group at IBM. The samples were
produced via the spark gap evaporation process using carbon rods that had been doped with cobalt metal
(Bethune et al., 1993). Tcansmission electron microscopy (TEM) performed at IBM and in our laboratory
by Kim Jones revealed tnat the produced soot consists of three components; (i) single-walled, ~1.2 nm
diameter carbon tubes, (ii) cobalt particles ranging in size from ~2-20 nm, and (iii) amorphous carbon.
Electron probe microanalysis of the soot obtained from IBM (performed by A. Mason, NREL) reveals an
average cobalt content of ~ 5 wt%. The as-produced tubes are expected to be closed at the ends (Ajayan
et al., 1993), but can be opened with mild heating in oxygen (Pang et al., 1993).
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The microbalance system we employ for H, adsorption measurements is consists of a modified Perkin-
Elmer TGS-2 thermogravimetric analyzer, a vacuum station, a gas dosing manifold, and a computer for
data acquisition. The sample temperature is altered by placing either heating tape or a vessel containing
liquid nitrogen (LN,) around the tubes which enclose the sample and tare pans of the microbalance. The
samples were treated with various steps during an adsorption measurement;

i) Degassing (several hours) at room temperature and high vacuum (< § x 10° torr).
ii) Degassing at 270°C under high vacuum,

iii) Exposure to partial atmospheres of oxygen at 470 - 490°C.

iv) Cooling to LN, temperature while under high vacuum,

v) Dosing with H, to 550 Torr.

Samples were weighed (~1 to 4 mg), placed in either an aluminum or platinum pan, and covered with a
crimped-on aluminum lid before being loaded in the microbalance. Samples were first run without step
(iil) in order to assess the H, uptake of as-received samples. Figure 3 shows data acquired during step
(v) for a typical sample which was not subjected to step (iii). The weight signal deflected sharply in the
negative direction with the first admission of H,. The microbalance had been evacuated to < 5 x 10 prior
to the first H, dose, and thermal equilibrium had not yet been established between the sample and tare pans
and the LN, reservoir. The weight signal returned to the baseline after ~300 s indicating the sample had
reached LN, temperatures (82K at P, = 620 torr). Subsequent increases in the H, pressure led to small
increases in the measured weight of the sample with a total weight gain of 0.98 wt% at 600 torr. As with
most samples investigated so far, a second processing of the sample as listed above with the inclusion of
step (iii) produced similar H, adsorption results in step (v). During step (iii) the sample was heated for
85 s in 0.5 torr O, at 488 °C and lost 253 pgm, or 11.4% of its initial weight (2.211 mg).

One sample to date has demonstrated substantially different behavior. The data from the first run on this
particular sample without step (iii) was quite similar to the behavior described above. During step (iii)
of a second run, the sample lost 124 pgm (2.9% of initial weight, 4.235 mg) after being heated for 85 s
in 0.6 torr O, at 470°C. The adsorption data subsequently obtained in step (v) is displayed in Figure 4.
As described above, the initial H, dose results in a negative deflection in the weight signal which recovers
to the baseline as thermal equilibrium is achieved. Additional doses produce large increases in weight
until, at 550 torr of H,, 8.4 wt % H, is stored. Qualitatively, the time constant for relaxation to a new
weight value decreases with increasing pressure as would be expected for a heat transfer limited adsorption
process. Importantly, this result suggests that nanotubule-containing sample can compete with the best
known activated carbons while operating at much lower pressures. The stored hydrogen was liberated
when the temperature was allowed to rise to room temperature at 1100 seconds (Fig. 4).

Macroscopically, the soot received from IBM consisted of sponge-like and crumbly, granular components.
Ajayan et al. have recently shown that the sponge component formed during co-evaporation of Co and
C contains a higher tubule content than is found in the crumbly component (Ajayan et al., 1993). The
sample used to obtain the data of Figure 4 was predominantly spongy in character. In contrast, most other
samples we have investigated can be described as "mostly granular”. Another indication of a high tubule
content in the sample that stored 8.4 wt % is found by considering the weight lost during the high
temperature exposure to oxygen. Nanotubes, except for their capped ends, are more resistant to oxidation
than graphite, C4, soot, and even diamond (Pang et al., 1993). The low loss of weight (2.9% as compared
to 11.4% for the sample of Figure 3) which accompanied exposure to oxidation at 470°C is consistent with
a high tubule content.
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Although preliminary, our results suggest that carbon nanotubes may prove to be important hydrogen
storage materials. Clearly, more work is required before the roles of the various components in these
heterogeneous samples can be ascertained and optimized. Our future research plans are discussed in a
following section.

Nanotubule Synthesis

If nanotubes and nanotubule assemblies prove to be useful for hydrogen adsorption, the production of
mass quantities of material in a cost effective manner will be an important research goal. The nucleation
and growth mechanisms responsible for producing these material in spark-gap evaporation and other
synthetic approaches is poorly understood (Rodriguez, 1993). In order to investigate the physics and
chemistry of tubule synthesis, we have constructed a modular and flexible synthesis apparatus. Initial runs
with the apparatus were trouble-free and generated large quantities of multi-walled nanotubules. Figure
S is a TEM image (taken by K. Jones, NREL) of soot generated by striking a 150 amp (AC) arc between
two co-axial carbon rods (6 and 9 mm) with 20 volts in 500 torr of helium. Hollow nanotubes with
diameters ranging from 5 -50 nm are readily seen. The large fiber bundle which crosses the image from
top to bottom demonstrates that the van der Waals forces between tubes encourage self-assembly to form
arrangements like the one depicted in Figure 2.

Future Work

Much work needs to be done in order to determine and perhaps achieve the full promise of carbon
nanotubes in hydrogen storage applications. Of principal importance will be a determination of the
different material parameters that give rise to the contrasting hydrogen adsorption behaviors displayed in
Figures 3 an 4. We will attempt to separate and purify the various volume fractions in soots formed by
the co-evaporation of Co and C so that adsorption data may be obtained from the individual components.
Several possible purification routes exist such as chromatography, ultracentrifugation, train sublimation,
and chemical etching schemes. We will rely heavily on transmission electron microscopy in order to
correlate adsorption behaviors with structural features. Measurements of H, adsorption will be performed
at temperatures above 82 K and at pressure above 600 torr to map-out the available operating parameter
space. Programmed linear temperature sweeps at a constant pressure will be used to measure heat of
adsorption and activation energy data. Adsorption measurements on compacted materials and plugs
produced by spark-gap evaporation will determine achievable volumetric energy densities.

Our in -house tubule synthesis capabilities will be directed towards synthesis of small, single-walled
nanotubules via the co-evaporation of carbon and metals to provide sufficient quantities of material for
adsorption analysis. Attempts to control the geometry of the deposit will involve choices in electrode
spacing, starting materials, deposition conditions (i.e. pulsed or AC currents), and ambient gas composition
(e.g. other inert gases, or perhaps a carbon containing gas to provide a carbon source (CH,)). Wedge-
shaped electrodes will also be employed to inves.igate if large-area arrays of tubules can be formed from
a plasma which is swept along the surface of a planar substrate. We will attempt to control the packing
density and the size distribution of the tubules by establishing nucleation sites for tubule growth. In one
approach we will utilize a self-assembled monolayer of Cg, as an electrode in the spark-gap evaporation
system. Tubule growth may proceed by addition of carbon atoms to the Cg monolayer to produce a
hexagonally close-packed tubule arrangement. Tubule diameters would be identical in this configuration,
and the interstitial sites would be available for nanopore condensation. We will also continue our
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collaboration (not discussed in this document) with Clark Fields at NREL's High Flux Solar Furnace
Facility to determine if intense solar radiation may be useful in the cost effective synthesis of bulk
quantities of nanotubules. We also plan to utilize the pattemed alumina membranes developed by Prof,
C. Martin of Colorado State University to determine if nanotubule growth can be templated.
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Figure Captions

1) Comparison of existing hydrogen storage technologies.

2) Idealized nanotubule assembly.

3) Hydrogen adsorption data for granular nanotube-containing sample.
4) Hydrogen adsorption data for spongy nanotube-containing sample.

5) Transmission electron micrograph of carbon nanotubes.

158




Existing Hydrogen Storage Options
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Assemblies of Carbon Nanotubules
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NONCLASSICAL POLYHYDRIDE METAL COMPLEXES AS
HYDROGEN STORAGE MATERIALS

Craig Jensen
Department of Chemistry
University of Hawaii
Honolulu, HI 96822

Abstract

An altemnate class of metal hydrides, nonclassical polyhydride metal complexes, are being developed
as hydrogen storage materials. The reversible release of H, from the complexes, IrXH,(H,)(PPr), (X
= Cl, Br, I) has been studied by variable temperature *'P NMR spectroscopy. Rate constants for this
process were obtained from line shape analysis of the spectra. Eyring plots of the rate constants gave
activation parameters from which the kinetic barriers to the release of H, from the chloro, bromo, and
iodo derivatives were calculated to be 10.1 + 0.6, 10.9 £ 0.8, and 11.4 £ 0.6 kcal/mole respectively.
This trend matches the thermodynamic stabilities of the complexes and is apparently the result of the
increasing o-donating strength of the halide ligands. This conclusion is supported by inelastic neutron
scattering experiments from which the barrier to rotation of the dihydrogen in the chloro, bromo, and
iodo complexes were determined to be 0.51(2), 0.53 and 0.90 kcal/mole respectively. The reversible
binding of H, by the unsaturated complexes, IrXH,(PPr’,), (X = Br, I), has been studied in the solid
state through infrared spectroscopy. Under 1 atm of H,, these complexes are completely converted
to the corresponding dihydrogen complexes. Reversible binding of H, by the indenyl complex,
[IrHy(n*-C,H,)(PPr;)]*, has been demonstrated by 'H NMR spectroscopy.
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introduction

A major concem in the development of hydrogen as a fuel is the problem of hydrogen storage. Solid
hydrogen storage systems based on metal hydrides are safer and require far less volume than either
high pressure or cryogenic storage systems. Unfortunately, the metals and alloys which reversibly
bind hydrogen at adequate rates, generally form hydrides which contain less than 1.0 weight per cent
hydrogen. As a result, the weight of hydrogen storage systems based on traditional metal hydrides
severely restricts their practical application [1]. Although alloys such as iron-titanium have shown
acceptable kinetic behavior and can attain up to 2.0 weight per cent hydrogen, their utilization for
hydrogen storage is extremely limited due to other problems such as high sensitivity to impurities (2].
Metals and alloys may eventually find limited commercial hydrogen storage applications, but it would
appear that a new class of materials must be developed to allow utilization of hydrogen as an energy
carrier.

We are developing an alternate class of metal hydrides, nonclassical polyhydride metal complexes,
as hydrogen storage materials. Polyhydride metal complexes with relatively high hydride weight
percentages have been known for many years. However, classical polyhydride complexes generally
undergo irreversible dihydrogen elimination. Recently, a new class of metal hydride complexes in
which hydrogen bonds to the metal center while retaining a significant amount of H-H bonding have
been recognized {3]. Many of these nonclassical hydride or dihydrogen complexes have been found
to undergo complete and reversible loss of H, under mild conditions. The ability of these complexes
to undergo complete loss of H, without application of a high vacuum system is quite remarkable and
demonstrates the high potential of metal complexes of this type as hydrogen storage materials. An
understanding of how the energetics of hydrogen binding can be fine-tuned by small changes in the
ligand environment is emerging through our continuing studies of the reversible loss of H, from these
complexes [4,5,6]. These studies have elucidated how nonclassical polyhydride complexes can be
tailored to reversibly release hydrogen at virtually any rate and temperature.

In order to produce materials which contain high weight percentages of available hydrogen, we have
explored the synthesis of iron and cobalt nonclassical polyhydride complexes that are stabilized by
cyclopentadienyl. We are also investigating the possibility that indenyl hydride complexes will
undergo reversible hydrogenation at both the metal center and the indenyl ligand thus greatly
elevating the hydrogen storage capacity of these complexes.

The funding level for this work by the DOE/NREL hydrogen program for FY94 was $94,714, making
a cumulative total of $359,777 of funding for this project since its beginning in 1988.
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Resuits
iridium Nonclassical Polyhydride Complexes
In our laboratory we have synthesized and characterized the nonclassical polyhydride complexes:

IrCIH,(H,)(PR;), (R = Pr * 1; Cy, 2, Bu', 3) and IrXH,(H,)(PPr,;), (X = Br, 4; I, 5) [4,5,6]. These
complexes reversible release hydrogen as seen in equation 1. We have studied this rapid equilibrium

PR3 PHS
| o |
X—ir." + Ho - X——Ir=—H
I\H H\/l
PR3 H PRS
Equation 1

in solution by variable temperature 'H and *'P NMR spectroscopy and in the solid state by infrared
spectroscopy [4,5,6]. The rapid kinetics of the reversible loss of H, from these complexes is
exceptional among metal hydrides in general. We have demonstrated that the kinetics and
thermodynamics of the reversible loss of H, by these complexes can be very sensitive to the steric
constraints introduced by the phosphine alkyl groups [5]. We have also studied the influence of halide
ligands on H, binding by the 1, 4, and 5 by variable temperature solution 'H NMR spectroscopy.
These studies demonstrated that the thermodynamic stability of our dihydrogen complexes follows the
trend I'>Br>Cl' [6]. Additionally, the 'H NMR spectroscopic data also allowed us to estimate
activation energies of 10.5, 10.9, and 11.9 kcal/mol for the interconversion of the dihydrogen and
unsaturated chloro, bromo, and iodo complexes respectively.

During the past year we have more accurately determined the kinetic barriers to the elimination of H,
from the dihydrogen complexes through variable temperature ''P {'H} NMR spectroscopic studies.
These studies show similar temperature dependent dynamic ctlects as were observed in the earlier 'H
NMR studies. Spectra (202.46 MHz) of a sample of odo dihydrogen complex, §, which was
dissolved in toluene-dy under 0.5 atm of H, are displayed as Figure 1. Below -10° C, separate
resonances are observed for § at 58.2 ppm and Ir[H.(PPr,).. 6. at 32.4 ppm. Similar spectra were
observed for a sample of the bromo dihydrogen complex. 4. which was dissolved under 0.5 atm of
H, in toluene-d, and seen to establish an equilibrium wuth IrBrH,(PPr,),, 7. Rate constants for the
complex inter-conversions were approximated from hine shape analysis of variable temperature spectra
of the equilibrating solutions of §/6 and 4/7 which were obtained at 10° C increments over the
temperature range -60 to -10° C. The simulated and cxpenmental variable-temperature *'P {'H} NMR
spectra over this temperature range of an equilibrium mivture of § and 6 are displayed in Figure 2.
Additionally, rate constants were also determined from parallel experiments with equilibrating
solutions of IrC1H,(H,)(PPr,),/IrCIH,(PPr’;), which were based on spectra obtained at 10° C increments
over the temperature range -70 to -20° C. From the activation parameters obtained from Eyring plots
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of the estimated rate constants, kinetic barriers to the elimination of H, from the chloro, bromo, and
iodo dihydrogen complexes at 0° C were calculated to be 10.1 + 0.6, 10.9 + 0.8, and 11.4% 0.6
kcal/mol respectively.

Both the thermodynamic stability of the dihydrogen complexes and the kinetic barriers to the
elimination of H, follow the I'>Br>Cl" trend in o-donor strengths. Increasing halide o-donation
results in increased electron density at the metal center and thus enhancement of the d-o*
metal-dihydrogen interaction. We conclude that the 6-donor abilities of ancillary ligands contribute
to the kinetic and thermodynamic stabilities of dihydrogen complexes.

In order to test our hypothesis that increasing o-donation from ancillary ligands stabilizes coordinated
dihydrogen, inelastic neutron scattering (INS) experiments have been conducted in collaboration with
Dr. Juergen Eckert of Los Alamos National Laboratory and Dr. Jacqueline Nicol of NIST. The barrier
to rotation of dihydrogen ligands can be directly determined through inelastic neutron scattering (INS)
techniques (7]. The barrier to rotation of dihydrogen ligand in these complexes is directly related to
the strength of the d-6*, metal-dihydrogen r interaction which must be disrupted for this rotation to
occur and reflects the stabilization of the dihydrogen ligand at the metal center.

Experiments were carried on 1 g samples of 1, 4, and § which were sealed under an atmosphere of
hydregen. Data for 1 were collected at 1.7, 5, and 15 K using the cold neutron time-of-flight
spectrometers MIBEMOL at the Orphee Reactor of the Laboratoire Leon Brillouin and the Institut
Laue-Langevin, Grenolble, France. The rotational tunneling spectrum obtained from MIBEMOL at
1.7 K is shown in Figure 3. The data for 4 and § were collected on a spectrometer at the reactor at
NIST. Additional experiments were also conducted on the FDS instrument at the Manuel Lujan Jr.
Neutron Scattering Center at Los Alamos National Laboratory. These experiments involved a spectral
difference technique which using samples of IrCIH,(H,)(PPr,), and IrCID,(D,)(PPr,), which were
sealed under atmospheres of hydrogen and deuterium gas respectively. The measurements at Los
Alamos provided vibrational data including the transition to the excited librational state ("torsion") of
the dihydrogen ligand.

Analysis of this data yielded a barrier to rotation of the dihydrogen in the chloro complex, 1, of
0.51(2) kcal/mol [8]. This barrier is the lowest value for a barrier to dihydrogen ligand rotation
observed to date. This resuit supports our conclusion of the presence of a very weak d-o%*,
metal-dihydrogen = interaction in this complex. The barrier to rotation of the dihydrogen ligand in
the bromo and iodo complexes were determined to be 0.53 and 0.90 kcal/mole respectively. Thus,
the barrier to rotation of the dihydrogen ligands which have been determined through the INS studies
verify our hypothesis that the thermodynamic stability of it can be explained simply by the I'>Br>Cl
trend in o-donor strengths in the halide ligands.

We have studied the reversible binding of H, by the unsaturated iodo and bromo complexes, 6 and
7 in the solid state by infrared spectroscopy. Under 1 atm of H,, these complexes are converted to
the corresponding dihydrogen complexes, 4 and §. As seen in Figure 4, the M-H stretches at 2260
and 2248 cm™ for a sample of the bromo complex, 7, under 1 atm of N, completely disappear and
are replaced by M-H stretches of the dihydrogen complex, 4, at 2210, 2186, and 2153 cm™. These
studies show that, unlike the chloro complex, IrCIH,(PPr';),, which establishes a ca. 20:80 equilibrium
with the dihydrogen complex, 1, [6] the bromo and iodo complexes are completely converted to the
dihydrogen complexes under 1 atm of hydrogen.
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Nonclassical Polyhydride Complexes Containing Cyclopentadienyl Ligands

We have initiated several efforts to prepare iron and cobalt complexes stabilized by
n*-cyclopentadienyl ligands. The low cost and relatively low molecular weight of these metals as well
as the cyclopentadienyl ligand make these complexes especially attractive candidates as hydrogen
storage materials. Early efforts to produce the iron complexes were complicated by complex
instability and characterization problems which arose due to the rapid intermolecular exchange of the
metal bound hydrogen in these complexes. Attempts to generate an analogous nonclassical
polyhydride ruthenium complex were also unsucessful. Protonation of the diruthenium complex
[{n*-Cs(CH,)s}Ru(u-H),],, 8, [17) with HOSO,CF, followed by neutralization with a hydride source,
LiBH(C,H,), under an atmosphere of hydrogen in arene and chlorinated solvents resulted in the
formation of n®-arene complexes and u-chloro substituted dimeric products respectively. When the
protonation of 8 was carried out in the nonchlorinated solvent, tetrahydrofuran solution, the
diruthenium cation [ {n*-Cs(CH,)s }Ru( x-H);Ru{n*-C,(CH,),}]* was obtained. T, measurements [10]
on the signals observed by '"H NMR spectroscopy for the metal bound hydrogens in this complex
indicate that they are nighly stabilized, classical hydride ligands. Treatment of the diruthenium
pentahydrido cation with LiBH(C,H;),; under an atmosphere of hydrogen simply leads to the
regeneration of the starting material 8. We have more recently explored the reaction of
{n’-C4(CH,)s}Co(-H),Co{n*-C{(CH,)s} [11] with HOSO,CF, in pentane under an atmosphere of
hydrogen gives rise to a mixture of diamagnetic hydrides which we have identified on the basis of 'H
NMR as {n’-Cs(CH,),)CoH,(H,) and [{n*-Ci(CH,);}CoH(H,)]'* . However, these products have
proven to be too unstable to isolate.

Future Directions

While we have had modest success at generating iron and cobalt complexes of the type {n’-
Cy(CH,);}MH,(H,),. they have routinely been too unstable to isolate. Greater complex stability can
be achieved by introduction of ancillary ligand such as CO or PMe, For exumple, {n°
-C,(CH,)s}FeH(H,)(PMe,) has been previously prepared [12]. However, even if this complex is found
to reversible release the dihydrogen ligand, it represents only a 0.76 weight percentage.

Closely related to cyclopentadienyl ligand, C;Hy , is the indenyl ligand, C;H,', which contains an
unsaturated 6-membered ring, can be hydrogenated under mild conditions while the 5-membered ring
remains coordinated to the metal center (13]. Also the coordinated 5-membered ring of the indenyl
ligand is known to undergo “ring slippage” from an n* to an n? coordination mode thus creating an
additional coordination sight at the metal center [14]. An indenyl complex would take up 4
equivalents of H, when fully hydrogenation of to an n*-indanyl complex containing an additional
dihydrogen coordinated to the metal center. This increased hydrogen storage potential of indenyl
ligands would allow us to incorparate stabilizing ancillary ligands into complexes while maintaining
high available hydrogen weight percentages.

Recently, we began investigating the possibility of reversible hydrogenation of indenyl complexes. We

found that the indenyl complex, {Ir(n*-CgH,)(C,H,),}*, under 1 atm of H, is readily hydrogenated at
room temperature to the tetrahydroindenyl complex, (Irm*-CH,,}(C,H,),]*. However, this complex
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does not dehydrogenate even at elevated temperatures and in the presence of the hydrogen acceptor,
t-butylethylene, However, the n’indanyl complex, [Ifn®-C;H, o) { P(CsH,),}1*, will dehydrogenate at
80 °C to the n’-indenyl complex, [IrH("*-CyH,){P(CeH,);}1* (15]. Our interpretation of these results
is that the presence of a hydride ligand in the n'-indenyl complex is required for reversible
hydrogenation. To test this hypothesis, we have investigated the reactivity of [IrH,(n*-CgH,)(PPr' )",
9, with H, by 'H NMR spectroscopy. The signals for both the hydride and indenyl protons are seen
to shift and broaden upon introduction of 1 atm of hydrogen to a toluene-d; solution of 9. These
spectral effects can be reversed upon freeze-pump-thaw degassing of the solution to remove all traces
of H,. This result firmly establishes that 9 reversibly binds hydrogen. However, it is not clear at this
time whether the reaction of 9 with H, entails simply an equilibrium with a dihydrogen, n*indenyl
complex as seen in the first step of Scheme 1 or also involves the reversible hydrogenation of the
indenyl ligand to a tetrahydroindanyl ligand as seen in the second step of Scheme 1. It should be
possible to distinguish between these possibilities through varible temperture 'H NMR spectroscopic
studies similar to those which we have carried out for the IrXH,(H,)(PR,), complexes. The exchange
between 9 and its hydrogenated equilibrium partner should be slow enough at low temperature to
allow observation of seperate signals for both species thus allowing the characterization of the
hydrogenated complex.

We plan to extend our studies to iron indenyl hydride complexes. Although the synthesis of the iron
will be somewhat more exploratory than our synthesis of the iridium indenyl hydride complexes, it
should not be as arduous as our efforts to synthesize the {n’-Cy(CH,);}MH,(H,), complexes. As
mentioned above, {n’-Cy(CH,),}FeH(H,)(PMe,) has previously been synthesized. Substitution of
sodium indenide in the place of lithium pentamethylcyclopentadienide will most likely yield
{n’-C,H,}FeH(H,)(PMe,). Furthermore, substition of CO for PMe, should lead to the preparation of
(n*-CyH,)FeH(H,)(CO). We will then investigate the reversible hydrogenation of this complex through
variable temperature NMR spectroscopy. As seen in Scheme 2, the occurrence of ring slippage in
conjunction with hydrogenation of the indenyl ligand would result in the uptake of 3 equivalents of
H, by the indenyl ligand and 1 equivalent of H, at the metal center. Thus the n’-tetrahydroindanyl
complex in Scheme 2 would contain 3.9 weight percent available hydrogen despite baring the weight
penalty of a stabilizing CO ligand.
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Figure Captions

Figure 1. Variable-temperature *'P {'H} NMR spectra (202.46 MHz) of IrIH,(H,)(PPr'3),, 4, dissolved
in toluene-dg under 0.5 atm of H, (total pressure).

Figure 2. Simulated and experimental variable-temperature *'P {'H} NMR spectra of equilibrium
mixture of IrTH,(PPry), and IrH,(H,)(PPr'3),.

Figure 3. Inelastic neutron scttering spectrum of IrClH,(H,)(PPr,), obtained at T = 1.7 K on
MIBEMOL using an incident neutron wavelength of 4.5 A, Rotational tunneling peaks appear at
approximately 20 cm’,

Figure 4. Infrared spectra: (a) IrBrH,(PPr,), under 1 atm of nitrogen; (b) Initial spectrum of
IrBrH,(PPr',), under 1 atm of H,; (c) IrBrH,(H,)(PPr;), under 1 atm of H,.
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CHEMICALLY SYNTHESIZED HYDROGEN STORAGE COMPOUNDS

Darlene K. Slattery
Florida Solar Energy Center
300 State Road 401
Cape Canaveral, FL 32920

Abstract

Research during this contract year has thus far focused on the hydriding of alloys that are known to exist
but which require extreme conditions to affect the hydrogenation. The major goal has been to synthesize
several of these materials to confirm that the necessary conditions are milder than those required with the
traditional approach. In this paper, comparative results are presented that confirm the advantages to the
chemical approach. Several hydrides have been prepared under conditions which are much milder than
any previously reported. Conditions and results are presented, as well as plans for the remainder of the
contract year.
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introduction

In order for hydrogen to be used as a fuel, there must be a method for storage that results in a high
volumetric and gravimetric density while being safe and economical. Currently, no ideal storage system
exists. The most frequently mentioned methods of storage are cylinders of compressed gas, liquid
hydrogen, cryogenic adsorption on activated carbon and metal hydrides. Each of these methods has its
advantages and disadvantages. Metal hydrides have long been considered to be excellent for hydrogen
storage. Some of the advantages are the high volumetric density possible (frequently higher than that of
liquid hydrogen), the inherent safety of hydrides, and the ability to deliver high purity hydrogen at a
constant pressure.

Just as there is no perfect storage method, there is no metal hydride that meets all of the requirements.
A practical metal hydride must be reversible, have a high H, pressure at a reasonable temperature, a high
hydrogen density per unit volume and per unit weight, rapid kinetics and a reasonable cost.

Currently there are more than 80 known metals. Virtually all of these metals are capable of interacting
with hydrogen, forming either solid solutions or hydrides. Only two, magnesium and vanadium, form
binary hydrides that could be useful for energy storage (Reilly, 1979). It is possible, however, to hydride
many alloys and intermetallic compounds and these frequently have very different properties than those
of the binary hydrides. Some metals, which themselves do not form hydrides, can be hydrided if alloyed
with one or more other metals.

One such example is iron. Iron has no stable hydride but alloying with titanium allows the formation of
both FeTiH and FeTiH,. These alloys dissociate at approximately 0 °C but contain less than 2 wt%
hydrogen. Magnesium, on the other hand, is one metal that can contain a large amount of hydrogen, a
theoretical 7.6 wt%. Unfortunately, it is also a relatively stable hydride, requiring 280 °C for a
dissociation pressure of 1 atmosphere.

Although thermodynamically stable, magnesium hydride has long been a leading candidate for hydrogen
storage because it is light weight, inexpensive and plentiful. In both volumetric and gravimetric density,
it comes very close to meeting the DOE goals as set forth in the Hydrogen Program Implementation Plan
released in October of 1993 (see Fig. 1).

Technical Approach

While many researchers, over a number of years, have studicd magnesium hydride, most of these
investigations have involved metallurgical preparations. In the mctallurgical approach, the metal is
exposed to hydrogen at an elevated temperature and pressure, 1 ¢ . 2(0 atmospheres at 570 °C (Faust, et.
al, 1960). The resulting hydride has extremely poor kinctics and contains far less than the theoretical
amount of hydrogen. An approach that has proven to be supenor s the chemical synthesis of the hydride,
developed at the Max Planck Institute in Germany in the 19%0's (Bogdanovic, 1984). In this method,
finely powdered magnesium is suspended in an organic solvent, such as tetrahydrofuran and several
activators, the most important of which is anthracene, arc added. Atter an initial formation of magnesium
anthracene, the suspension is hydrogenated at 60 °C undcr 4 hydrogen pressure of SO - 100 atm.
Following the initial hydrogenation, the product is removed trom solution via filtration and can then be
cycled as the dry powder. This hydride has greatly improved hinetics when compared to the metallurgical
hydride (see Fig. 2) and more closely approaches the thcorctical hydrogen content of 7.6 wt%. Unlike
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the traditionally prepared hydride, the kinetics and hydrogen capacity do not significantly decrease, even
after repeated cycling.

Most important to our current research is that the chemical approach allows the hydrcgenation to occur
under much milder conditions than does the metallurgical method. This becomes extremely important
when one looks at metals and alloys that should, theoretically, contain a high percentage of hydrogen but
that are not known to absorb hydrogen. Applying the chemical synthesis approach may well allow the
hydriding of these materials.

Objectives

The primary goal for the year, is the chemical formation of hydrides of alloys. As a first step, the current
goal has been to establish that the conditions necessary to hydride alloys will be milder using this
approach than is required when using the metallurgical method. These initial alloys are materials known
to form hydrides. After establishing some base line conditions, work will move on to the attempted
synthesis of the hydrides of alloys not currently known to uptake hydrogen.

Results and Discussion

Because nickel doped magnesium hydride has been our standard material, it was only natural that Mg,Ni
would be the first alloy that we would attempt to hydride using the chemical synthesis method. The alloy,
HY-STOR® 301 magnesium-nickel alloy, was purchased from Aldrich Chemical Company. HY-STOR®
requires activation before use. To activate the magnesium-nickel alloy, Aldrich recommends heating to
300 - 350 °C, under vacuum, followed by exposure to hydrogen at 20-30 atmospheres for 2-3 days, with
occasional cycling. After activation, Mg,Ni will react rapidly with hydrogen at 14 atmospheres at 200
°C to form Mg,NiH,.

Using the same procedure as for our standard material, a sample of the HY-STOR® alloy was heated to
375 °C under argon to remove the hydroxide/oxide layer. With no additional activation, the alloy was put
through the chemical process and hydrogenated at 70 °C and 100 atm of hydrogen for 15 hours. The
apparent uptake of hydrogen was only slightly slower than that observed for the standard magnesium
hydride, although preliminary chemical steps were somewhat slower.

Subsequent characterization of the magnesium nickel alloy established the hydrogenation had been
successful (see Fig. 3). Figure 4 shows the thermogram for a Mg,NiH, / MgH, sample. The two peaks,
one for the alloy and one for the magnesium hydride are evident. Rehydrogenation was then possible at
8 atm at 222 °C.

Magnesium nickel is, of course, not an ideal storage medium. While the temperature required for
hydrogen release is lower (240 °C versus 286 °C for MgH,), and the kinetics are excellent, the hydrogen
content has been reduced by over one-half, by weight.

Another well studied hydrogen absorbing alloy is magnesium-copper, Mg,Cu. This alloy is available from
Aldrich as HY-STOR® 302. It is much more difficult to activate, requiring 10-15 days at 300 °C and 24
atm, The same process was repeated as was used for the magnesium-nickel. The reaction was noticeably
slower. The color changes, during the chemical process, were less intense in spite of allowing the reaction
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to proceed for an extended period of time. The hydrogenation was carried out at 100 °C and 120 atm of
hydrogen.

While hydrogenation of the Mg,Cu was accomplished (see Fig.5), the reaction was very slow and the yield
lower than for the corresponding nickel alloy. It is possible that the results would be better if a different
organic is substituted for the anthracene or the CrCl, is replaced with a different catalyst. For example,
Liao and his co-workers (Liao, et. al, 1985) used the chemical approach to prepare lithium hydride. They
found that the use of naphthalene and titanium tetrachloride resulted in almost quantitative lithium
conversion in four hours while the anthracene/CrCl, combination gave no reaction.

These two alloys are just two of many that researchers have investigated. Our results indicate that milder
conditions are rcquired for the chemical process than the metallurgical process (see Fig. 7 and 8).
However, achieving optimum conditions would require the variation of solvent, activators and temperature.
This will not be done with these alloys since they are not of interest for our ultimate goals.

Conclusions and Future Direction

The magnesium nickel alloy was found to hydride very well using the mild conditions of the chemical
approach. The product cycles well and has excellent kinetics. The magnesium copper alloy absorbed
hydrogen under the conditions employed. However, it is believed that use of a different set of catalysts
will give improved yields.

Much work still lies ahead for the remainder of the contract year. Alloys that have already been ordered
and are expected to arrive soon include magnesium iron, aluminum iron, and magnesium aluminum iron.
Each of these will be tested to ascertain the optimum catalyst combinations to accomplish the chemical

synthesis. Should any of these show promise as a hydrogen storage compound, it will be fully
characterized to determine hydrogen content, kinetics and p-c-t curves will be obtained.
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Figure 2

Hydrogen desorption plots

1.2 T T T T T
1.0 _
Geee® *% 0 ..'.'t.‘.‘i
e
0.8 o .
[ ]
1
J
0.6 o .
Temperature 330°C
. Pressure 1 atm,

0.4 ¢ -

.
. v///v/
[ ]
0.2 /‘/ _
hd -
o
J A_~qy_rﬁv__,v—’/*r///v,//
OOv__L_.Lv reer 4 ST S RSN G S 1 i
5 10 15 20 25 30

Time (min)

* Chemically synthesized MgH,
v Metallurgically prepared MgH,

185




Pressure, psi

Figure 3:

Dehydrogenation of MgNiH4
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Figure 5: Dehydrogenation of MgCuH4
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Figure 6:Comparison of Activation Temps
for Metallurgical vs Chemical
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Figure 7:Comparison of Activation Times
for Metallurgical vs Chemical
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ACTIVATED CARBON-BASED HYDROGEN STORAGE SYSTEMS

James A. Schwarz
Syracuse University
Syracuse, NY 13244

Abstract

Engineering parameters necessary to provide rapid charge of hydrogen for use in fuel cell powered
vehicles is presented. Our strategy is to recirculate pre-cooled hydrogen through an adsorbent bed of
activated carbon contained in a light-weight-composites wound vessel isolated from the surroundings with
passive insulation. Stored amounts of greater than 4% by system weight have been demonstrated with
fill times that are less than twenty minutes. The major factor controlling the system’s operating conditions
is limited by currently available adsorbents. New procedures to molecularly engineer carbons that will
relax these constraints provide the incentive to further refine hydrogen storage on activated carbon based
technologies.
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Introduction

For more than a decade Syracuse University has had an active program centered on the general task of
developing practical storage systems for hydrogen based on its adsorption on activated carbons. During
this time we have licensed the technology described in our US Patents 4,716,736 and 4,960,456,
collaborated with Mazda North America in their program to develop hydrogen powered vehicles,
constructed a hydrogen/fuel cell powered display vehicle with on-board storage of hydrogen using
activated carbon technology, and established contracts with Niagara Mohawk Power Corporation which
are directed towards residential use of hydrogen. The objective of this report is to describe the research
and development tasks that we, as a result of our relationships with the commercial sector, have deemed
essential for the realization of hydrogen, as a renewable energy source, to be successfully implemented
into our energy infrastructure.

The potential number of end use applications for hydrogen is enormous. However, a common factor that
pervades any end use is the loading properties of the hydrogen storage medium. Each end use places
certain demands on the hardware and software required for this sub-system’s design. In this report we
will examine critically one end use application, i.e., vehicles, and will consider one type of propulsion
system, i.e., fuel cell/electric motor. Our rationale for these choices is that success in this area will
provide the elements for comprehensive systems’ design which could then be readily adapted to other load
use applications. Thus, the loading characteristics of an on-board hydrogen storage system is the focus
of discussion,

Experimental

Apparatus

Our data base for assessing the dynamic storage properties of activated carbons is determined by a
volumetric method conducted in our Process Development Unit (PDU).

In order to determine the optimum conditions for a practical hydrogen storage system, a number of
experiments were performed in order to answer the following question: for a chosen carbon sample, how
does the charging procedure affect the adsorption characteristics and amount of hydrogen stored. Charging
procedures consist of rate of charging, maximum pressure reached during charging and amount of time
it takes for charging. Charging characteristics refer to the rate at which the system pressure falls off until
an approximate steady value is reached. The structural heterogeneity and chemical functionality of the
chosen carbon plays a significant role during the whole process of adsorption.

The vessel used in our experiments has an internal volume of | liter and is made from a composite of
carbon fiber/epoxy filament windings. This vessel is charged with 306 g of carbon sample. The carbon
sample is first conditioned by evacuation, followed by a purge of warm helium gas, and further evacuation
to 1.3 x 10 atmospheres. The vessel is surrounded with passive insulation, Two thermocouple probes
are inserted into the vessel, one in touch with the carbon sample while the other measures the temperature
of the gas in the void space. The pressure within the vessel is measured by means of a pressure
transducer (model EA) and a pressure indicator (model PL-1), both of which were obtained from Data
Instruments in Acton, MA. Figure 1 shows a schematic of the apparatus.
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Adsorption is carried out by passing hydrogen gas through a 50-ft coiled copper tube that sits in a heat
exchanger; cold gas enters the carbon-containing vessel. Using this experimental procedure, a number of
charging variables can be studied.

A Brooks mass flow controller is installed on the downstream side of the system. This controller is
connected to a totalizer which measures the amount of hydrogen stored in the vessel. Discharged amounts
from the vessel can be measured when pressure swing is applied.

Materials

In all experiments, hydrogen gas, of ultra-high purity grade (99.9999%), was supplied by Linde Specialty
Gas Division of Union Carbide. The hydrogen is further purified by means of ¢ de-0xo unit and a
molecular sieve-unit immersed in a liquid nitrogen trap.

We have tested a number of commercial carbon samples. The results reported herein were obtained for
ESC-1. This is a granular carbon with a BET surface area of 2000 m?%/g and a bulk density of 0.31 g/cc.

Procedures

We have adopted three procedures for charging a carbon containing pressure vessel with pre-cooled
hydrogen gas. The first approach is to charge the system with a "spike" of high pressure cooled gas
(duration ~30 s), closing the inlet valve and monitoring the system’s response as it adsorbs gas. We
designate this period as the fill time and terminate the experiment when the pressure and temperature
became essentially constant (< 5% variation.)

The second approach is to maintain the bed at a constant temperature by active cooling provided by a
surrounding dewar. The storage system is pressurized by a "spike" (duration ~30 s) and the pressure is
monitored as a function of time. Data from these experiments, in conjunction with earlier microbalance
results at the same temperature allows us to evaluate the amount of hydrogen actually stored in the vessel.

The third approach is to charge the vessel at a constant pressure. In this case the fill time is the time
required for the temperature of the system to become essentially constant (< 5% variation.) The flow rate
of hydrogen into the vessel goes to zero at this point.

In all cases the system's dynamic storage properties are recorded as a function of time. From such data

one can then assess the performance characteristics of the storage system once an end use application is
chosen.

Results
Approach |
Figure 2 shows typical response curves for different initial pressure steps. The maximum pressure applied
in one case (72 atmospheres) was lower than that of the other (75 atmospheres.) However, the final

pressure (39 atmospheres) attained for the first case was higher than that in the case of the latter (34
atmospheres.) Fill times are about 10 minutes for both tests. The reason for this reversal is due to
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different initial conditions of the carbon before charging took place. In the first test, cold hydrogen gas
was flushed through the system at very low pressures for a longer period than for the second test. This
longer period also accounts for the time it takes the gas molecules to penetrate the micropores of the
carbon bed. Consequently, most of the higher energy sites for adsorption had been occupied before the
final charging was started. That explains why, even at a lower charging pressure, the equilibrium pressure
was higher than the second test. This aspect of initial conditioning of the bed thus becomes very
important in determining the maximum allowable temperature the carbon should reach during the
discharge process as in, for example, an automobile. The amount of hydrogen stored at 39 atmospheres
was 7.63% by weight of carbon while that stored at 34 atmospheres was 6.24%.

Approach Il

The pressure vessel maintained at constant temperature was charged with pre-cooled hydrogen to an initial
pressure of 81.22 atmospheres. After 10:34 minutes, the system had come to a pressure of 41.16
atmospheres. The temperature of the system was maintained at 90 K for all subsequent trials. The stored
amount (adsorbed plus void) at a pressure of 41.16 atmospheres was 8% hydrogen by weight of the ESC-1
carbon. Every initial pressure will correspond to a particular final pressure. There will also be an
effective fill time after which there is essentially no significant drop in pressure as a function of time.

Figure 3 depicts the impact of different initial pressures on the final pressures as a function of effective
fill times. We see that the higher the initial pressure, the higher the final pressure, a trend to be expected.
The higher the initial pressures the shorter the fill times. From Figure 3, one can determine directly what
final pressure to expect if the system is charged at a given initial pressure; the fill time can also be
assessed. For example, for a final pressure of about 37 atmospheres a fill time of 11.5 min can be
expected.

Based on isotherm data from our gravimetric experiments on this carbon and assuming equilibrium is
reached in the PDU, we determine the amount of hydrogen stored at each final pressure. Since the
temperature in the PDU is constant, the amount stored is "pinned" to a specific value once the final
pressure is known. We then can analyze the data from the dynamic experiments to provide a "user
friendly" design plot as shown in Figure 4. Summarizing the analysis method, for this particular carbon,
an initial pressure of 81 atmospheres will load a storage vessel in ~ 11 min with hydrogen such that the
amount stored is ~ 8% by weight of carbon.

Approach lii

Figure 5 shows typical temperature relaxation data as a function of fill time for ESC-1 carbon for a
charging pressure of 76 atmospheres. Table 1 compiles data for a range of charging pressures; we report
the final temperatures, fill times and the amounts of hydrogen stored per gram of carbon. It is important
to note that from this dynamic data we cannot assess the amount of hydrogen stored at any time during
the "filling" process because the temperature is changing.

Discussion
Our dynamic storage data are analyzed on the basis of the following rhetorical questions: In conjunction

with our objective, what fill times are necessary to achieve a desired range? For a light weight composites
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wound pressure vessel commercially available (Structural Composites Inc., Pamona CA) that is passively
insulated, what are the size and weight factors for on-board storage of hydrogen in a fuel cell/electric
motor powered vehicle that is to be designed to have a range of 300 miles?

Table 1. Characteristics of Activated Carbon Storage System

Charging Final Fill Time Stored Amount
Pressure Temperature (mins) Wt %

(atm) (K) Basis: Carbon
A 88.4 143 26.3 6.95
B 88.9 130 20.8 7.70
C 82.2 129 204 7.36
D 82.2 144 26.7 6.54
E 74.5 129 20.4 6.85
F 76.3 149 28.8 5.90
G 69.0 131 21.3 6.24
H 70.0 155 313 5.20

We will use our laboratory data from Approach II to establish reasonable answers for the first question.
Recognizing that Approach II requires active cooling of the storage media, which might be a disadvantage
for vehicle applications, we use our laboratory data from Approach III to provide answers for the second
question.

A filament wound carbon/epoxy composites pressure vessel is available for on-board hydrogen storage
application. It is structured as a conventional dome-ended cylinder with an aluminum liner and one end-
port. With passive (vacuum jacket shell made of carbon/epoxy) insulation it has the following
characteristics: operating pressure 1300 psig; burst pressure 3000 psig; specific volume 150 in’/b.

In order to achieve a range of 300 miles, 2.65 kg of hydrogen is required provided the efficiency of
conversion of its energy content in a proton exchange membrane (PEM) fuel cell/electric motor
arrangement is 100%. However, such an efficiency is unrealistic. Based on research report UCD-ITS-RR-
92-14 by DeLuchi (1) we use the following estimates: once-through efficiency of electric motor = 0.89;
once-through efficiency of motor-controller and invertor = 0.94; once-through efficiency of motor to wheel
transmission = 0.95. These factors lead to an over-all efficiency of 0.69 which means that to achieve the
desired range of 300 miles, 3.84 kg of hydrogen would be actually required.

With this additional information we proceed as follows. The results presented in Figure 4 give the amount
of hydrogen stored at a fixed temperature (active cooling of vessel) and final systems pressure as a
function of fill time. We assume a standard size for the composites vessel of 163 liter which will hold
49.9 kg of carbon. The total hydrogen contained in the vessel is the sum of the hydrogen adsorbed on
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the carbon and that in the gas phase in the void space at the prevailing pressure and temperature. From
this amount and the overall efficiency of the vehicle propulsion system we can calculate a vehicle range
as a function of fill time; the results are shown in Figure 6. The trade-off between pressure, range, and
fill-time is apparent. Higher final pressures (which require higher initial pressures) lead to shorter fill
times and a longer vehicle range. However, active cooling is required. We used our laboratory data at
90K because we have extensive gravimetric data that was collected during our earlier studies when we
were evaluating the storage performance of various commercial carbons,

If we eliminate active cooling and utilize the pre-cooled hydrogen to lower the temperature of the
adsorbent bed we can analyze the data from Approach IIl. Based on the pressure vessel specifications we
can convert the storage data presented in Table 1 to a system weight basis. The results are presented in
Table 2 for each of the cases. For comparison purposes we also present equivalent results for a
compressed gas storage system at the prevailing pressure, room temperature, and assuming the same
pressure vessel is used as in the activated carbon case. We chose room temperature because compressed
gas technology does not require temperatures lower than ambient.

Table 2. Comparison of Activated Carbon Based and Compressed Gas System.

Wt % Basis
Wt % Wt % Compressed Gas
Basis: Carbon Basis; Total System Basis: Total System
A 6.95 4.15 3.63
B 7.70 4.57 3.65
C 7.36 439 3.38
D 6.54 3.92 3.38
E 6.85 410 3.07
F 5.90 3.54 3.14
G 6.24 3.74 2.85
H 5.20 3.14 2.89

Table 3 re-examines the laboratory data (Table 1) on the basis of storage system size. The volume of
a pressure vessel containing activated carbon and hydrogen at the pressure and temperature of the
experiment is determined by scaling the experimental amount of storage by the required 3.84 kg of
hydrogen necessary to achieve the 300 mile range. We also provide for comparison the size of an
equivalent compressed gas storage tank at the same pressure, room temperature, and weight of hydrogen.
In the last column we present the size for the compressed gas tank assuming the systems at room
temperature.

Finally, we present a comparison of the size and weight demands for a activated carbon based hydrogen
storage system for the conditions examined using Approach IIl with that of a conventional gasoline
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Table 3. Comparison of Activated Carbon Based and Compressed Gas Systems.

Volume Based
Activated Carbon Compressed Gas Room Temperature,
(liters) Same Pressure

(liters)
A 180.7 551.9
B 163.1 548.6
C 170.6 593.6
D 192.0 594.5
E 1833 655.3
F 212.9 639.5
G 2013 708.3
H 2415 697.3

powered vehicle. We assume a performance of 15 miles/gallon. The weight of a 20 gallon steel gasoline
tank (19.79 kg) filled with fuel (52.99 kg), results in a combined weight of 72.78 kg; this corresponds
to a volume of 75.7 liters. Table 4 presents our data. Again for comparison purposes we also consider
the size and weight demands for compressed gas storage. The results are apparent, the activated carbon

Table 4. Comparison of Activated Carbon Based and Compressed Gas
Total Volume and Weight Basis

Activated Carbon System Compressed Gas System
Vol Total Wt. Vol Total W.
(liters) (Kg) (liters) (Kg)
A 180.7 92.5 551.9 105.9
B 163.1 83.8 548.6 105.2
C 1706 87.5 593.6 1136
D 192.0 98.0 594.5 1137
E 1833 93.7 655.3 1249
F 2129 108.3 639.5 122.0
G 2013 102.6 708.3 1348
H 2415 122.3 697.3 1327
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based storage system places less of a demand on vehicle modifications to accommodate the additional
weight and size of the "gas" tank compared to compressed gas storage.

Conclusions

Activated carbon based hydrogen storage systems with passive insulation are compatible with vehicle
propulsion systems using fuel cell/electric motor technology. We find that refueling times are certainly
reasonable for fleet vehicle applications and that desired vehicle range is not burdened by excessive size
and weight requirements of the storage system.

Commercially available activated carbons are most suitable for use at temperatures in the range of 78-90K.
The technology to achieve these temperatures is well-established and can be centrally located at "gas"
stations to pre-cool hydrogen during vehicle refueling without placing any additional demands for on-board
maintenance of low temperatures.

The future of this technology is promising considering the development of new carbon adsorbents which
could relax the temperature requirements. In that regard, we have found that ion-exchange resins are a
class of "cheap" and readily available starting materials for one step activated carbon synthesis to form
adsorbents with developed microporosity. The tuning of microporosity to the molecular dimensions of
hydrogen, which will result in adsorbents with a higher storage capacity at higher temperatures compared
to existing carbons, is part of our present and future research goals.
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HIGH EFFICIENCY STATIONARY HYDROGEN STORAGE

Scott Hynek, Ware Fuller, and David Friedman
Arthur D. Little, Inc.
Acorn Park, Cambridge MA 02140

Abstract

This 12-month effort will require $317.972, of which 20% will be cost-shared by ADL and its lower-tier
subcontractor. The eventual hydrogen infrastructure will require stationary storage, to facilitate intermittent
sources and to permit methane reformers to run base-loaded. Both energy efficiency and added cost are
more important to this application than are either gravimetric or volumetric efficiency. ADL’s approach
is to maintain a high-temperature metal hydside in intimate thermal contact with a phase change material
(PCM), so that the PCM retains hydriding energy as heat of fusion, returning that heat as heat of
dehydriding. ADL's approach is to put the hydridable alloy (nickel-coated magnesium powder) on the
tube side, and the PCM (perhaps a eutectic mixture of salts) on the shell side, of a shell-and-tube heat
exchanger. We will consider this approach successful if the nickel-coated magnesium powder operates
with acceptable kinetics and without poisoning, and if the PCM can be fused and solidified without
excessive temperature differences. The key result to be presented eventually will be the pressure swing
required to effect hydrogen storage in, and discharge from, the laboratory prototype stationary hydrogen
storage device.

Introduction
Stationary storage of hydrogen has two applications, both near-term, as depicted in Figure 1:

1. It can accommodate the intermittent nature of most renewable sources of electrical energy,
such as wind turbines and photovoltaic (PV) arrays, when used with an electrolyzer.

8]

During the transition to a hydrogen economy, it can also store hydrogen produced by natural gas
fuel processors (reformers plus shift reactors), whether centrally or terminally located, thus
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permitting these fuel processors to be sized for the average hydrogen demand (e.g., fueling
demand for hydrogen vehicles) rather than the peak load.

Figure 1 - Stationary hydrogen storage Is essential to the hydrogen Infrastructure.
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The DOE Hydrogen Program Plan's long-range stationary hydrogen storage goals relate to storage
efficiency and added cost ratio, defined as follows:

. Storage Efficiency = HHV / (HHV + PTPE)

where: KHYV = higher heating value of delivered hydrogen
PTPE = process total primary energy associated with storage and retrieval

. Added Cost Fraction = Added Cost of Storage Retrieval / Cost of Delivered Hydrogen

We have calculated that our approach tn stationary storage more than meets both of these goals, per
Table 1:

Table 1 - Efficiency and Cost, Our Projections vs. DOE’'s Goals
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Approach

Five hydrogen storage technologies are available for use today: none is without drawbacks, and cach
has its niche, per Table 2:

Table 2 - Hydrogen Storage Technologles Avallable Today

Storage | Comments

Technology | - o o o

Liquefied Has the highest system volumetric density, but also the highest

hydrogen energy penalty; it is used by NASA for on-board and stationary
storage.

Compressed Comprises the simplest system, but has low volumetric density; it is

hydrogen gas used on the Ballard fuei cell bus and by Electrolyser in conjunction

with PV arrays.

Carbon-adsorbed | Can improve volumetric density of compressed hydrogen gas
hydrogen system, at the expense of the gravimetric density.

Low-temperature | Create the most crash-worthy on-board storage system, but one
metal hydrides which is quite heavy; it is used by Mazda on its hydrogen-powered
Miata. More expensive than high-temperature metal hydrides.

High-temperature | Are inappropriate on board vehicles, because they require
metal hydrides dehydriding energy at higher temperature than is available for free
on board vehicles.

Figure 2 presents a Van't Hoff plot that serves to
1 describe the equilibrium pressure-temperature characteristics of various metal hydrides,

2. distinguish between high-temperature metal hydrides (those grouped on the left-hand side) and
low-temperature metal hydrides (those grouped on the right-hand side), and

3. show why only low-temperature metal hydrides are suited for use on-board fuel cell vehicles
(discharging high-temperature metal hydrides requires higher-temperature heat than vehicular
fuel cells generate).

However, if one can store the heat given off during the charging (hydriding) of a high-temperature metal
hydride, and re-use that energy during discharging (dehydriding). then one can take advantage of the
relatively higher gravimetric and volumetric efficiencies of high-temperature metal hydrides (which do
matter insofar as they affect system cost) and the relatively low cost of the metals from which
high-temperature metal hydrides arc made. Figure 3 suggests how this heat can be stored, using a bed
of phase change material (PCM).
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Figure 2 - High-temperature metal hydrides are inappropriate for on-board storage.
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The phase change material (PCM) could be any of a number of salts which melt at the right temperature.
Better yet, the PCM could be a eutectic mixture of salts, for these appear to offer higher heats of fusion
than do pure salts of comparable phase change temperature.

Figure 4 presents the MgH, isochor (that is, the MgH, line from Figure 2, the Van't Hoff plot), plotted
as pressure vs. temperature rather than log(p) vs. 1/T ,gsorre. The pressures corresponding to temperatures
10°C above and 10°C below the phase change temperature would correspond to the charging and
discharging pressures, respectively, if the temperature differences between the hydride bed and the PCM
can indeed be held to 10°C (an arbitrarily selected, but fairly representative, value). The difference
between charging and discharging pressures, called the 'pressure swing,’ represents the major energy loss
associated with this system for stationary storage of hydrogen. The only other loss is heat lost from the
vessel, which can be minimized as required with thermal insulation.

Figure 4 - Magnified MgH, Isochor Showing Magnitude of Pressure Swing
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Figure 5 shows a simple, yet effective, means by which the hydride bed and the PCM bed can be kept
chemically distinct yet thermally intimate: a shell-and-tube heat exchanger. Only the tube side need
withstand high pressure, but both shell and tube sides must be made of stainless steel to withstand the
corrosive attack of the PCM.
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Figure 5 - Thermally and Physically integrated Metal Hydride and Phase Change
Material

Sheil

Phase Change Material

Hydride Tube

Tubeshest

Hydrogen i/ Out
\\,\

‘ — Hydride Tube

Magnesium
Hydride
Powder

Resuits

To date we have specified the nickel-coated magnesium powder to be provided us by our lower-tier
subcontractor, selected the phase change material and arranged for its manufacture, and designed the
shell-and-tube heat exchanger sufficiently to secure quotations from prospective fabricators.

Specifications of the Nickel-Coated Magnesium Powder

We have subcontracted with Dr. Robert Tuffias of Ultramet, of Pacoima, CA to make the nickel-coated
magnesium powder to serve as the hydridable alloy, because Ultramet has made exactly that before. We
have engaged, as a consultant, Dr. Borislav Bogdanovic of the Max-Planck-Institut fiir Kohlenforschung
in Miilheim-an-der-Ruhr, Germany, who has impressive experience, publications, and patents regarding
the magnesium-nickel system in the context of high-temperature metal hydrides.

As a result of discussions between Drs. Tuffias and Bogdanovic and Arthur D. Little personnel, we have

decided that the magnesium particles, before coating, should be 270 mesh (<50Xp in diameter), and that
the magnesium coating should correspond to roughly 2% nickel by weight.
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In determining the particle diameter, we considered the following factors:

1.

2.

Difficulty of Handling - Particles must not only be coated, but they must be captured once coated.

Ratio of Nickel to Magnesium - This ratio is to be minimized, and the existence of a minimum
practical thickness of magnesium suggests that this ratio will increase as the diameter of the
particle is decreased.

Entrainment - Smaller particles ar¢ more easily dislodged and entrained by the velocity head of
the hydrogen discharge.

Diffusion - Too large a particle would result in too great a time for the center of the particles to
be affected by the hydriding and de-hydriding reactions taking place at the particles’ surface.

Fluidization - Too large a particle would require excessive fluidizing velocity, resulting is
wastage of reactants and thus excessive cost to manufacture.

Decrepitation - Large metal hydride particles tend to decrepitate, or shatter, upon repeated
cycles of hydriding/de-hydriding. A coated particle that shatters becomes several particles
with only partial coating.

Selection of the Phase Change Material

Table 3 presents pertinent information regarding five different phase change materials (PCMs) that
operate in the temperature range of interest.

Table 3 - Candidate P

hase Change Materials

Phase Change Materiat | 7™

5NaCl95NaNO, 297 1.3 2.9 15,000 4,600
NaNO,’ 307 1.8 37 14,000 4,400
NaOH+8%NaNO, 313 23 4.8 6,250 2,900
10KBr+10KCI-80KNO, 342 43 8.0 18,000 6,400
27NaCl-73NaOH ~ 370 8.0" 14 7,000 2,000
24NaCl-20KCI55MgCl, ~ 388 137 20 6,250 1,000

Source: “Evaluation of Industrial Advanced Heat Recovery/Thermal Energy Storage Systems," Volume 2, EPRI
EM-2573, December 1982. Source cost figures in 1981% were multiplied by 1.538 to convert to 19928,

" can be contained in carbon steel



: must be contained in stainless steel
based on extrapolating published data

One criterion to be used in selecting a PCM is its phase change temperature, and the implications of that
temperature to irreversible pressure losses. We envision this system being used, for example, to store the
hydrogen created by a baseloaded fuel processor (methane reformer and shift reactors) located at a
dispensing station for filling hydrogen-fueled vehicles. A situation to be avoided is

1 charging the metal hydride bed at a pressure less than that of the final shift reactor discharge
pressure, followed by

2, discharging the metal hydride bed at a pressure less than that of the vehicular hydrogen storage
system.

This consideration favors storage at higher temperatures/pressures. Of the two highest-temperature
eutectics in Table 3, we are inclined to favor 24NaCl-20KCl1'55MgCl, over 27NaCl-73NaOH because of
its lower cost and its (probably) lower corrosivity.

Most of these PCMs were manufactured in bulk at one time, and the cost figures in Table 3 reflect their
bulk cost. We can find bulk manufacturers for none of the eutectic PCMs now, and are faced with making
or having made experimental quantities of these.

Figure 6 presents the phase diagram of the (KCl),-(NaCl),-MgCl, system. Note that whereas the melting
temperatures of NaCl, KCl, and MgCl, are 801°C, 778°C, and 712°C, respectively, there is a tertiary
eutectic with a melting temperature of 385°C (presented in Table 3 as 388°C, from a different source).

Figure 6 - Phase Diagram for the (KCl),-(NaCl),-MgCl, System

40 60 80 (kCiy,
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Source: Emst Jinecke, Z. Anord. Aligem. Chem., 261, 218 (1950).
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One way of making this eutectic is to mix 24% NaCl, 20% KCIl, and 55% MgCl, (all three are weight
percentages, not mole fractions) and heat this mixture to 801°C so that all three components melt.
Another method, suggested to us recently and currently in the process of verification, is to ball-mill all
three components into a fine, well mixed powder, and then heat it to just greater than the eutectic
temperature, on the theory that fine, well mixed powder has plenty of inter-component interfaces
promoting the forming and melting of binary and tertiary eutectics.

This method probably does not apply to the NaCl-NaOH system, for NaOH is too soft to ball-mill.
Shell-and-Tube Heat Exchanger Design

The shell-and-tube heat exchanger design parameters depend, to a great extent, on the PCM that is
selected. For example, the tube spacing is determined by the relative volumes of PCM and metal hydride.
Assuming that 24NaCl220KC1-55MgCl, is indeed our PCM of choice, the shell-and-tube heat exchanger
to contain two kilograms of nickel-coated magnesium powder and the appropriate mass of PCM would
have the dimensions given by Table 4.

Table 4 - Dimensions of Shell-and-Tube Heat Exchanger

me Diameter 0.5"
Tube Spacing 1.0"
U-tube Length 41"
Number of U-tubes 15
Shell Diameter 6" (nominal)
Shell Length 42"
Material Stainless steel 316

Definition of Success

We will consider this concept to be successful if

1. we can operate the laboratory prototype device repeatedly on commercial-grade hydrogen without
the metal hydride becoming poisoned,

2. we can operate the laboratory prototype device within an equilibrium temperature swing of 20°C,
and
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the materials of construction successfully repel the corrosive attack of the molten phase change
material,

Publications

To date this concept has been described in two publications:

1.

Hynek, S. J., Fuller, W. D., & Bentley, J. M., "Hydrogen Storage to Support Fuel Cell Vehicles,"
presented at the 5" Annual U.S. Hydrogen Meeting, March 24, 1994,

Hynek, S. J. & Fuller, W. D., "Hydrogen Storage Within the Infrastructure,” to be presented at
the 10" World Hydrogen Energy Conference, June 23, 1994,

Proposed Future Work

Once the laboratory prototype High Efficiency Stationary Hydrogen Storage (HESHS) device has proven
the concept, we would propose to scale up this device to a useful size. Two promising applications have
presented themselves:

L.

Short-range transport - In the absence of a pipeline connecting the point of hydrogen manufacture
and the point of use, hydrogen is generally transported in the liquefied state, by truck or by barge.
For short distances, however, the superior gravimetric and volumetric density afforded by
liquefaction cannot justify the energy loss associated with liquefaction. The HESHS device, once
scaled up, could be mounted on trucks or barges and could become the preferred short-range
means of transporting hydrogen.

Remote utility energy storage - Parts of Alaska and northem Canada are sufficiently remote that
no outside electric grid reaches them. It is in such places that renewable energy sources can first
displace petroleum-based electrical generation on the basis of economics. Intermittent renewable
energy sources such as wind turbines and photovoltaic arrays (close to the Arctic Circle, the
former makes more sense) can be made to fit the energy demand profile by electrolyzing water
when wind is available, storing that hydrogen in a scaled-up HESHS device, then using that
hydrogen to heat homes, fuel vehicles, or generate electricity with a fuel cell. The author is
currently actively involved in promoting this concept.

Scale-up of the shell-and-tube heat exchanger should present little problem; large shell-and-tube heat
exchangers are in common industrial use. Scaled-up manufacture of the eutectic mixture of salts should
also present no probiem to a manufacturer, other than to convince that manufacturer that a market of
sufficient size will materialize. Scaled-up manufacture of the nickel-coated magnesium powder involves
making a continuous process of what is now a batch process, and will probably involve technology
transfer from our lower-tier subcontractor to an investor.
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HYDROGEN STORAGE: ADVANCED MATERIALS
DEVELOPMENT AND
INTEGRATED SYSTEM DESIGN

G. J. Thomas, B. A. Meyer, S. E. Guthrie, and D. F. Cowgill
Sandia National Laboratories
Livermore, CA 94550

Abstract

Hydrogen storage remains an important factor in effective hydrogen utilization for energy
applications and is a major element of the FY 1994-1998 Hydrogen Program Implementation Plan.
The objective of this new project is to develop storage/delivery systems for use with energy
conversion devices. Specifically, a near-term goal will be the demonstration of an intemal
combustion engine/storage/delivery subsystem, The longer term goal will be the optimization of
storage technologies for use in vehicles and in industrial stationary uses.

Storage development will be focused on solid storage materials — lightweight hydrides or
adsorbent materials. Our hydride development will use a systematic approach to enhance the
kinetic, equilibrium and cycling behavior of light weight hydrides, especially magnesium alloys.
Our adsorption material development will focus on enhancing the hydrogen binding energy in
these materials through doping with metals, metalloporphyrins and nanophase materials.

The bed design and construction will be integrated with hydride material properties in order to
realize the volumetric benefits of a hydride system and to minimize weight. Hydride properties,
such as thermal conductivity and hydrogen kinetics, will be incorporated into modeling of the heat
and mass transport in bed designs to optimize their performance. Light weight containment
materials will also be investigated. Low and high temperature hydride storage beds will be built
and tested for fuel delivery performance and input requirements.

This work is integrated into the new Field Work Proposal entitled Hydrogen Utilization in Internal
Combustion Engines.
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Project Rationale

A key to the introduction of hydrogen into the U.S. energy supply is the development of efficient
utilization systems. In the long term, fuel cells will play an important role in the use of hydrogen
as an effective energy carrier. However, intemal combustion engines. optimized for hydrogen
buming and with efficient hydrogen storage systems, can achieve much more rapid market
penetration and immediate pollution reductions. Furthermore, this approach can lead to near-term
demonstration projects which can benefit the hydrogen program by highlighting progress as well
as proving feasibility. The FY 1994-1998 Hydrogen Program Implementation Plan identifies
utilization and storage technologies as two major development areas and includes near-term
demonstration projects.

The objective of this new project is to develop storage/delivery systems for use with energy
conversion devices. It is integrated with a parallel effort on optimizing internal combustion
engines for hydrogen use. Specifically, a near-term goal will be the demonstration of an internal
combustion engine/storage/delivery subsystem with performance exceeding current capabilities.
The longer term goal will be the optimization of storage technologies for use in vehicles and in
industrial stationary uses. Storage development will be focused on solid storage materials — light
weight hydrides or adsorbent materials.

This work is integrated into the new Field Work Proposal entitled Hydrogen Utilization in Internal
Combustion Engines. See the related paper for further information.

Approach

The project will have two major elements — advanced materials development and storage/delivery
system development. These material R&D and engineering studies will be done in parallel, with
coordinated milestones and decision points aimed at achieving an integrated system demonstration.

Our hydride development will use a systematic approach to enhance the kinetic, equilibrium and
cycling behavior of light weight hydrides, especially magnesium alloys. The focus will be on the
development of hydride materials for use in practical hydrogen storage systems, and will consider
surface coatings, composite systems and particle size control, as well as alloy content. We will
be working in collaboration with a material supplier (MEI-Reade) and the Univ. of CA - Irvine,
Mech. Eng. Department (Materials Section), in the synthesis of alloy materials.

Our adsorption material development will focus on two aspects, (1) carbon-based materials with
high macroscopic density (e.g., >50% of theoretical density) as well as high microporosity and,
(2) enhancing the hydrogen binding energy in these materials through doping with metals,
metalloporphyrins and nanophase materials. We will also be collaborating with Lawrence
Livermore National Laboratory by measuring hydrogen properties of their aerogel carbons and
other storage materials.

Another important area will be the integration of bed design and construction with hydride

material properties in order to realize the volumetric benefits of a hydride system and to minimize
weight. Hydride properties, such as thermal conductivity and hydrogen kinetics, will be
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incorporated into modeling of the heat and mass transport in bed designs to optimize their
performance. Light weight containment materials will also be investigated. Low and high
temperature hydride storage beds will be built and tested for fuel delivery performance and input
requirements.

Each of these areas will be discussed in the following sections.

Adsorption Material Development

A major limitation with the use of adsorption materials for hydrogen storage is the need for
cryogenic temperatures. Hydrogen is weakly physisorbed onto materials by electronic polarization
(Van der Waals) forces. The polarizability of the H, molecule is very small, resulting in binding
energies varying from .04eV on metals to .08¢eV on ionic solids. Also, enhanced adsorption in
microporous materials, such as due to capillary condensation, is unlikely to occur at temperatures
much above the critical temperature of H,, 33K. Our analysis of published experimental data on
high surface carbon materials (Amankwah 1989) shows that at temperatures of 150 K or more,
hydrogen adsorption exhibits Langmuir type behavior with coverages of about a monolayer or
less. The binding of H, by physisorption on strongly polarized surfaces is not known.

Much stronger chemisorption of hydrogen occurs on materials by the exchange or sharing of
electrons. Dissociated H binds to carbon with an energy of 1.3eV, and appreciable dissociation
only occurs at temperatures above 300°C. On Ni, H, dissociation does not require additional
activation energy and H is bound with 1.3eV, decreasing to 0.2eV at high coverage. Beeck, et.al.,
(1945) have reported that about one-third of the hydrogen adsorbed onto Ni at room temperature
and high pressure is reversible and easily removed by pumping. It is not known whether this
fraction is the final 1/3 monolayer, perhaps weakly chemisorbed, or additional H, strongly
physisorbed onto the highly polarized chemisorbed-H surface. If the latter, there is potential for
a reversible capacity of a full second monolayer. High surface area Ni and Fe nano-cluster
materials (1-10 nm particles) have been synthesized in micro-heterogeneous inverse micelle
solutions to explore this possibility.

High temperatures (>300°C) are required to desorb chemisorbed H from carbon. Since both
chemisorption and desorption from Ni is somewhat easier, we are examining the possibility of
using metal-catalyzed high surface area carbon materials. Binding energetics will transfer H from
Ni to C, by hydrogen spillover, much like that observed from Pt to C, by Robell, et.al (1964).
As the H-coverage on Ni nanoclusters rises, H atoms are attracted to the lower energy states on
adjacent C, Reversible desorption should occur from the Ni sites without the additional
recombination barrier occurring with C. The kinetics for both the adsorption and desorption
processes are expected to be limited by the surface diffusion of H on C. Using the model of
Robell, we estimate an adsorption time of one minute can be achieved at 100°C using ~1% Ni
coverage; and at 20°C using 5% Ni. Although desorption will be slower since diffusion is from
a distributed source to point sinks, the same time restriction is not critical for automotive use.

There is a possibility of non-activated, weak chemisorption occurring on oxide materials. Reports
in the literature (Beebe 1938) indicate binding energies of 0.22eV for H on Cr,0,. This
possibility is also supported by the observation that Al,O, serves as a good promoter for Pd and
Pt supported catalysts, increasing their catalytic performance.
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Weak chemisorption may also occur on supported catalysts. Sokolskii and Gil'debrand (1971)
report hydrogen loading for Pd on Al,O, to reach 5§ H/Pd; and for Pt, 10 H/Pt. This may result
from spillover to adjacent sites on the AL,0,, as described above, or may be due to a decreasing
chemisorption energy on the metal with increasing H-coverage. There is some indication that
similar effects occur for Ni supported on Al,O, (Selwood 1967). Accordingly, we are examining
hydrogen storage using a high density of supported metals on high surface area oxides.

Hydride Development

The metal alloy systems that we will study initially are based on magnesium or titanium. Both
of these metals form highly exothermic binary hydrides in their unalloyed form, The strong
binding of hydrogen to these metals presents two distinct but interrelated problems. One is the
requirement for an external energy source to dissociate the hydride and recover the gas fuel at
pressures which are practically useful. The source of this heat must come either parasitically from
waste heat or directly from the fuel itself. The second facet of the problem is the kinetic
limitation of the hydride dissociation process. Metal hydride kinetics may be rate limited by eit