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Foreword 

The U. S. Department of Energy (DOE), in conjunction with the U. S. wind industry, is 
supporting the development of technology for advanced, higher efficiency wind energy 
conversion systems. As part of the Turbine Development Program, the DOE, through the 
National Renewable Energy Laboratory, is conducting several full system modal tests of 
advanced wind turbine systems. The objective of a modal survey is to identify the 
system's modal parameters, which have two main uses to wind researchers. First, in 
designing a large utility-grade wind turbine, knowledge of the modal frequencies, 
damping values, and mode shapes are essential to adjusting an analytical model so that it 
correctly predicts the dynamic response of the operating wind turbine. Second, modal 
survey results are useful when interpreting operating loads data, since knowledge of the 
system's natural frequencies helps determine the wind system's forced response. Field 
testing a full-size wind turbine presents special problems when compared to a modal 
survey of a structure conducted in the laboratory. The most significant problem incurred 
during a full system modal test is the lack of control over the environment. For example, 
wind of sufficient velocity blowing across the structure induces uncontrollable motion of 
the wind turbine. Wind researchers at Sandia National Laboratories have successfully 
used wind excitation in their Natural Excitation Technique (NExT) to extract some of the 
wind turbine's modal parameters including natural frequencies and damping values. 
However, because the wind input is not measured, the NExT does not yield an input
output model of the system (such as a transfer function or state-space representation) and 
clearly defined mode shapes corresponding to the structure's natural frequencies. This 
work supplements the field of full system modal testing by developing an advanced 
system identification method which excites the structure with a measured frequency-rich 
input and then derives a complete state-space representation of the structure. After 
computing a state-space model of the wind turbine structure, the system identification 
technique calculates the inherent modal parameters such as natural frequencies, damping 
ratios, and mode shapes. Also, the system identification technique can be used to adjust 
an analytical model with input-output time series obtained from experimental structural 
tests. 

Richard M. Osgood, Technical Monitor 
National Renewable Energy Laboratory 
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1.0 Introduction 

The goal of this research is to develop advanced system identification techniques that can 
be used to accurately measure the frequency response functions of a wind-turbine 

- structure immersed in wind noise. To allow for accurate identification, we have 
developed a special test signal called the Pseudo-Random Binary Sequence (PRBS). The 
Matlab program that generates this signal allows the user to interactively tailor its 
parameters for the frequency range of interest based on the response of the wind turbine 
under test. By controlling NREL's Mobile Hydraulic Shaker System, which is attached to 
the wind turbine structure, the PRBS signal produces the wide-band excitation necessary 
to perform system identification in the presence of wind noise. 

The techniques presented here will enable researchers to obtain modal parameters from 
an operating wind turbine, including frequencies, damping coefficients, and mode shapes. 
More importantly, the algorithms we have developed and tested (so far using input-output 
data from a simulated structure) permit state-space representation of the system under 
test, particularly the modal state space representation. This is the only system description 
that reveals the internal behavior the system, such as the interaction between the physical 

· parameters, and which, in contrast to transfer functions, is valid for non-zero initial 
conditions. 

The Sandia National Laboratory's (SNL) Natural Excitation Technique (NExT) for modal 
parameter extraction from operating wind turbines uses the measured system outputs 
obtained as a result of natural wind excitation [l]. Generally, the cross-correlation 
function of such outputs has the shape of the system's pulse response and therefore allows 
one to extract modal frequencies and damping ratios. SNL's researchers have done this 
using one of the system realization algorithms (such as the Eigensystem Realization 
Algorithm developed at the National Aeronautical and Space Administration (NASA) 
Langley Research Center). In other words, they assume that the cross-correlation function 
represents the sequence of Markov parameters or pulse response of the system to be 
identified. Unfortunately, such an assumption will not lead to any input-output model of 
the system, such as a transfer function or state-space representation, or mode shapes 
related to those models. To identify any of these input-output characteristics, it is not 
enough to excite the system with a frequency-rich signal (such as natural wind noise) one 
must also measure this signal. System identification requires a frequency-rich input
output history that is not incorporated in the SNL's approach. 

Researchers have developed many system identification techniques and applied them to 
state-space models to identify modal parameters. Most techniques use sampled-pulse 
system response histories, known as system Markov parameters. The new approach, 
presented here, uses the results obtained by researchers at NASA's Langley Research 
Center [2-4]. Rather than identifying the system Markov parameters (which may exhibit 
very slow decay), one can use an asymptotically stable observer to form a stable, discrete 
state-space model to identify the system. 



This report is organized as follows. In Section· 2, we introduce the Observer/Kalman 
Filter Identification technique (OK.ID) and sq.ow its relationship to a Kalman Filter. 
Section 3 presents the principles of eigensystem realization with a special emphasis on 
the relationship to modal parameters. We also introduce the Modal Amplitude Coherence 

- and Modal Singular Values as the measures needed to distinguish true modes from noise 
modes. Because some measurement data may be noisier than others or sensors may 
malfunction during the test, these quantifying means are necessary if we are to consider 
only good strong measured signals without losing any capability. The system model with 
stochastic uncertainties. We represent these uncertainties are by process noise and output 
or measurement noise. We justify the need for strong correlation between the input test 
signal and the output and we recommend the PRBS as a test signal. In Section 5, we 
present the principles of generating and using the PRBS signal, as well as· its properties. 
Finally, in Section 6, we give very condensed information on the 
simulation/identification programs developed in this research. Appendix A provides more 
detailed information on the programs, and Appendix B provides numerical results and 
some application notes on these programs. 

2.0 Observer/Kalman Filter-Based Identification: 
Computation of Markov Parameters 

A state-space model of a continuous-time system may be represented by the following 
equations: 

x = Acx+Bcu 

y= Cx+Du 

with r inputs and m outputs. The corresponding discrete-time representation is 

where 

x(k + 1) = Ax (k) + Bu(k) 

y(k) = Cx(k) + Du(k) 

A= eA,,T =I+ AcT + if (AcT) 2 +fi(AcT)3 + ... 
T 

B= JeA,,'dtBc =[IT+ifAcT2 +fiA;T3+ ... ]Bc 
0 

and Tis the sampling interval. Assuming that x(O)= 0, we obtain 

k 

x(k) = "2:_A;-1Bu(k-i) 
i=I 

k 

y(k) = "2:_CA;-1Bu(k-i)+Du(k) 
i=I 

2 

(2-1) 

(2-2) 

(2-3) 

(2-4) 

(2-5) 

(2-6) 



It can be easily shown that equation (2-6) represents the convolution of the system's unit 
pulse response and the input sequence u(k). In other words, as may be seen by calculating 
the response to the pulse input, defined as 

u;(O)=l , i=l,2, ... ,r 

ui(k)=O , i=l,2, ... ,r; k=l,2, ... 

y(k) becomes an m x r pulse response matrix Y(k) and 

Yo= D, Yi= CB, :I; =CAB, ... , ~ = CAk-1B (2-7) 

These constant matrices are known as Markov parameters. The jth column of the Markov 
parameter matrix Yi represents the pulse response at the ith time step with a unit pulse 
applied at the jth input. We can rewrite equation (2-6) in another form, expressing the 
output in terms of the input sequence and the Markov parameters: 

k 

y(k) = Lr;u(k-i) (2-8) 
i=O 

Let us assume that we must identify the system using I data points each consisting of r 
inputs and m outputs. Using equation (2-5) and assuming zero initial conditions, i.e., 
x(O)=O, we get 

x(l) = Bu(O) 

x(2) = ABu(O) + Bu(I) (2-9) 

and then, using equation (2-6), we can obtain the sequence of/ outputs 

y(O) = Du(O) 

y(I) = CBu(O) + Du(I) 

y(2) = CABu(O) + CBu(I) + Du(2) 
(2-10) 

The set of/ equations in (2-10) can be represented by one vector-matrix equation: 

3 



I u(O) u(l) u(2) ... u(l -1) l 
I u(O) u(l) ... u(l -2) I 

[y(O):y(l): ... :y(l-I)]=[D:CB:CAB: ... :CA1
-

2B]I u(O) ... u(l-3)1 
I · I 

l ~~ J 

(2-11) 

mxl mxrl rl x I 

Equation (2-11 ), with the obvious denotations, can be rewritten in the following compact 
form: 

y=YU (2-12) 

As can be seen from equation (2-11 ), each row of the matrix YU is the product of the 
matrix Y and the proper u sequence of the length I (represented be a column of the matrix 
U), whose number of non-zero elements varies. In other words, each row of the matrix 
YU represents the convolution of the system's pulse response and the current input 
sequence, which changes its length from 1 to /. 

The matrix Y contains all the Markov parameters to· be determined. U and y are known 
matrices. However, the matrix U is square only in the case of a single input system, or 
r= 1. This is the only case in which the solution for Y is unique. Conversely, it is known 
that Y must be unique for a finite-dimensional linear system. Even for r= 1, the matrix U 
may become ill-conditioned and the solution Y = yu-1 may not be attainable. 

If we assume that the system is asymptotically stable, i.e., for sufficiently large p 

then both U and Y can be truncated as follows: 

Y= D:CB:CAB: ... :CA [ . . . . p-1B] 

mxr(p+ 1) 

I u(O) u(I) . .. u(~) . .. u(l.-1) l 
U=l u~O) ... u(;-p-I)J 

r(p+ 1) X f 

Choosing the proper length / of the input-output sequence so that / > r (p + 1) , we could 
approximately calculate p Markov parameters using pseudo-inverse Ut of the matrix U: 

4 



Y=yUt (2-13) 

Unfortunately, for lightly damped structuresp and/ are large and the size r(p+l)x/ of U 
becomes impractically large to numerically solve for the pseudo-inverse. 

A possible approach to solving this problem is to artificially increase system damping to 
obtain the solution for Markov parameters. The observer model of the system is used in 
this approach. The state equation (2-2) can be manipulated as follows: 

x(k + 1) = Ax(k) + Bu(k) + Gy(k)-Gy(k) 

=(A+ GC)x(k) + (B + GD)u(k)-Gy(k) 
(2-14) 

where G is an nxm arbitrary matrix chosen to makeA+GC as stable as desired. Equation 
(2-14) can be rewritten in a standard compact form: 

x(k + 1) = Ax(k) + Bv(k) (2-15) 
where 

A= A+GC, B = [B+GD -G], 

The equation can now be written similar to (2-12), which involves observer Markov 
parameters: 

(2-16) 

For an observable system, we can assign the eigenvalues of A arbitrarily through a proper 

choice of G. In the case of the dead-beat observer, or when all the eigenvalues of A are 

placed at the origin, CAk B ~ 0 fork;?:: p where pis a sufficiently large integer. We can 
now solve for the observer Markov parameters 

(2-17) 

using either a recursive or nonrecursive least-squares algorithm. Thus far, we have 
assumed zero initial conditions, which is never the case in practice. However, after the p 
steps, the initial conditions have a negligible effect on the measured data (because they 

-p 
are multipled by A ). 

The observer Markov parameters in equation (2-17) include the system Markov 
parameters and the observer gain Markov parameters. The system Markov parameters are 
used to compute the system matrices A, B, C, and D, whereas the observer gain Markov 
parameters are used to determine the observer gain matrix G. The proper algorithm for 

5 



obtaining these Markov parameters has been introduced by Phan et al. [5] and is also 
discussed by Juang [2]. The algorithm uses input and output time histories as its input. 
Software implementation of this identification algorithm was developed at NASA 
Langley and is known as the Matlab program OK.ID. Finally, the state-space 
representation (A, B, C, DJ of the system is obtained using the Eigensystem Realization 
Algorithm (ERA), based on system realization theory. An introduction to these topics is 
presented in Section 3. 

In order to consider system uncertainties stochastically, one should add the process noise 
w(k), which includes system uncertainties and input noise, and the measurement (or 
output) noise v(k). This consideration leads to the following modification of equation 
(2-2): 

x(k+l) = Ax(k)+Bu(k)+w(k) 

y(k) = Cx(k) + Du(k) +v(k) 
(2-18) 

The noises added can be specified either in terms of their statistics or in terms of the 
Kalman filter model which can be written as 

x(k + 1) = Ax(k)+ Bu(k) + KE/k) 

y(k) = Cx(k) + Du(k) 
(2-19) 

for the system (2-18) where x(k) is the estimated state, K is the Kalman filter gain, and E 

r(k), called the residual, is defined as the difference between the real measurement y(k) 

and the estimated measurement y( k) . The Kalman filter representation of a process is 
valid if both w(k) and v(k) are Gaussian, zero-mean, and white with different covariance 
matrices and if they are statistically independent of each other. Equation (2-19) can be 
represented as 

x(k + 1) = Ax(k) + Bv(k) 

y(k) = Cx(k) + Du(k) +E/k) 
where 

A= A-KC, B = [B-KD:K] , 
, u(k) l 

v(k) =ly(k)J 

(2-20) 

Comparison of equations (2-15) and (2-20) reveals that they are identical if G = -K and 
Er(k)=O, as are their Markov parameters. It can also be proven that the truncated observer 

model (2-17), obtained as a result of the dead-beat approximation of equation (2-15), 
produces the same input-output map as a Kalman filter if the data length is sufficient so 
that the truncation error is negligible. In this case, G computed from combined Markov 
parameters of equation (2-17) gives the steady-state Kalman filter gain K = -G. 

6 



In practice, because other factors such as disturbances, nonlinearities, non-whiteness of 
the process, and measurement noises are present, the resultant identified filter is not the 
Kalman filter. It is simply an observer that is computed from input-output data that 
minimize the filter residual in a least-squares sense. 

3.0 Introduction to Eigensystem Realization 

Consider Markov system parameters given in equation (2-7). Because D = Yo, a 
realization will involve the computation of a triplet [A, B, C] from the Markov 
parameters, for which the discrete-time model (2-2) is satisfied. We look for a minimum 
realization, i.e., for a model with the smallest state space dimensions among all realizable 
systems that have the same input-output relations. All minimum realizations have the 
same set of eigenvalues. 

If ( \JI 1, \JI 2 , ••• , 'I' n) is a complete set of the eigenvectors of the state matrix A of order n 
with corresponding eigenvalues (Ai, A2 , ••• , An), then we can define two matrices A 
=diag(Ai,A2 , ••• ,An) and \J'=(\Jf i, \Jf 2 , ••• , \Jin). The realization [A, B, C] can be transformed 
to the modal realization [A, \J'·1B, OP] with A=\J'·IA\J' and the modal state vector xm 
defined by the equation x=\J' xm. In this realization, A specifies modal damping rates and 
damped natural frequencies, the matrix Bm =\J'-lB defines the initial modal amplitudes, 
and the matrix Cm =OP defines the mode shapes at the sensor points. Let us analyze 

· what are the modal contributions to the sequence of Markov parameters. We have 

where b; 's are r-vectors and c; 's are m-vectors. Therefore, for modal state-space 
representation we have the following Markov parameter sequence: 

n n n n l 
=D Z:c;b; LC;Ath; Z:c;'J.;b; ... t'c)t1

h; J 
i=l i=I i=I 

=[Yo Yi Yi ... Y,,] (3-1) 

The sequence of each ith component in the sums above forms a function of time as 
defined by the 

(3-2) 
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where k is the number of samples and i = 1,2, ... ,n. This sequence represents the 
contribution of the ith mode to the system's Markov parameters. Note that all components 
in the sequences (3-1) and (3-2) are mxr matrices. Then 

(3-3) 

is the modal amplitude time history. The sequence qi represents the temporal contribution 
of the ith mode associated with the output martrix c; to the Markov parameter sequence Y. 

According to the relation (2-3) 

A=eAcT (3-4) 

Therefore, the modal damping rates and damped natural frequencies of the continuous
time system are simply real and imaginary parts of the eigenvalues, which are the 
diagonal elements of the matrix 

(3-5) 

System realization begins by forming the generalized am x pr Hankel matrix H(k- l ), 
. composed of Markov parameters Yi : 

r Y,, Y,,+l Y,,+p-1 1 
I r; 

Y,,+2 Y,,+p 
I 

H(k-1) =I ktl I (3-6) 
I 

l Y,,+CI-J Y,,+Cl Y,,+p +CI-2 J 
If a system is controllable and observable, then for a~ n and p ~ n (the order of the 
system), the matrix H(k-1) is of rank n. Recall that Yk is an m xr matrix and that 

Consequently, we have the following decomposition: 

(3-7) 

where 

8 



This decompo: · in shows that H(k-1) has the rank of n if the represented nth order 
system is contr" ·\c,ble and observable. We can also note that, in particular 

(3-9) 

The ERA process starts with the factorization of H(O), usmg singular value 
decomposition 

(3-10) 
where 

T T ILn ol 
R R=I, s S=I, L=lo oJ (3-11) 

with 
(3-12) 

If Rn and Sn are the matrices formed by first n columns of Rand S, respectively, then 

(3-13) 

Comparing equations (3-9) and (3-13), we can make the following obvious balanced 
. choice: 

P = 1) L 112 and " = L 112 sr u "~ n ~13 n n (3-14) 

Taking equation (3-8) into consideration, we can conclude that the first r columns of Q
13 

form the input matrix B and the first m rows of Pu form the output matrix C. Therefore, 

defining the matrix Et = [1; O; . . . O;] where O; is a null matrix of order i and I; 1s 
an identity matrix of order i, we can state that 

(3-15) 

where r is the number of inputs and m is the number of outputs. The matrix A is obtained 
from H(l). Considering equations (3-7) and (3-14), we obtain 

H(l) = p AQ = R L112 AL112ST u 13 n n n n 

and 

(3-16) 

(3-17) 

If there was no noise, the rank of H(k) would be equal to the true order of the system 
under test. In practice, due to noise, nonlinearities, and computer round-off errors, H(k) 
will be of full rank. However, some singular values, say cr;+i,· .. ,an , may be negligible. 
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Therefore, the reduced model of order i can be identified as a model of the system under 
test [2]. 

The above discussion suggests that the system realized from equations (3-15) and (3-16) 
is an approximation of the real system. That is, we are obtaining from these equations 

some estimates A, B, and C of the real matrices A, B, and C. Therefore, we need to 
distinguish true modes from noise modes. This can be done using the approach described 
below, which was first proposed by Juang [2]. 

Using the identified matrices A, B, and C, we can determine the estimate Y of Y. 
According to equations (3-1) and (3-3), this has the following form: 

(3-18) 

where the sequence q; represents the identified modal amplitude time history. The 

sequence ii_; is computed from the identified eigenvalue ~ and the input matrix h; .. 
Another way to obtain modal amplitude time history is to form and then decompose the 
Hankel matrix 

r i; r; Yi-a l 
Ix ~ 

I 
H(O) =I t Yi-~+1 I (3-19) 

I 
l~ ~+I Yi-1 J 

where the l Markov parameters involved are directly obtained from pulse response 
samples, and a is chosen such that ma is greater than or equal to the system order. The 

singular value decomposition is used to determine the matrix Q , defined by the following 
equation: 

(3-20) 

where '¥ is chosen to be the eigenvector matrix of the estimated state matrix A because 
the real state matrix A is unknown. Using modal state space representation (A,Bm,Cm), as 
defined above, we can make the following approximation: 

(3-21) 

10 



or, in the expanded form: 

~-a-lb!] l 
~-a-lb1] I 

I 
~-a-lbn]J 

(3-22) 

It is clear that cf; and t]; (i = 1,2,3, ... ,n) are identical for the noise free case. With noise 
present and some small singular values truncated, t]; should be considered an 
approximation of q; . Therefore, the Modal Amplitude Coherence (MAC) can be defined 
as the following dot product of these two vectors: 

(3-23) 

where the superscript * denotes transpose and complex conjugate. If these two vectors 
coincide, then the model reproduces the pulse response data. 

In addition, the system and noise modes can be quantified through the determination of 
each modal coordinate contribution to the pulse response of the model. Because the 
modal coordinates of the model are defined by 

their contributions can be determined by the Mode Singular Value given as 

MSV;= lcil ~+l~l+IJil+ ... +l~'-11) IE;I 
lcil IEil 
1-l~I 

(3-24) 

(3-25) 

The approximation is valid if all eigenvalues Ai are inside the unit circle and the number 
of Markov parameters l is sufficiently large. The tests described here are used by the ERA 
developed at NASA Langley. 

4.0 Frequency Response Function and Input-Output Correlation 

Let us consider a system with no input forces before the starting time t=O (implying that 
the input matrix U becomes an upper block triangular). In this case, we are considering 
the input-output relationship described for the input-output sequence of the length l by 
equation (2-11), represented by equation(2-12) in compact form. This representation is 
repeated here for convenience: 
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y 

mxl 
= y u 

mx rl rlx l 
(4-1) 

Post-multiplying ( 4-1) by UT and averaging both sides over the number of samples l, one 
obtains the following relation: 

where 

and 

with 

and 

r 
Ruu =\ 

Ryu = 
mxrl 

Y Ruu 

mx rl rlx rl 

lRuu(l-1) Ruu(f-2) 

(4-2) 

(4-3) 

(4-4) 

(4-5) 

(4-6) 

Our goal is to solve equation ( 4-2) for Y. However, this requires inversion of the matrix 
Ruu· If the input signal is not rich enough in frequencies, the matrix U and, consequently, 
the matrix Ruu become rank deficient and cannot be inverted. Averaging over many 
records ( each of the length l) usually solves the problem [2]. Another possibility is to use 
a frequency- rich input signal, such as the PRBS signal of sufficient length l, which is 
discussed in detail in Section 5. For such a signal, 

(4-7) 

Because Y = [Ya,Yi , ... ,J;_1] , equation (4-2) can be represented by the following set of 
equations: 

/-1 

Ryu(i)= L~~u(i-k), i=O,I,2, ... ,l-1 (4-8) 
k=O 
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For a PRBS input signal applied at all r inputs, equation (4-8) assumes the following 
form: 

(4-9) 

If we assume that for this input signal, the rxr diagonal matrix Ruu ( 0) = diag(p, p, ... , p), 
then for the PRBS input signal, 

1 
~ =-Ryu(k) , k=O,l,2, ... ,l

p 

4.1 System with Stochastic Uncertainties 

(4-10) 

Thus far, we have considered the system model without process noise or input/output 
noise. Now, let us go back to the model represented by equation (2-18) and repeated here 
for convenience: 

x(k+l) = Ax(k)+Bu(k)+w(k) 

y(k) = Cx(k)+ Du(k)+v(k) 
(4-11) 

where v(k) and w(k) are both zero-mean sequences, uncorrelated with the input signal 
· u(k). Assuming zero initial conditions, the system output is given by the following 
relationship: 

00 

y(k) = L {g;u(k-i) +h;w(k-i)} +v(k) (4-12) 
i=O 

where 

(4-13) 

This equation can be converted to its correlation form (i.e., post-multiplied by 
uT ( k - I) and summed over all samples k) to yield 

00 

Ryu(/)= z:gRUU(l-i) (4-14) 
i=O 

If u(k) is a PRBS signal, this will lead again to the approximate result found in equations 
(4-9) or (4-10). 
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4.2 Frequency Response Function (FRF) from Correlation Discrete Fourier Transform 
(DFT) 

Using DFT in equation (4-14) yields [2] 

where 
"' .2nk 

G(zk) = L~e -1-, t' 
t=O 

.2nk 
-J-

zk = e , 

Seu ( k) = 0 when Ruu ( 't) is periodic 

For the single input and single output system, 

G(z ) - --'-S yu_( k_) 
k - suu(k) 

where G(zk) is the system transfer function at the frequency ro = 27" . 

The inverse transform of the frequency response function G(zk) is given by 

"' 
~ = L G(zk )eJ2fk 

t=O 

(4-15) 

(4-16) 

(4-17) 

where Ya= D, I;= CB, I;= CAB, ... , ~ = CAt-1B, ... form a sequence of system 
Markov parameters. In system identification, it is a common practice to compute the 
frequency response function and then convert it to system Markov parameters. In 
practice, we assume that N data records of the length / are available; therefore, the 

average values S yu (k) and Suu (k), defined as 

s =_!_ fs<i) 
yu N i=O yu 

(4-18) 

where the superscript (i) refers to the ith experiment, are used in equation ( 4-16). 
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It is necessary to qualify the frequency response function calculated using the procedure 
outlined above. The coherence function is commonly used for this purpose. The 
coherence function between the input uv and the outputyµ is defined as 

(4-19) 

The following so called cross-spectrum inequality holds: 

(4-20) 

Therefore, the coherence function defined by equation ( 4-19) satisfies the following 
inequality: 

(4-21) 

for all k. 

Because the system with input and output noise is described by the following equation: 

00 

y(k) = LJ:u(k-'t)+e(k) (4-22) 
,=0 

we can show that, for a single input and single output plant with the noise uncorrelated 
with the input signal, the following equality holds: 

(4-23) 

The ratio of ~
1
&

1 
(k)/SYiYi (k) determines how close the coherence function is to unity. 

The stronger the output signal, the closer the coherence function is to unity (with the 
obvious assumption that the noise level remains unchanged). In addition, it can be shown 
that in the case of a plant with two inputs and one output, the sum of two coherence 
fun · 2 d 2 • ctlons Yyu an Yyu IS 

J I I 2 

(4-24) 

if inputs and noise are uncorrelated. This sum becomes unity when the output noise is 
negligible. In this ideal case, the unity will be equally shared by the two coherence 
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functions if the two inputs produce equal output spectral densities. If the input and output 
are absolutely uncorrelated, the coherence function will be zero. 

Based on the discussion above, it is important to note that if the coherence function is 
greater tl!an zero but less than unity, one or more of the following three situations exists: 

1. Extraneous noise is present in the measurements. 
2. The system has significant uncertainties and nonlinearities. 
3. The output was generated by more than one input. 

The coherence function is not as good a discriminator for multiple inputs as it is for the 
single input case; therefore, modal testing of flexible structures should be performed for 
each input with a collocated pair of an actuator and sensor. The coherence function for 
each input is made as close as possible to unity by moving around its corresponding 
actuator and sensor. In this way, modal testing with multiple inputs can be conducted 
with confidence in the coherence function. 

5.0 Random Binary Process and the PRBS as a Test Signal for 
Process Identification 

Good parameter identification requires the application of a frequency-rich or broad-band 
input. Such an input is provided by the PRBS signal. The sequence is generated by a 
digital waveform generator, which produces a binary signal by switching randomly 
between two output levels. It owes its name pseudo-random to the fact that it is 
characterized by a sequence length within which the pulse width varies randomly, while it 
is periodic over a larger time horizon. The period is defined by the sequence length. The 
random binary process can be considered a prototype of the periodic PRBS. 

5.1 Properties of a Random Binary Process 

Let us assume that u(t) is a random binary process with the current value of a or -a. The 
value of u(t) can change every Tprbs seconds; i.e, Tprbs is the switching period. The "prbs" 
subscript is used here because generation of a PRBS test signal with the same switching 
principle but with periodicity added is our ultimate goal. If u1 is the value of u(t) at time t, 

and u2 is its value at time f+'t, then we can characterize this two random variables by the 
joint probability density function p(x1,x2). If 't=O, then both random variables are either a 

or -a, or we can say that p(x 1,x2) consists of two delta functions, each of magnitude Yz at 

u1 =u2=a and u1 =u2=-a. If 't > Tprbs , then there is no correlation between u1 and u2 

because u2 is the result of a different random switch. Therefore, p(x1,x2) will consist of 
four delta functions, each of magnitude V4 at (a,a), (-a,a), (a,-a), and (-a,-a). Now suppose 
that 't < T;,rbs . In this case, we must consider the initial phase shift <I> between u I and u2 • 

If (because the process is stationary) we assume for convenience that t=O, then u1 and u2 

will be correlated if <I> > 't (because the next random switch will not have occured at time 
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t+t ='t) and uncorrelated if <I> < 't . Because O ~ <I> ~ T;,rhs, we have p( <I>) = 1/ T;,rhs <I> < 't . 

Then, the probability that <I>< 't is 't/Tprhs and the probability that <I>> 't is 1-1/T;,rhs . This 
leads to the following autocorrelation function: 

(5-1) 

The corresponding spectral density is 

= ~ Tprhs l( sin(roTprhsf2))Y 

7t 2 (J) Tprhs /2 

(5-2) 

This spectral density can be assumed to be approximately flat up to a frequency of about 
0.3fprbs· If fprbs is sufficiently high (as compared to the bandwidth of a plant to be 
identified), then the random binary process has a spectrum corresponding to broad-band 
nmse. 

5.2 Generation of the Pseudo-Random Binary Sequence 

The PRBS signal u(k) is a periodic signal with the period LTprbs (for example). Provided 

that the mean value E[u] is zero, the autocorrelation of this sequence will be the 
autocorrelation function (5-1) repeated with period LTprhs; i.e., 

"' 
Rft5 ('t) = LRuu('t-mLTprbs) (5-3) 

m=-«> 

Then, it can be shown [ 6] that the spectrum of this type of signal is a comb of delta 
functions of varying height, each spaced ~ro = 2n/ LTprhs apart and each with magnitude 

2n/ LTprhs times the ordinate of Suu(ro) at the same frequency. In other words, we have 

(5-4) 

Provided that the sequence length L is large enough, the spacing between adjacent 
"spikes" (2n/ LTprhs rad/s) is much less than the clock frequency (2n/T;,rhs rad/s) of the 

PRBS generator. Although only discrete frequencies occur, they are so closely spaced 
that the characteristics of broad-band noise are approximately preserved for frequencies 
less than about 0.3fprbs=0.6n!M. 
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The spectrum of the pseudo-random binary signal is therefore an approximation for broad 
band noise, provided that its clock frequency is fast enough and its sequence length is 
large enough. 

The P~Ss are generated by means of shift registers with feedback (implemented in 
hardware or software). The maximum length L of a sequence is 

(5-5) 

where N is the number of stages of the shift register. This equation reflects the fact that at 
least one of the N stages of the shift register should have an initial logic value of 1. 

The PRBS generator includes an N-stage shift register, an adding device, and a clock. 
These components work in the following way. Each stage of the shift register stores a 
digit: 0 or 1. At every pulse from the clock, all digits are moved one place to the right. 
The digit in the last (right-hand) stage moves out to the output sequence register while the 
empty space in the first stage is filled by a new digit obtained by adding modulo 2 (before 
the clock pulse arrived) the digits previously present in the stages number ( and lh, 
specified for the selected N in Table 5.1. The pattern of every N adjacent digits of the 
output sequence is then unique, allowing us to approach the ideal of random switching. 
Typically, a shift register with N=lO stages gives an output sequence that is 210-1=1023 
digits long, with every pattern of 10 adjacent digits being unique. This is not quite the 
same thing as a signal built up as a result of tossing more than one thousand coins (where 
more than 10 successive heads or tails may occur), but it is a good approximation. Such a 
sequence has one more state 1 than it has state 0. Therefore, we can say that the mean 
value E(u) = 0, as required. 

Table 5.1 Ge neration of maximum-length PRBS 

Number of Stages Sequence Length Stages Added 
(N) (L=2N-l) (Ii and lh) 

4 15 3 and4 
5 31 3 and 5 
6 63 5 and 6 
7 127 4and 7 
8 255 3 and 8 
9 511 5 and 9 
10 1023 7 and 10 

The Matlab program prbsm.m, generating PRBS, is included in Appendix A. Program 
users choose the magnitude a and the number of stages N of the shift register, which can 
be equal to any integer between 4 and 10 inclusive. A typical waveform generated is 
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shown in Figure 5-1 for N=5 and A=l. The Matlab program prbsm.m automatically plots 
the generated PRBS and stores the sequence in the PRB vector. The quality the PRBS as 
an input signal for process identification has been tested for all values of N through the 
calculation of its autocorrelation function. The results of this testing, i.e., the 
autocorrelation function of the PRBS fur N=7, 8, 9, and 10 in terms of delay time in 
sampling periods, are shown in Figure 5-2. 

5.3 Choosing a PRBS for Process Identification 

If the process bandwidth considered is limited by the frequency fmax, then ( according to 

sampling theorem) discrete-time representation of this process requires a sampling 
frequency offs> 2fmax. The rule of thumb is to choose fs = (6 to 25)/max with fs as 
high as possible. On the other hand, in order to correctly identify the steady-state gain of 
the process, the duration of at least one of the pulses in the PRBS must be greater than the 
rise time tR of the process. Because the maximum duration of a pulse is NTprhs , we have 

the following inequality: 

NTprbs > (R (5-6) 

Therefore, the clock frequency !prbs for the PRBS must be chosen as a submultiple of the 

sampling frequency fs. If !prbs=f/p (p=l,2, ... ), then Tprhs = T,,p and, combining this with 

the inequality (5-6), we obtain the following condition that must be fulfilled: 

(5-7) 

Because lowering the clock frequency of the PRBS will reduce the frequency range 
corresponding to a constant spectral density, to choose p ~ 4 [7] is recommended. 

The proper signal/noise ratio should be maintained even when the magnitude a of PRBS 
is very low. The output variations due to PRBS should be larger than the residual noise 
level. Also, for a low signal/noise ratio, it is necessary to extend the test duration in order 
to obtain satisfactory parameter estimates. The significant increase in the PRBS level may 
be undesirable because of plant nonlinearities. 

Let us assume that, for the process to be identified,fmax=5 Hz. The time constant of such a 

process is approximately equal to 0.2 s and the rise time t R = 0.4 s. Therefore, if we 
assume N= I 0, we should have pT,, > 0. 04. Because we want the sampling interval to be 
as small as practical, we shall choose p=4 and Ts =O.01. 
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PRBS Test Signal 
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Figure 5-1 A typical PRBS waveform. 
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Figure 5-2 Autocorrelation function of the PRBS. 
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6.0 Process Simulation/Identification Programs and Test 
Results 

Several process simulation/identification Matlab programs have been developed as a 
result of this research. Identification algorithms that have been implemented include the 
observer/Kalman filter algorithm and the state vector realization algorithm. Both of them 
identify state space representation of a process and also return modal parameters. They 
require a frequency-rich input/output history, which, in the simulation/identification 
programs, is obtained using PRBS sequences as inputs. The same program generating 
PRBS sequences can be used as an excitation signal in identification data acquisition 
from real processes. All programs developed in this research are described and listed in 
Appendix A. System/Observer/Controller Identification Toolbox [3], developed at the 
NASA Langley Research Center, is required to run these programs. 

A step-by-step practical guide to system identification with a special emphasis on 
identification of modal parameters is presented in Appendix B. Two identification 
algorithms are used with the same numerical example. The results obtained and reported 
in detail in Appendix B confirm that both algorithms give reasonably good results. 
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APPENDIX A 

Simulation/Identification Programs 

Program prbsm.m 

This program has been developed to generate the frequency-rich input test signal to be 
used for identification of dynamical systems. It has been discussed in detail in Section 4 of 
this report. This program is listed below. It is an interactive program. The log of user
Matlab interaction is as follows: 

» prbsm 
N (-=tr/Tprbs=4-10)=6 
a(magnitude)=.1 
» 

The user is asked to determine the magnitude a and the number of stages of the shift 
register N , which determines the length L of the generated sequence. Also, the maximum 
pulse length in the sequence is equal to N clock ( or sampling) periods. The sampling 
period has to be declared in the application program, which calls for execution of 
prbsm.m. The generated PRBS sequence is available as a row vector PRB. The response 
to help prbsm is as follows: 

» help prbsm 

PROGRAM prbsm.m 

» 

This program generates pseudo-random binary sequence using 
shift register with automatic modification of the shift 
register positions added mod2. 
If Tprbs is the generator clock period and tr is the rise 
time, then one should have N*Tprbs>tr. Roughly one can 
say that N indicates number of clock periods over the rise 
time 
Number of cells of the shift register SR is equal to N. 
Generated PRBS is stored in the Output Register PRB. 
It has a binary form, i.e., it assumes either the value of +a or -a. 
If Ts is the sample period, then Tprbs=p*Ts with p being an integer, 
but it is recommended to choose p<=4. 

This information advises the user how the choice of N and the generator clock period 
should be related to the dynamics of the system to be identified. 

%PROGRAM prbsm.m 
%This program generates pseudo-random binary sequence using 
%shift register with automatic modification of the shift 
%register positions added mod2. 
%If Tprbs is the generator clock period and tr is the rise 
%time, then one should have N*Tprbs>tr. Roughly one can 
%say that N indicates number of clock periods over the rise 
%time 
%Number of cells of the shift register SR is equal to N. 
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%Generated PRBS is stored in the Output Register PRB. 
%It has a binary form, i.e., it assumes either the value of +a or -a. 
%If Ts is the sample period, then Tprbs=p*Ts with p being an integer, 
%but it is recommended to choose p<=4. 
elf 
N=input('N (-=tr/Tprbs=4-10)=');%User-defined parameter 
a=input('a(magnitude)=');%User-defined parameter 
L=2AN-1;%length of the sequence stored in the output register PRB 
PRB=zeros(l,L); %initialization of the Output Register 
SR=ones(l,N); %initialization of the Shift Register 
SRl=zeros(l,N); %mod 2 sum of the first and last digit of SR is 

%stored in SRl(l) 
M=[3 4;3 5;5 6;4 7;3 8;5 9;7 10); %bits added in PRBS generation 
li=M(N-3,1); lh=M(N-3,2); %determination of the positions 

%of SR added modulo 2 
for m=l:L 

SRSUM=SR(li)+SR(lh); 
%MODULO 2 SUMMATION 

if SRSUM==O 
SRl(l)=O; 

elseif SRSUM==2 
SRl (1) =0; 

else 
SRl(l)=l; 

end 
%OUTPUT GENERATION 

if SR(N)==l 
PRB(m)=a; 

else 
PRB(m)=-a; 

end 
%SHIFTING SR TO THE RIGHT AND UPDATING 

for 1=1:N-1 
SR(N+l-l)=SR(N-1); 

end 
SR(l)=O; 
SR=SR+SRl; 

end 
% 
k=O:L-1; 
[kk,PP]=stairs(k,PRB); 
v=[O,L,-1.2*a,l.2*a]; 
plot (kk, PP), ... 
axis (v), ... 
title('PRBS Test Signal'), ... 
xlabel('Time, samples'), ••• 
ylabel('Magnitude'); 

D 
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Identification Programs 

There are two identification programs for single input multiple output systems developed 
in this research: 

• fiokuy.m in which observer/Kalman filter algorithm is used; 
• fisvuy.m in which state vector realization algorithm is used. 

System/Observer/Controller Identification Toolbox [3], developed at NASA Langley 
Research Center, is required to run these programs. Both programs identify state space 
representation of a system and return modal parameters based on frequency-rich 
input/output history. Because the code of these programs is made a part of 
simulation/identification programs, presented in the next subsection, the test results 
presented in Appendix B can be considered as an evaluation of their performance. 

The information on user-defined parameters and variables available to the user is included 
in the Matlab responses to help fiokuy and help fisvuy, as shown below. The listings of 
both programs immediately follow. 

» help fiokuy 

PROGRAM fiokuy.m 
This is the IDENTIFIER program 
for single input multiple output system. 
When calling this program the user has to load 

(in the MATLAB format) frequency-rich input-output time histories 
OBSERVER/KALMAN FILTER IDENTIFICATION ALGORITHM is used. 

User-Defined Parameters: 

T - sampling interval used to obtain 
input-output time histories 

u - input sequence (single column vector) 
y - output sequence (a matrix with m columns) 
m - number of outputs 
p - number of observer parameters 

Note: Maximum order of the system which 
can be identified is p*m. 

Variables Available: 

Al,Bl,Cl,Dl identified state space representation 
G - observer gain matrix 
y - response to u of the system to be identified 
yl - response to u of the identified system 
y2= [y yl] 
error - identification error. 
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» help fisvuy 

PROGRAM fisvuy.m 

» 

This is the IDENTIFIER program 
for single input multiple output system. 
When calling this program the user has to load 

(in the MATLAB format) frequency-rich input-output time histories 
STATE VECTOR REALIZATION ALGORITHM is used for identification. 

User-Defined Parameters: 

n - chosen model order 
T - sampling interval used to obtain 

input-output time histories 
u - input sequence (single column vector) 
y - output sequence (a matrix with m columns) 
nr - length of the sample window or 

number of columns of the Hankel matrix 
nm - number of sample shifts or number of the 

input-output pairs of raws of the Hankel matrix 
(MUST BE EVEN!) 

ks - realization starts from the ks-th sampling instant 

Variables Available: 

Al,Bl,Cl,Dl identified state space representation 
y - response to u of the system to be identified 
yl - response to u of the identified system 
y2=[y yl] 
error - identification error 
eg - MODAL PARAMETERS MATRIX with damping ratios (%) 

in the first column, frequencies (Hz) in the 
second column, and the eigenvalues of the 
corresponding CONTINUOUS-TIME MODEL in the third 
column 

sg - vector of the singular values of the Hankel matrix 
- can be used to choose the model order. 



%PROGRAM fiokuy.m 
%This is the IDENTIFIER program 
%for single input multiple output system. 
%When calling this program the user has to load 
% (in the MATLAB format) frequency-rich input-output time histories 
%OBSERVER/KALMAN FILTER IDENTIFICATION ALGORITHM is used. 
% 
%User-Defined Parameters: 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 

T -

u 
y -
m -
p -

sampling interval used to obtain 
input-output time histories 
input sequence -{single column vector) 
output sequence (a matrix with m columns) 
number of outputs 
number of observer parameters 

Note: Maximum order of the system which 
can be identified is p*m. 

%Variables Available: 
% 
% Al,Bl,Cl,Dl identified state space representation 
% G - observer gain matrix 
% y - response to u of the system to be identified 
% yl - response to u of the identified system 
% y2= [y yl] 
% error - identification error. 
pt=length{u); %number of points in the sample 
t=[T:T:T*pt] I; 
m=input('m(number of outputs)=');%number of system outputs 
%r=input('r{number of inputs)=');%number of system inputs 
r=l; 
disp{'Declare p - number of observer Markov parameters.') 
disp{'Maximum order of the system to be identified is p*m') 
p=input{'p(number of observer Markov parameters)='); 

%number of observer Markov parameters 
%system of maximum order p*m can be identified 

[Al,Bl,Cl,Dl,G]=okid{m,r,T,u,y, 'batch',p);%identification 
yl=dlsim(Al,Bl,Cl,Dl,u);%simulation to determine 

%identification error 
y2=[y yl]; 
elf 
plot(y2),title('System and identified model response') 
disp('Both real system output and identified system output') 
disp('as response to the same input are now displayed in the Figure 
Window.') 
disp('To save the plot you can open New Figure now.') 
disp{'ENTER to continue.') 
pause 
error=y-yl;%identification error 
elf 
plot(error),title{'Identification Error') 
disp('Identification error is now displayed in the Figure Window') 
disp{'Identified system matrices are available as Al, Bl, Cl, Dl') 
disp{'Observer gain matrix is available as G') 
D 
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%PROGRAM fisvuy.m 
%This is the IDENTIFIER program 
%for single input multiple output system. 
%When calling this program the user has to load 
% (in the MATLAB format) frequency-rich input-output time histories 
%STATE VECTOR REALIZATION ALGORITHM is used for identification. 
% 
% User-Defined Parameters: 
% 
% n - chosen model order 
% T - sampling interval used to obtain 
% input-output t:i:me histories 
% u - input sequence {single column vector) 
% y - output sequence (a matrix with m columns) 
% nr - length of the sample window or 
% number of columns of the Hankel matrix 
% run - number of sample shifts or number of the 
% input-output pairs of raws of the Hankel matrix 
% (MUST BE EVEN! ) 
% ks - realization starts from the ks-th sampling instant 
% 
%Variables 
% 

Available: 

% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 

Al,Bl,Cl,Dl identified state space representation 
y - response to u of the system to be identified 
yl - response to u of the identified system 
y2= [y yl] 
error - identification error 
eg - MODAL PARAMETERS MATRIX with damping ratios (%) 

in the first column, frequencies (Hz) in the 
second column, and the eigenvalues of the 
corresponding CONTINUOUS-TIME MODEL in the third 
column 

sg - vector of the singular values of the Hankel matrix 
- can be used to choose the model order. 

n=input('n(chosen model order)='); %user defined parameter 
elf 
nr=input('nr(window width)='); 
run=input('nm(number of window shifts)='); 
ks=input('ks(first data used for realization)='); 
L=length(u) 
while L<nr+nm+ks-1 

end 

disp('CHANGE PARAMETERS. IT IS REQUIRED THAT L>=nr+run+ks-1. ') 
nr=input('nr(window width)='); 
nm=input('nm(number of window shifts)='); 
ks=input('ks(first data used for realization)='); 

pt=length(PRB); %number of points in the sample 
t=[T:T:T*pt] '; 
[y,x]=lsim(A,B,C,D,u,t); 
[Al,Bl,Cl,Dl,sg,eg]=svra(u,y,n,nm,nr,T,ks); 
yl=dlsim(Al,Bl,Cl,Dl,u); 
y2=[y yl]; 
elf 
plot(y2),title('System and identified model response') 
disp('Both real system output and identified system output') 
disp('as response to the same input are now displayed in the Figure 
Window.') 
disp('To save the plot you can open New Figure now.') 
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disp('ENTER to continue.') 
pause 
error=y-yl;%identification error 
elf 
plot(error),title('Error') 
disp('Identification error is now displayed in the Figure Window') 
disp('Identified system matrices are available as Al, Bl, Cl, Dl') 
disp('Vector of the Hankel matrix singular values is') 
disp(' available as sg') 
D 

Simulation/Identification Programs 

All simulation/identification programs developed in this research use the PRBS signal as 
the input excitation of the simulated system. The following programs use the 
observer/Kalman filter identification algorithm: 

• fiokprbs.m which when executed, requests the user to declare ABCD matrices of the 
system to be simulated; 

• miokprbs.m which requires the user to define ABCD matrices before calling it. 

The programs using the state vector realization algorithm for identification are the 
following: 

• fisvprbs.m which when executed, requests the user to declare ABCD matrices of the 
system to be simulated; 

• misvprbs.m which requires the user to define ABCD matrices before calling it. 

Using Matlab help facility, the user can obtain the relevant information. The Matlab 
responses to help for all four programs are given below. The listings of all programs 
immediately follow. 

» help fiokprbs 

PROGRAM fiokprbs.m 
This is the SIMULATOR/IDENTIFIER program 
for single input multiple output system. 
The system is first simulated to obtain input-output sequences. 
PRES input is used for both simulation and identification. 
OBSERVER/KALMAN FILTER IDENTIFICATION ALGORITHM is used. 
Identified system is simulated using the same PRES. 
Identification error is determined. 
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User-Defined Parameters: 

A,B,C,D state space representation 
tR - approximate value of the rise time 

maximum length of PRBS pulse N -

a -
m -
p 

(in switching periods Tprbs) 
- should be an integer: 4 to 10 

PRBS magnitude 
number of outputs 
number of observer parameters 

Note: Maximum order of the system which 
can be identified is p*m. 

Variables Available: 

Al,Bl,Cl,Dl identified state space representation 
G - observer gain matrix 
PRB - PRBS input applied 
y - response of the simulated system to PRBS 
yl - response of the identified system to PRBS 
y2= [y yl] 
error - identification error. 

» help miokprbs 

PROGRAM miokprbs.m 
When calling this program the user has to define 

A, B, C, D matrices of the system to be simulated 
This is the SIMULATOR/IDENTIFIER program 
for single input multiple output system. 
The system is first simulated to obtain input-output sequences. 
PRBS input is used for both simulation and identification. 
OBSERVER/KALMAN FILTER IDENTIFICATION ALGORITHM is used. 
Identified system is simulated using the same PRBS. 
Identification error is determined. 

User-Defined Parameters: 

tR - approximate value of the rise time 
N - maximum length of PRBS pulse 

(in switching periods Tprbs) 
- should be an integer: 4 to 10 

a - PRBS magnitude 
m - number of outputs 
p - number of observer parameters 

Note: Maximum order of the system which 
can be identified is p*m. 

Variables Available: 

Al,Bl,Cl,Dl identified state space representation 
G - observer gain matrix 
PRB - PRBS input applied 
y - response of the simulated system to PRBS 
yl - response of the identified system to PRBS 
y2= [y yl] 
error - identification error. 
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» help fisvprbs 

PROGRAM fisvprbs.m 
This is the SIMULATOR/IDENTIFIER program 
for single input multiple output system 
The system is first simulated to obtain input-output sequences. 
PRBS input is used for both simulation and identification. 
STATE VECTOR REALIZATION ALGORITHM is used for identification. 
Identified system is simulated using the same PRBS. 
Identification error is determined. 

User-Defined Parameters: 

n - chosen model order 
A,B,C,D state space representation 
tR approximate value of the rise time 
nr - length of the sample window or 

number of columns of the Hankel matrix 
run - number of sample shifts or number of the 

input-output pairs of raws of the Hankel matrix 
(MUST BE EVEN!) 

ks - realization starts from the ks-th sampling instant 
N - maximum length of PRBS pulse 

(in switching periods Tprbs) 
- should be an integer: 4 to 10 

a - PRBS magnitude 

Variables Available: 

Al,Bl,Cl,Dl identified state space representation 
PRB - PRBS input applied 
y - response of the simulated system to PRBS 
yl - response of the identified system to PRBS 
y2=[y yl] 
error - identification error 
eg - MODAL PARAMETERS MATRIX with damping ratios (%) 

in the first column, frequencies (Hz) in the 
second column, and the eigenvalues of the 
corresponding CONTINUOUS-TIME MODEL in the third 
column 

sg - vector of the singular values of the Hankel matrix 
- can be used to choose the model order. 
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» help misvprbs 

PROGRAM misvprbs.m 
This is the SIMULATOR/IDENTIFIER program 
for single input multiple output system. STATE VECTOR REALIZATION 

ALGORITHM is used for identification. 

» 

Identified system is simulated using the same PRBS. 
When calling this program the user has to define 

A, B, C, D matrices of the system to be simulated. 
The system is first simulated to obtain input-output sequences. 
PRBS input is used for both simulation and identification. 

Identification error is determined. 

User-Defined Parameters: 

n - chosen model order 
tR - approximate value of the rise time 
nr - length of the sample window or 

number of columns of the Hankel matrix 
nm - number of sample shifts or number of the 

input-output pairs of raws of the Hankel matrix 
(MUST BE EVEN! ) 

ks - realization starts from the ks-th sampling instant 
N - maximum length of PRBS pulse 

(in switching periods Tprbs) 
- should be an integer: 4 to 10 

a - PRBS magnitude 

Variables Available: 

Al,Bl,Cl,Dl identified state space representation 
PRB - PRBS input applied 
y - response of the simulated system to PRBS 
yl - response of the identified system to PRBS 
y2= [y yl] 
error - identification error 
eg - MODAL PARAMETERS MATRIX with damping ratios (%) 

in the first column, frequencies (Hz) in the 
second column, and the eigenvalues of the 
corresponding CONTINUOUS-TIME MODEL in the third 
column 

sg - vector of the singular values of the Hankel matrix 
- can be used to choose the model order. 
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%PROGRAM fiokprbs.m 
%This is the SIMULATOR/IDENTIFIER program 
%for single input multiple output system. 
%The system is first simulated to obtain input-output sequences. 
%PRBS input is used for both simulation and identification. 
%OBSERVER/KALMAN FILTER IDENTIFICATION ALGORITHM is used. 
%Identified system is simulated using the same PRBS. 
%Identification error is determined. 
% 
%User-Defined 
% 

Parameters: 

% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 

A,B,C,D state space representation 
tR - approximate value of the rise time 
N -

a 
m -
p 

maximum length of PRBS pulse 
(in switching periods Tprbs) 

- should be an integer: 4 to 10 
PRBS magnitude 
number of outputs 
number of observer parameters 

Note: Maximum order of the system which 
can be identified is p*m. 

%Variables 
% 

Available: 

% 
% 
% 
% 
% 
% 
% 
% 

Al,Bl,Cl,Dl identified state space representation 
G - observer gain matrix 
PRB - PRBS input applied 
y - response of the simulated system to PRBS 
yl - response of the identified system to PRBS 
y2= [y yl] 
error - identification error. 

A=input('A(state matrix)='); %user defined parameter 
B=input('B(input matrix)='); %user defined parameter 
C=input('C(output matrix)='); %user defined parameter 
D=input('D(direct coupling matrix)='); %user defined parameter 
tR=input('tR(rise time)=');%used (together with N) 

%to determine the switching period Tprbs. 
%N is the maximum length of PRBS pulse. 

prbsm %generation of input sequence 
disp('PRBS input is now displayed in the Figure Window.') 
disp('To save the plot you can open New Figure now') 
disp('ENTER to continue.') 
pause 
pt=length(PRB); %number of points in the sample 
Tprbs=tR/N; 
u=PRB'; 
t=[Tprbs:Tprbs:Tprbs*pt] '; 
[y,x]=lsim(A,B,C,D,u,t);%system simulation:to generate 

%output time history 
m=input('m(number of outputs)=');%number of system outputs 
%r=input('r(number of inputs)=');%number of system inputs 
r=l; 
disp('Declare p - number of observer Markov parameters.') 
disp('Maximum order of the system to be identified is p*m') 
disp('ENTER to continue') 
p=input('p(number of observer Markov parameters)='); 

%number of observer Markov parameters 
%system of maximum order p*m can be identified 

[Al,Bl,Cl,Dl,G]=okid(m,r,Tprbs,u,y,'batch',p);%identification 
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yl=dlsim(Al,Bl,Cl,D1,u);%simulation to determine 
%identification error 

y2=[y yl]; 
elf 
plot(y2),title('PRBS input response') 
disp('Both simulated system output and identified system output') 
disp('with PRBS as input are now displayed in the Figure Window.') 
disp('To save the plot you can open New Figure now.') 
disp('ENTER to continue.') 
pause 
error=y-yl;%identification error 
elf 
plot(error),title('Identification Error') 
disp('Identification error is now displayed in the Figure Window') 
disp('Identified system matrices are available as Al, Bl, Cl, Dl') 
disp('Observer gain matrix is available as G') 
disp ( 'Use "help okid" for more information.') 
D . 
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%PROGRAM miokprbs.m 
%When calling this program the user has to define 
% A, B, C, D matrices of the system to be simulated 
%This is the SIMULATOR/IDENTIFIER program 
%for single input multiple output system. 
%The system is first simulated to obtain input-output sequences. 
%PRBS input is used for both simulation and identification. 
%OBSERVER/KALMAN FILTER IDENTIFICATION ALGORITHM is used. 
%Identified system is simulated using the same PRBS. 
%Identification error is determined. 
% 
%User-Defined Parameters: 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 

tR - approximate value of the rise time 
N - maximum length of PRBS pulse 

(in switching periods Tprbs) 
- should be an integer: 4 to 10 

a - PRBS magnitude 
m - number of outputs 
p - number of observer parameters 

Note: Maximum order of the system which 
can be identified is p*m. 

%Variables 
% 

Available: 

% 
% 
% 
% 
% 
% 
% 
% 

Al,Bl,Cl,Dl identified state space representation 
G - observer gain matrix 
PRB - PRBS input applied 
y - response of the simulated system to PRBS 
yl - response of the identified system to PRBS 
y2=[y yl] 
error - identification error. 

tR=input('tR(rise time)=');%used (together with N) 
%to determine the switching period Tprbs. 
%N is the maximum length of PRBS pulse. 

prbsm %generation of input sequence 
disp('PRBS input is now displayed in the Figure Window.') 
disp('To save the plot you can open New Figure now') 
disp('ENTER to continue.') 
pause 
pt=length(PRB); %number of points in the sample 
Tprbs=tR/N; 
u=PRB'; 
t=[Tprbs:Tprbs:Tprbs*pt] '; 
[y,x]=lsim(A,B,C,D,u,t);%system simulation:to generate 

%output time history 
m=input('m(nurnber of outputs)=');%number of system outputs 
%r=input('r(nurnber of inputs)=');%number of system inputs 
r=l; 
disp('Declare p - number of observer Markov parameters.') 
disp('Maximum order of the system to be identified is p*m') 
disp('ENTER to continue') 
p=input('p(nurnber of observer Markov parameters)='); 

J\-13 



%number of observer Markov parameters 
%system of maximum order p*m can be identified 

[Al,Bl,Cl,Dl,G]=okid(m,r,Tprbs,u,y,'batch',p);%identification 
yl=dlsim(Al,B1,Cl,Dl,u);%simulation to determine 

%identification error 
y2=[y yl]; 
elf 
plot(y2),title('PRBS input response') 
disp('Both simulated system output and identified system output') 
disp('with PRBS as input are now displayed in the Figure Window.') 
disp('To save the plot you can open New Figure now.') 
disp('ENTER to continue.') 
pause 
error=y-yl;%identification error 
elf 
plot(error),title('Identification Error') 
disp('Identification error is now displayed in the Figure Window') 
disp('Identified system matrices are available as Al, Bl, Cl, Dl') 
disp('Observer gain matrix is available as G') 
D 
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%PROGRAM fisvprbs.m 
%This is the SIMULATOR/IDENTIFIER program 
%for single input multiple output system 
%The system is first simulated to obtain input-output sequences. 
%PRBS input is used for both simulation and identification. 
%STATE VECTOR REALIZATION ALGORITHM is used for identification. 
%Identified system is simulated using the same PRBS. 
%Identification error is determined. 
% 
% User-Defined Parameters: 
% 
% n - chosen model order 
% A,B,C,D state space representation 
% tR - approximate value of the rise time 
% nr length of the sample window or 
% number of columns of the Hankel matrix 
% nm - number of sample shifts or number of the 
% input-output pairs of raws of the Hankel matrix 
% (MUST BE EVEN!) 
% ks - realization starts from the ks-th sampling instant 
% N - maximum length of PRBS pulse 
% (in switching periods Tprbs) 
% - should be an integer: 4 to 10 
% a - PRBS magnitude 
% 
%Variables 
% 

Available: 

% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 
% 

Al,Bl,Cl,Dl identified state space representation 
PRB - PRBS input applied 
y - response of the simulated system to PRBS 
yl - response of the identified system to PRBS 
y2=[y yl] 
error - identification error 
eg - MODAL PARAMETERS MATRIX with damping ratios (%) 

in the first column, frequencies (Hz) in the 
second column, and the eigenvalues of the 
corresponding CONTINUOUS-TIME MODEL in the third 
column 

sg - vector of the singular values of the Hankel matrix 
- can be used to choose the model order. 

n=input('n(chosen model order)='); %user defined parameter 
A=input('A(state matrix)='); %user defined parameter 
B=input('B(input matrix)='); %user defined parameter 
C=input('C(output matrix)='); %user defined parameter 
D=input('D(direct coupling matrix)='); %user defined parameter 
tR=input('tR(rise time)='); 
elf 
nr=input('nr(window width)='); 
nm=input('nm(nurnber of window shifts)='); 
ks=input('ks(first data used for realization)='); 
prbsm %generation of input sequence 
while L<nr+nm+ks-1 

end 

disp('CHANGE PARAMETERS. IT IS REQUIRED THAT L>=nr+nm+ks-1. ') 
nr=input('nr(window width)='); 
nm=input('nm(number of window shifts)='); 
ks=input('ks(first data used for realization)='); 
prbsm %generation of input sequence 

disp('PRBS input is now displayed in the Figure Window.') 
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disp('To save the plot you can open New Figure now') 
disp('ENTER to continue.') 
pause 
pt=length(PRB); %number of points in the sample 
Tprbs=tR/N; 
u=PRB'; 
t=[Tprbs:Tprbs:Tprbs*pt] '; 
[y,x]=lsim(A,B,C,D,u,t); 
[Al,Bl,Cl,Dl,sg,eg]=svra(u,y,n,run,nr,Tprbs,ks); 
yl=dlsim(Al,Bl,Cl,Dl,u); 
y2=[y yl]; 
elf 
plot(y2),title('PRBS input response') 
disp('Both simulated system output and identified system output') 
disp('with PRBS as input are now displayed in the Figure Window.') 
disp('To save the plot you can open New Figure now.') 
disp('ENTER to continue.') 
pause 
error=y-yl; 
elf 
plot(error),title('Error') 
disp('Identification error is now displayed in the Figure Window') 
disp('Identified system matrices are available as Al, Bl, Cl, Dl') 
disp('Matrix containing modal parameters is available as eg') 
disp('Vector of the Hankel matrix singular values is') 
disp(' available as sg') 
disp ( 'Use "HELP SVRA" for more information.') 
D 

A-16 



%PROGRAM rnisvprbs.m 
%This is the SIMULATOR/IDENTIFIER program 
%for single input multiple output system. 
%When calling this program the us.er has to define 
% A, B, C, D matrices of the system to be simulated. 
%The system is first simulated to obtain input-output sequences. 
%PRBS input is used for both simulation and identification. 
%STATE VECTOR REALIZATION ALGORITHM is used for identification. 
%Identified system is simulated using 
%Identification error is determined. 

the same PRBS. 

% 
% User-Defined Parameters: 
% 
% 
% 
% 
% 
% 

·% 
% 
% 
% 
% 
% 
% 
% 

n - chosen model order 
tR 
nr -

approximate value of the rise time 
length of the sample window or 
number of columns of the Hankel matrix 

nm - number of sample shifts or number of the 
input-output pairs of raws of the Hankel matrix 
(MUST BE EVEN ! ) 

ks 
N 

a 

- realization starts from the ks-th sampling instant 
- maximum length of PRBS pulse 

(in switching periods Tprbs) 
- should be an integer: 4 to 10 

- PRBS magnitude 

%Variables 
% 

Available: 

% 
% 
% 
% 
% 

Al,Bl,Cl,Dl identified state space representation 
PRB - PRBS input applied 
y - response of the simulated system to PRBS 
yl - response of the identified system to PRBS 
y2= [y yl] 

% error - identification error 
% eg - MODAL PARAMETERS MATRIX with damping ratios (%) 
% in the first column, frequencies (Hz) in the 
% second column, and the eigenvalues of the 
% corresponding CONTINUOUS-TIME MODEL in the third 
% column 
% sg - vector of the singular values of the Hankel matrix 
% - can be used to choose the model order. 
% 
n=input('n(chosen model order)='); %user defined parameter 
tR=input('tR(rise time)='); 
elf 
nr=input('nr(window width)='); 
nrn=input('nm(number of window shifts)='); 
ks=input('ks(first data used for realization)='); 
prbsm %generation of input sequence 
while L<nr+nm+ks-1 

disp('CHANGE PARAMETERS. IT IS REQUIRED THAT L>=nr+nrn+ks-1. ') 
nr=input('nr(window width)='); 
nm=input('nm(nurnber of window shifts)='); 
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ks=input('ks(first data used for realization)='); 
prbsm %generation of input sequence 

end 
disp('PRBS input is now displayed in the Figure Window.') 
disp('To save the plot you can open New Figure now') 
disp('ENTER to continue.') 
pause 
pt=length(PRB); %number of points in the sample 
Tprbs=tR/N; 
u=PRB'; 
t=[Tprbs:Tprbs:Tprbs*pt] '; 
[y,x]=lsim(A,B,C,D,u,t); 
[Al,Bl,Cl,Dl,sg,eg]=svra(u,y,n,nm,nr,Tprbs,ks); 
yl=dlsim(Al,Bl,Cl,Dl,u); 
y2=[y yl]; 
elf 
plot(y2),title('PRBS input response') 
disp('Both simulated system output and identified system output') 
disp('with PRBS as input are now displayed in the Figure Window.') 
disp('To save the plot you can open New Figure now.') 
disp('ENTER to continue.') 
pause 
error=y-yl; 
elf 
plot(error),title('Error') 
disp('Identification error is now displayed in the Figure Window') 
disp('Identified system matrices are available as Al, Bl, Cl, Dl') 
disp('Vector of the Hankel matrix singular values is') 
disp(' available as sg') 
D 
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APPENDIXB 

Application Notes on Two Identification Algorithms and a Numerical Example 

This appendix is a practical step-by-step guide to system identification with a special 
emphasis on identification of modal parameters. Two identification algorithms are used 
with the same numerical example: 

• The observer/Kalman filter identification algorithm, developed and implemented at 
NASA Langley as Matlab function okid [3]; 

• The state vector realization algorithm, introduced in [8] and implemented at NASA 
Langley as a Matlab function svra [3]. 

Both algorithms identify a state-space model of a multi-input and multi-output, linear, 
time-invariant system from a set of frequency-rich input response data. A PRBS input is 
used, which is generated by the Matlab program prbsm.m, developed in this research. 
The application simulator/identifier programs miokprbs.m ( okid identification) and 
misvprbs.m (svra identification), presented in Appendix A, are used in the numerical 
example. The simulation/identification example is implemented by the program 
exstrok.m (using the okid identification algorithm) and by the program exstrsv.m (using 
the svra identification algorithm). Matlab responses to help exstrok and help exstrsv are 
listed below. 

» help exstrok 

PROGRAM exstrok.m 
This is the SIMULATION/IDETIFICATION example, 
the lumped mass beamlike system with three masses, 
force applied at one of the masses is the single input 
and the responses (displacements) at the other three masses 
are the two outputs. OKID identification algorithm is used. 
The original state space model 
is discrete7time, obtained at the sampling frequency of 10 Hz. 
The continuous model (A,B,C,D) is obtained. 
Then SIMULATION/IDENTIFICATION is performed by miokprbs.m. 

» help exstrsv 

PROGRAM exstrsv.m 
This is the SIMULATION/IDETIFICATION example, 
the lumped mass beamlike system with tree masses, 
force applied at one of the masses is the single input 
and the responses (displacements) at the other three masses 
are the two outputs. SVRA identification algorithm is used. 
The original state space model 
is discrete-time, obtained at the sampling frequency of 10 Hz. 
The continuous model (A,B,C,D} is obtained. 
Then SIMULATION/IDENTIFICATION is performed by misvprbs.m. 
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Numerical Example 

This is the example used in [4] and [9] to study the numerical properties of the integrated 
system identification and state estimation algorithm. In this example, the lumped-mass, 
beam-lik~ simulated system with three masses has three modes (six states). The system is 
excited by PRBS force u at one of the three nodes (masses), and the responses are 
measured at two other nodes. This system is described in the state space by the following 
matrices: 

A= 
-l.0455e-002 l.6370e+OOO 0 
-1.6370e+OOO -l.0455e-002 0 

0 0 -4.5123e-002 
o o -4.4720e+ooo 
0 0 0 
0 0 0 

B= 
9.4 l 95e-006 
l.3467e-001 
3.5517e-004 
-7.4542e-002 
2.8787e-004 
3.6440e-002 

C= 

0 0 
0 0 

4.4720e+OOO 0 
-4.5123e-002 0 

0 -7.9416e-002 
0 -6.1082e+OOO 

l .5 l l 2e+OOO 
l .3093e+OOO 

D= 

0 
0 

2.0000e+OOO 0 l .5 l 19e+OOO 
- l .3093e+OOO 0 0 

0 
0 

and has the following modal parameters: 

Mode No. Frequency (Hz) 
1 0.261 
2 0.712 
3 0.972 

0 
0 
0 
0 

6.1082e+OOO 
-7.9416e-002 

0 
0 

Damping(%) 
0.63 
1.01 
1.30 

Assuming a rise time of tR= l s and N= l 0, the sampling frequency ( or clock frequency of 
the PRBS generator) is 10 Hz, which is sufficient for identification of the highest modal 
frequency (0.97 Hz) of the system. This results in 1023 data points in the simulated u and 
y sequences. However, because the system considered has two outputs, each data point of 
y consists of two values. 

Interactive execution of exstrok.m 

The program exstrok.m is listed below. The log of the user-Matlab interaction, while this 
program is being executed, immediately follows. The user is asked to declare tR, N, and a 
(the magnitude of PRBS input). PRBS input is generated and displayed in the Figure 
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Window. Then, the user is asked to declare p, which is the number of observer Markov 
parameters. What happens whenp is too small is illustrated in Table B-1 and Fig. B-1., 
both showing the identification results for p=4. In reality, we do not know the true 
frequency response. But the negative damping in Table B-1 (generated by the 
identificaJion program), indicates that something is wrong and, therefore, the value of p 
must be increased. For p=5 the results are shown in Table B-2 and Fig. B-2. We can see 
that, in the bandwidth of interest, the identified frequency response is right on top of the 
true frequency response. This picture does not change for higher p values and, 
consequently, is not repeated for p=IO, 15, and 20 for which modal parameters, identified 
by exstrok.m are shown in Tables B-3, B-4, and B-5, respectively. In analyzing those 
tables, we first notice that as p increases, the number of rows in the Modal Parameter 
Table increases. Increasing p, we increase the maximum order of the system to be 
identified, which equals p*m. The Matlab program analyzing singular values of the 
Hankel matrix reduces this order. As a result, in the interactive execution listing for p=8 
(shown below), the user gets the following statement: 

The initial order is set to 16. 
It is now set to 7. 

Then, the Modal Parameter Table follows. Note that in the third column of this table 
shows mode singular values and the fourth column specifies Modal Amplitude Coherence 
(MAC). Comparing Modal Parameter Tables for p greater than 5 we see that, in the last 
six rows, modal frequencies hardly change, there are some changes in damping 
coefficients, and, most importantly, we have simultaneously MAC=l and high mode 
singular values (much higher than in the other rows). Therefore, we can assume that the 
modes of the system identified are adequately represented by the last six rows. 
Comparing the identified modal parameters with the true values shoes that the results 
obtained are reasonably good. Also, the eigenvalues of the original and identified system, 
printed out for comparison at the end of the interactive execution log (for p=8), coincide 
reasonably well. 
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%PROGRAM exstrok.m 
%This is the SIMULATION/IDETIFICATION example, 
%the lumped mass beamlike system with tree masses, 
%force applied at one of the masses is the single input 
%and the responses (displacements) at the other three masses 
%are t~e two outputs. OKID identification algorithm is used. 
%The original state space model 
%is discrete-time, obtained at the sampling frequency of 10 Hz. 
%_The continuous model (A,B,C,D) is obtained. 
%Then SIMULATION/IDENTIFICATION is performed by miokprbs.m. 
Sl=[.9856 .1628 0 0 0 0;-.1628 .9856 0 0 0 0]; 
S2=[0 0 .8976 .4305 0 0;0 0 -.4305 .8976 0 0]; 
S3=[0 0 0 0 .8127 .5690;0 0 0 0 -.5690 .8127]; 
AA=[sl;s2;s3]; 
BB= [. 0011 . 0134 - . 0016 - . 0072 . 0011 . 0034] ' ; 
S4=[1.51119 0 2 0 1.5119 O]; 
s5=[1.3093 0 0 0 -1.3093 0]; 
C= [s4;s5]; 
D= [O O] I ; 

[A,B]=d2c(AA,BB, .1) ;%original continuous system is obtained. 
disp('Set tR=l, and N=lO, which gives the sampling period') 
disp('Tprbs=0.1. Set m=2 (number of outputs).') 
disp('Choose p (the number of observer Markov•) 
disp('parameters) so that p*m is much larger than') 
disp('the effective order of the system for identification.') 
disp( 'Set, say, p=lO. ') 
miokprbs 
disp('To save the plot you can open New Figure now.') 
disp ( 'ENTER to continue. ' ) 
pause 
[al,bl]=d2c(Al,Bl,Tprbs) ;%identified continuous system is obtained. 
[numl,denl]=ss2tf(a1,bl,Cl,Dl,l) ;%identified trnsfer function 
[num,den]=ss2tf(A,B,C,D,l) ;%original transfer function 
disp('ORIGINAL SYSTEM EIGENVALUES') 
r=roots(den)%original eigenvalues 
disp('IDENTIFIED SYSTEM EIGENVALUES') 
rl=roots(den1)%identified eigenvalues 
[mag,phase,w]=dbode(AA,BB,C,D, .1,1); 
[magl,phasel,w]=dbode(Al,Bl,Cl,Dl,Tprbs,1,w); 
lmag=20*log(mag(:,l)); 
V=[.1,10,-100,50] i 

lmag1=20*log(mag1(:,l)); 
subplot(2,l,1) 
semilogx (w, lmag, 'r', w, lmagl, '*g') ,grid, ... 
axis (v), ... 
xlabel('Frequency (rad/sec)'), ... 
ylabel('Gain dB'), ... 
title('FREQUENCY RESPONSE FOR OUTPUT l'), ... 
text(.11,40, '~~ original system'), ... 
text(.11,10, '****** identified system') 
subplot(2,l,2) 
semilogx(w,phase(:,l), 'r',w,phasel(:,l), '*g'),grid, ... 

Vl=[.1,10,-600,0] ;, ... 
axis (vl), ... 
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xlabel('Frequency (rad/sec)'), ... 
ylabel ( 'Phase deg' ) 

disp('Both original system and identified system') 
disp('frequency responses for OUTPUT l are now displayed in the Figure 
Window.') 
disp('T~ save the plot you can open New Figure now.') 
disp ( 'ENTER to continue. ' ) 
pause 
lmag=20*log(mag(:,2)); 
%v: [ • l, l O I - l O O I 5 0] i 

lmagl=20*log(magl(:,2)); 
subplot(2,l,l) 
semilogx(w,lmag, 'r' ,w,lmagl, '*g') ,grid, ... 
axis (v), ... 
xlabel('Frequency (rad/sec)'), ... 
ylabel ( 'Gain dB'), .... 
title('FREQUENCY RESPONSE FOR OUTPUT 2'), ... 
text(.ll,40, '~~ original system'), ... 
text(.ll,lO, '****** identified system') 
subplot(2,l,2) 
semilogx (w, phase (: , 2) , 'r' , w, phasel (:, 2) , '*g' ) , grid, ... 

Vl=[.l,10,-400,0] ;, ... 
axis (vl), ... 
xlabel('Frequency (rad/sec)'), ... 
ylabel('Phase deg') 

disp('Both original system and identified system') 
disp('frequency responses for OUTPUT 2 are now displayed in the Figure 
Window.') 
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Interactive execution of exstrok.m for p=8 

» exstrok 
Set tR=l, and N=lO, which gives the sampling period 
Tprbs=0.1. Set m=2 (number of outputs). 
Choose p (the number of observer Markov 
parameters) so that p*m is much larger than 
the effective order of the system for identification. 
Set, say, p=lO. 

tR(rise time)=l 

N (-=tr/Tprbs=4-10)=10 

a(magnitude)=.5 
PRBS input is now displayed in the Figure Window. 
To save the plot you can open New Figure now 
ENTER to continue. 

m(number of outputs)=2 
Declare p - number of observer Markov parameters. 
Maximum order of the system to be identified is p*m 
ENTER to continue 

p(number of observer Markov parameters)=8 
batch 
Total number of sample points= 1023 
Number of experiments in file= 1 
Number of inputs= 1 
Number of outputs= 2 
Compute Parameters For Data Set Number 1 
Time (min) to compute observer parameters 0.08317 
Time (min) to compute Markov parameters 0.0045 

ERADC is used now. 
The Hankel matrix size for ERADC is 16 by 57. 
Maximum Hankel singular value= 4.826635e+006 
Minimum Hankel singular value= 4.367265e-011 
The initial order is set to 16. 
It is now set to 7. 

Damping(%) Freq(HZ) 
1.7684e+001 5.0801e+OOO 
1.2652e+OOO 9.7271e-001 
1.2652e+OOO 
9.3900e-001 
9.3900e-001 
8.8257e-001 
8.8257e-001 

9.7271e-001 
7.1139e-001 
7.1139e-001 
2.6055e-001 
2.6055e-001 

Mode sv 
6.4661e-004 
2.2193e-001 
2.2193e-001 
3.9919e-001 
3.9919e-001 
1.0000e+OOO 
1.0000e+OOO 

MAC 
9.3453e-001 
1.0000e+OOO 
1.0000e+OOO 
1.0000e+OOO 
1.0000e+OOO 
1.0000e+OOO 
1.0000e+OOO 

Both simulated system output and identified system output 
with PRBS as input are now displayed in the Figure Window. 
To save the plot you can open New Figure now. 
ENTER to continue. 
Identification error is now displayed in the Figure Window 
Identified system matrices are available as Al, Bl, Cl, Dl 
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Observer gain matrix is available as G 
To save the plot you can open New Figure now. 
ENTER to continue. 
Warning: Accuracy of d2c conversion may be poor. 
ORIGINAL SYSTEM EIGENVALUES 
r = 
-7.9416e-002+ 6.1082e+OOOi 
-7.9416e-002- 6.1082e+OOOi 
-4.5123e-002+ 4.4720e+OOOi 
-4.5123e-002- 4.4720e+OOOi 
-l.0455e-002+ l.6370e+OOOi 
-l.0455e-002- l.6370e+OOOi 
IDENTIFIED SYSTEM EIGENVALUES 
rl = 
-5.6447e+OOO 
-7.7323e-002+ 6.1113e+OOOi 
-7.7323e-002- 6.1113e+OOOi 
-4.1972e-002+ 4.4696e+OOOi 
-4.1972e-002- 4.4696e+OOOi 
-l.4449e-002+ l.6370e+OOOi 
-l.4449e-002- l.6370e+OOOi 
Both original system and identified system 
frequency responses for OUTPUT 1 are now displayed in the Figure Window. 
To save the plot you can open New Figure now. 
ENTER to continue. 
Both original system and identified system 
frequency responses for OUTPUT 2 are now displayed in the Figure Window. 
» 
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Table B-1 Modal parameters identified by 
exstrok.m, p=4 

Damping(%) Freq(HZ) Mode SV MAC 
5.6540e+001 3.5023e+OOO l.4643e-002 9.9949e-001 
5.6540e+001 3.5023e+OOO l.4643e-002 9.9949e-001 

-l.OOOOe+002 1.6194e-002 l.OOOOe+OOO 1.0000e+OOO 
-8.9882e+OOO 5.5175e-001 3.9447e-001 l.OOOOe+OOO 
-8.9882e+OOO 5.5175e-001 3.9447e-001 l.OOOOe+OOO 
-5.5469e+OOO 9.648le-001 2.43lle-001 l.OOOOe+OOO 
-5.5469e+OOO 9.648le-001 2.43lle-001 1.0000e+OOO 

FREQUENCY RESPONSE FOR OUTPLJT 1 

-100'---~-~~~~~--~~~_._........,,0u....,_J 
10·1 10° 101 

Frequency (rad/sec) 

1:~·:::j~~nmHf ~I11 
1~ 1~ 1J 

Frequency (rad/sec) 

-100'---~-~~~~~--~~~---~~ 
10·1 10° 101 

Frequency {rad/sec) 

i·~ .... 1 .. !i!Tii~~ i·tlf f 1 
-400 '----'---'--~ .................... .........,,----"----'----'--'-_;__;~ 

10"1 10° 101 

Frequency {rad/sec) 

Figure B-1 Frequency responses for p=4. 
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-------------------------------------

Table B-2 Modal parameters identified by 
exstrok.m, p=5 

Damping ( %-) Freq (HZ) Mode SV MAC 

1.3120e+OOO 9.7177e-001 1.7498e-001 1.0000e+OOO 
1.3120e+OOO 9.7177e-001 1.7498e-001 1.0000e+OOO 
1.3111e+OOO 7.1176e-001 2.7104e-001 1.0000e+OOO 
l.3llle+OOO 7.1176e-001 2.7104e-001 l.OOOOe+OOO 
5.5778e-001 2.6307e-001 1.0000e+OOO l.OOOOe+OOO 
5.5778e-001 2.6307e-001 1.0000e+OOO 1.0000e+OOO 

FREQUENCY RESPONSE FOR OUTPUT 1 
50 __ onginal:system : : : : : : ..... . 

J -~ '.~'.'.t:~-~tf :~~»-;:r11 
-100'----~-~~~~~~--~~~~~_...,._,_, 

10·1 10° 101 

Frequency (rad/sec) 
0 ·-;~,.-;.?.:-,sr,-"\-;·)f(-.. !:-,T~r~-1~~-1 r · ! 11 

i-200 -------~----~--~--~-t-1-~-l-~----~ : • I I 

~ l j l l 1 l i 1 l j I • I t O I 

~ -400 ------l---i---tn-i-tn-------r----i---r--r : -:-h 
-600'----~-~~~~~~--~~~~~~-'-' 

10'1 10° 101 

Frequency (rad/sec) 

FREQUENCY RESPONSE FOR OUTPUT 2 

Frequency (rad/sec) 

Figure B-2 Frequency responses for p=5. 
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Table B-3 Modal parameters identified by 
exstrok.m, p= I 0 

Damping(%) Freq (HZ) Mode sv MAC 
1.0000e+002 5.9101e-001 3.4620e-003 9.9980e-001 
1. 2881e+OOO 9.7223e-001 l.7662e-001 l.OOOOe+OOO 
1.2881e+OOO 9.7223e-001 1.7662e-001 1.0000e+OOO 
9.8865e-001 7.1146e-001 3.1199e-001 1.ooooe+ooo 
9.8865e-001 7.1146e-001 3.1199e-001 1.0000e+OOO 
5.6211e-001 2.6099e-001 1.0000e+OOO 1.0000e+OOO 
5.6211e-001 2.6099e-001 1.0000e+OOO 1.ooooe+ooo 

Table B-4 Modal parameters identified by 
exstrok.m, p= 15 

Damping(%) Freq(HZ) Mode sv MAC 
9.0604e+001 3.4851e-001 1.0072e-002 1.ooooe+ooo 
9.0604e+001 3.4851e-001 1.0072e-002 1.0000e+OOO 
l.5308e+001 1.603Se+OOO 1. 5254e- 003 9.9902e-001 
1.5308e+001 1.6035e+OOO 1. 5254e-003 9.9902e-001 
l.2812e+OOO 9.7185e-001 1.6441e-001 1.0000e+OOO 
1.2812e+OOO 9.7185e-001 1.6441e-001 1.0000e+OOO 
1.1260e+OOO 7.1184e-001 2.7119e-001 1.0000e+OOO 
1.1260e+OOO 7.1184e-001 2.7119e-001 1.0000e+OOO 
4.7782e-001 2.6133e-001 1.0000e+OOO 1.ooooe+ooo 
4.7782e-001 2.6133e-001 1.0000e+OOO 1.ooooe+ooo 

Table B-5 Modal parameters identified by 
exstrok.m, p=20 

Damping(%) Freq (HZ) Mode sv MAC 
3.4098e+001 8.3804e-001 7.4628e-003 9.9999e-001 
3.4098e+001 8.3804e-001 7.4628e-003 9.9999e-001 
1.0000e+002 1. 4218e-001 9.87Sle-003 1.0000e+OOO 
9.2890e+OOO 1. 4129e+OOO 1.7146e-003 9.9851e-001 
9.2890e+OOO 1. 4129e+OOO 1. 7146e-003 9.9851e-001 
1.3100e+OOO 9.7236e-001 1.8977e-001 1.0000e+OOO 
1.3100e+OOO 9.7236e-001 1.8977e-001 1.0000e+OOO 
1.0681e+OOO 7.1162e-001 3.2672e-001 1.ooooe+ooo 
1.0681e+OOO 7.1162e-001 3.2672e-001 1.0000e+OOO 
6.5891e-001 2.6031e-001 1.0000e+OOO 1.0000e+OOO 
6.5891e-001 2.6031e-001 1.0000e+OOO l.OOOOe+OOO 

Interactive execution of exstrsv.m 

The program exstrsv.m is listed below. The log of user-Matlab interaction, while this 
program is being executed for the chosen model order n=12, immediately follows. The 
parameter n is the key parameter (asp, as shown above, is the key parameter for the okid 
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algorithm). For each set of input-output data, the identification will give consistent results 
for n greater than some value. As for exstrok.m, the user will be asked to declare tR, N, 
and a. Then, the user will be asked to declare "window width" nr, which is the number of 
columns in the measurement Hankel matrix whose rows consist of input and output data. 
The "number of window shifts" nm is the next parameter to be declared by the user. It 
must be even and it specifies the number of sample shifts in constructing the rows of the 
Hankel matrix. The following general form of this Hankel matrix clarifies the meaning of 
those parameters: 

r Uk Uk+! uk+nr-l l 
I I 
I Yk Yk+1 Yk+nr-1 I 
I uk+I uk+2 uk+nr I 

H=I Yk+i Yk+2 Yk+nr 
I 
I 

I I lu,,_, uk+nm u,._,,_, J 
Yk+nm-1 Yk+nm Yk+nm+nr-2 

where u; and Y; denote the r-dimensional input vector and m-dimensional output vector at 
time i, respectively. Integers nm*m (mis the number of outputs) and nr are required to be 
not smaller than the chosen model order n. Also, n+nm *r (r is the number of inputs) 
needs to be smaller than nr. The data used for realization starts with the ks-th discrete 
time to be declared. PRBS input is generated and displayed in the Figure Window. 

As already discussed, the chosen model order n is the key parameter. To correctly 
identify the system, n must be greater than the real order of the system, represented by the 
input-output data. The results when n is too small are illustrated by Table B-6 and Figure 
B-3, which both show the identification results for n=5 (the true order of our system is 6) 
and are both automatically generated by exstrsv.m. In reality, we do not know the true 
frequency response. Fortunately, for an oversize model the svra function is not able to 
identify the nonexisting modes. Therefore, a series of warnings will be displayed for the 
user, but the program will run to the end and will correctly identify the existing modes 
displaying at the end NaN (Not a Number) as a value of parameters of the non-existing 
modes. This is evident from both the log of the interactive execution of exstrsv.m for 
n=12 and from the identified parameters for n=7, 10, and 15, as illustrated by Table B-7 
and Figure B-4, Table B-8, and Table B-9, respectively. As can be seen, in all these cases 
modal parameters are identified exactly. Also, the frequency responses identified are right 
on top of the true ones. The frequency responses for n=7 only are shown. The true and the 
identified system eigenvalues are identical. 
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%PROGRAM exstrsv.m 
%This is the SIMULATION/IDETIFICATION example, 

I 

%the lumped mass beamlike system with three masses, 
%force applied at one of the masses is the single input 
%and the responses (displacements) at the other three masses 
%are the two outputs. SVRA identification algorithm is used. 
%The original state space model 
%is discrete-time, obtained at the sampling frequency of 10 
%The continuous model (A,B,C,D) is obtained. 
%Then SIMULATION/IDENTIFICATION is performed by misvprbs.m. 
s1=[.9856 .1628 0 0 0 0;-.1628 .9856 0 0 0 0]; 
s2=[0 0 .8976 .4305 0 O;O O -.4305 .8976 0 O]; 
S3=[0 0 0 0 .8127 .5690;0 0 0 0 -.5690 .8127]; 
AA=[s1;s2;s3]; 
BB= [. 0011 . 0134 - . 0016 - . 0072 . 0011 . 0034] ' ; 
S4=[1.51119 0 2 0 1.5119 O]; 
s5=[1.3093 0 0 0 -1.3093 0]; 
C=[s4;s5]; 
D= [O O] I; 

Hz. 

[A,B]=d2c(AA,BB, .1) ;%original continuous system is obtained. 
disp('Set tR=l, and N=lO, which gives the sampling period Tprbs=O.l') 
misvprbs 
disp('To save the plot you can open New Figure now.') 
disp ('ENTER to continue.') 
pause 
[al,bl]=d2c(Al,B1,Tprbs) ;%identified continuous system is obtained. 
[numl,denl]=ss2tf(al,bl,Cl,Dl,1);%identified trnsfer function 
[num,den]=ss2tf(A,B,C,D,1) ;%original transfer function 
disp('ORIGINAL SYSTEM EIGENVALUES') 
r=roots(den)%original eigenvalues 
disp('IDENTIFIED SYSTEM MODAL PARAMETERS:') 
disp('- damping ratios (%) in the first column') 
disp('- frequencies (Hz) in the second column') 
disp('- eigenvalues of the corresponding continuous-time model') 
disp ( ' in the third column' ) 
eg%identified system modal parameters 
[mag,phase,w]=dbode(AA,BB,C,D, .1,1); 
[magl,phasel,w]=dbode(A1,Bl,C1,D1,Tprbs,1,w); 
lmag=20*log(mag(:,1)); 
V=[.1,10,-100,50]; 
lmag1=20*log(mag1{:,l)); 
subplot(2,1,l) 
semilogx(w,lmag, 'r',w,lmag1, '*g'),grid, ... 
axis (v), ... 
xlabel('Frequency (rad/sec)'), ... 
ylabel('Gain dB'), ... 
title('FREQUENCY RESPONSE FOR OUTPUT l'), ... 
text(.11,40, '~~ original system'), ... 
text(.11,10, '****** identified system') 
subplot(2,l,2) 
semilogx(w,phase(:,l), 'r' ,w,phase1(:,1), '*g') ,grid, ... 

Vl=[.1,10,-600,0] i, ••• 

axis (v1), ... 
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xlabel('Frequency (rad/sec)'), ... 
ylabel('Phase deg') 

disp('Both original s~stem and identified system') 
disp('frequency responses for OUTPUT 1 are now displayed in the Figure 
Window.') 
disp('To save the plot you can open New Figure now.') 
disp ('ENTER to continue.') 
pause 
lmag=20*log(mag(:,2)); 
%v= [ . 1 , 1 0 , - 10 0 , 5 0] ; 
lmag1=20*log(magl(:,2)); 
subplot(2,1,1) 
semilogx(w,lmag, 'r' ,w,lmagl, '*g') ,grid, ... 
axis (v), ... 
xlabel('Frequency (rad/sec)'), ... 
ylabel('Gain dB'), ... 
title('FREQUENCY RESPONSE FOR OUTPUT 2'), ... 
text(.11,40, '~~ original system'), ... 
text(.11,10, '****** identified system') 
subplot(2,l,2) 
semilogx(w,phase(:,2), 'r',w,phasel(:,2), '*g'),grid, ... 

Vl = [ . 1 , 10 I - 4 Q O I O] i I • • • 

axis(vl), ... 
xlabel('Frequency (rad/sec)'), ... 
ylabel('Phase deg') 

disp('Both original system and identified system') 
disp('frequency responses for OUTPUT 2 are now displayed in the Figure 
Window.') 
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Interactive execution of exstrsv.m for n=12 

» exstrsv 
Set tR=l, and N=lO, which gives the sampling period Tprbs=O.l 

- n(chosen model order)=l2 

tR(rise time)=l 

nr(window width)=40 

nm(number of window shifts)=20 

ks(first data used for realization)=5 

N (-=tr/Tprbs=4-10)=10 

a(magnitude)=.5 
PRBS input is now displayed in the Figure Window. 
To save the plot you can open New Figure now 
ENTER to continue. 

Warning: Rank deficient, rank= 7 tol = 

Warning: Log of zero 

Warning: Divide by zero 

2.8087e-014 

Both simulated system output and identified system output 
with PRBS as input are now displayed in the Figure Window. 
To save the plot you can open New Figure now. 
ENTER to continue. 
Identification error is now displayed in the Figure Window 
Identified system matrices are available as Al, Bl, Cl, Dl 
Vector of the Hankel matrix singular values is 

available as sg 
To save the plot you can open New Figure now. 
ENTER to continue. 
Warning: Accuracy of d2c conversion may be poor. 
ORIGINAL SYSTEM EIGENVALUES 

r = 

-0.0794 + 6.1082i 
-0.0794 - 6.1082i 
-0.0451 + 4.4720i 
-0.0451 - 4.4720i 
-0.0105 + l. 6370i 
-0.0105 - l. 6370i 
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IDENTIFIED SYSTEM MODAL PARAMETERS: 
- damping ratios (%) in the first column 
- frequencies (Hz) in the second column 
- eigenvalues of the corresponding continuous-time model 

in the third column 

eg = 

NaN NaN NaN NaN 
NaN NaN NaN NaN 
NaN NaN NaN NaN 
NaN NaN NaN NaN 
NaN NaN NaN NaN 
NaN NaN NaN NaN 

0.6386 0.2605 -0.0105 + 1. 6370i 
0.6386 0.2605 -0.0105 - l.6370i 
1. 3000 0. 9722 -0.0794 + 6.1082i 
1.3000 0.9722 -0.0794 - 6.1082i 
1. 0089 0.7118 -0.0451 + 4.4720i 
1. 0089 0.7118 -0.0451 - 4.4720i 

Both original system and identified system 
frequency responses for OUTPUT 1 are now displayed in the Figure Window. 
To save the plot you can open New Figure now. 
ENTER to continue. 
Both original system and identified system 
frequency responses for OUTPUT 2 are now displayed in the Figure Window. 
» 
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Table B-6 Modal parameters identified by exstrsv.m, n=5 

IDENTIFIED SYSTEM MODAL PARAMETERS: 
- damping ratios (%) in the first column 
- frequencies (Hz) in the second column 

eigenvalues of the corresponding continuous-time model 
in the third column 

eg = 

l.Oe+002 * 

0.0011 
0.0011 
0.0312 
0.0312 
1. 0000 

0.0077 
0. 0077 
0.0025 
0.0025 
0.0022 

FREQUENCY RESPONSE FOR OUTPUT 1 
50 

__ oi,ginal;sys~el'T! ; ; ; ; ; .. : ; : : : : 

1 _5: ~~~~~1;:l~~t±~U~~it ~:,,,i . . . . . . . . . . . • IT!.1 \.. 
_
100 

! ! ! ! ! ! l ! l 1 l i l iL~ 
10'' 10° 10' 

Frequency (rad/sec) 

Of,·~···"·=~,-,~~-,,.-·"'m•r· 1'·f:f l'"'?i' , g::.::. 1-200 -------f---++-H-H-+----; :-t : l +H-1 
tt -40° -------r----~--t--d+Hr-~-----r----1---t- , ; : ' 

_600 _ i i i i ~!.LU ____J__ i~ 
10·1 10° 101 

Frequency {rad/sec) 

FREQUENCY RESPONSE FOR OUTPUT 2 
50 

!el 
= ·a; 
0 -50 

-10~0'' 100 10' 
Frequency (rad/sec) 

, ::n~~rinm~"'t-ff r nffi 
1~ 1if 1~ 

Frequency (rad/sec) 

Figure B-3 Frequency response for n=5. 
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-0.0001 + 0.0485i 
-0.0001 - 0.0485i 
-0.0005 + 0.0160i 
-0.0005 - 0.0160i 
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Table B-7 Modal parameters identified by exstrsv.m, n=7 

IDENTIFIED SYSTEM MODAL PARAMETERS: 
- damping ratios (%) in the first column 
- frequencies {Hz) in the second column 

eigenvalues of the corresponding continuous-time model 
in the third column 

eg = 

NaN 
0.6386 
0.6386 
1. 3000 
1.3000 
1.0089 
1. 0089 

NaN 
0.2605 
0.2605 
0. 9722 
0. 9722 
0. 7118 
0.7118 

FREQUENCY RESPONSE FOR OUTPUT 1 

Frequency (rad/sec) 

FREQUENCY RESPONSE FOR OUTPUT 2 

10° 
Frequency (rad/sec) 

Figure B-4 Frequency response for n=7. 
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101 

NaN NaN 
-0.0105 + 1. 6370i 
-0.0105 - 1.6370i 
-0.0794 + 6.1082i 
-0.0794 - 6.1082i 
-0.0451 + 4.4720i 
-0.0451 - 4.4720i 



Table B-8 Modal parameters identified by exstrsv.m, n=lO 

IDENTIFIED SYSTEM MODAL PARAMETERS: 
- damping ratios (%) in the first column 
- frequencies (Hz) in the second column 
- eigenvalues of the corresponding continuous-time model 

in the third column 
eg = 

NaN NaN NaN 
NaN NaN NaN 
NaN NaN NaN 
NaN NaN NaN 

1. 3000 0.9722 -0.0794 
1. 3000 0.9722 -0.0794 
1. 0089 0.7118 -0.0451 
1. 0089 0. 7118 -0.0451 
0.6386 0.2605 -0.0105 
0.6386 0.2605 -0.0105 

Table B-9 Modal parameters identified by exstrsv.m, n=15 

ORIGINAL SYSTEM EIGENVALUES 

r = 
-0.0794 + 6.1082i 
-0.0794 - 6.1082i 
-0.0451 + 4.4720i 
-0.0451 - 4.4720i 
-0.0105 + 1.6370i 
-0.0105 - 1.6370i 

IDENTIFIED SYSTEM MODAL PARAMETERS: 
- damping ratios (%) in the first column 
- frequencies (Hz) in the second column 

NaN 
NaN 
NaN 
NaN 

+ 6.1082i 
- 6.1082i 
+ 4.4720i 
- 4.4720i 
+ 1.6370i 
- 1. 6370i 

- eigenvalues of the corresponding continuous-time model 
in the third column 

eg = 
NaN NaN NaN NaN 
NaN NaN NaN NaN 
NaN NaN NaN NaN 
NaN NaN NaN NaN 
NaN NaN NaN NaN 
NaN NaN NaN NaN 
NaN NaN NaN NaN 
NaN NaN NaN NaN 
NaN NaN NaN NaN 

1. 3000 0.9722 -0.0794 + 6.1082i 
1. 3000 0. 9722 -0.0794 - 6.1082i 
0.6386 0.2605 -0.0105 + 1.6370i 
0.6386 0.2605 -0.0105 - 1.6370i 
1.0089 0.7118 -0.0451 + 4.4720i 
1.0089 0. 7118 -0.0451 - 4.4720i 
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